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Preface

“. . . If the whole materia medica, as now used, could 
be sunk to the bottom of the sea, it would be all the 
better for mankind, and all the worse for the fi shes. ”

Oliver Wendell Holmes, 
Medical Essays, Comments and 

Counter - Currents in Medical Science

The history of drug regulation in the United States 
is largely a history of political responses to epidem-
ics of adverse drug reactions, each adverse reaction 
of suffi cient public health importance to lead to 
political pressure for regulatory change. 

The initial law, the Pure Food and Drug Act, was 
passed in 1906. It was a response to the excessive 
adulteration and misbranding of foods and drugs. 
The 1938 Food, Drug, and Cosmetic Act was passed 
in reaction to an epidemic of renal failure resulting 
from a brand of elixir of sulfanilamide formulated 
with diethylene glycol. The 1962 Kefauver –Harris
Amendment to the Food, Drug, and Cosmetic Act 
was enacted in response to the infamous “thalido-
mide disaster, ” in which children exposed to tha-
lidomide in utero were born with phocomelia, that 
is with fl ippers instead of limbs. The resulting regu-
latory changes led, in part, to the accelerated devel-
opment of the fi eld of clinical pharmacology, which 
is the study of the effects of drugs in humans. 

Subsequent decades continued to see an accel-
erating series of accusations about major adverse 
events possibly associated with drugs. Those dis-
cussed in the fi rst edition of this book included liver 
disease caused by benoxaprofen, subacute myelo -
optic-neuropathy (SMON) caused by clioquinol, 
the oculomucocutaneous syndrome caused by 
practolol, acute fl ank pain and renal failure caused 
by suprofen, liver disease caused by ticrynafen, and 
anaphylactoid reactions caused by zomepirac. 
Added in the second edition were cardiac arrhyth-
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mias from astemizole and terfenadine; hyperten-
sion, seizures, and strokes from postpartum use of 
bromocriptine; deaths from fenoterol; suicidal idea-
tion from fl uoxetine; hypoglycemia from human 
insulin; birth defects from isotretinoin; cancer 
from depot medroxyprogesterone; multiple ill-
nesses from silicone breast implants; memory and 
other central nervous system disturbances from 
triazolam; and hemolytic anemia and other adverse 
reactions from temafl oxacin. Further added in the 
third edition were liver toxicity from the combina-
tion of amoxicillin and clavulanic acid; liver 
toxicity from bromfenac; cancer and myocardial 
infarction from calcium channel blockers; cardiac 
arrhythmias with cisapride; primary pulmonary 
hypertension and cardiac valvular disease from 
dexfenfl uramine and fenfl uramine; gastrointestinal 
bleeding, postoperative bleeding, deaths, and many 
other adverse reactions associated with ketorolac; 
multiple drug interactions with mibefradil; throm-
bosis from newer oral contraceptives; myocardial 
infarction from sildenafi l; seizures with tramadol; 
eosinophilia myalgia from tryptophan; anaphylac-
tic reactions from vitamin K; and liver toxicity from 
troglitazone. Added in the fourth edition were 
ischemic colitis from alosetron; myocardial infarc-
tion from celecoxib, naproxen, and rofecoxib; 
rhabdomyolysis from cerivastatin; cardiac arrhyth-
mias from grepafl oxacin; stroke from phenylpropa-
nolamine; bronchospasm from rapacuronium; and 
many others. New in this fi fth edition are progres-
sive multifocal leukoencephalopathy from natali-
zumab; hepatotoxicity from pemoline and from 
lumiracoxib; serious cardiovascular complications 
from rosiglitazone, tegaserod, sibutramine, rimona-
bant, valdecoxib, pergolide, and propoxyphene; 
fatal adverse reactions when used with alcohol 
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from hydromorphone; and serious and sometimes 
fatal brain infections from efalizumab. Many of 
these resulted in drug withdrawals. Published data 
also suggest that adverse drug reactions could be as 
much as the fourth leading cause of death. These 
and other serious but uncommon drug effects have 
led to the development of new methods to study 
drug effects in large populations. Academic inves-
tigators, the pharmaceutical industry, regulatory 
agencies, and the legal profession have turned for 
these methods to the fi eld of epidemiology, the 
study of the distribution and determinants of 
disease in populations. 

As this edition goes to press, major new 
changes have been made in drug regulation and 
organization, largely in response to a series of accu-
sations about myocardial infarction and stroke 
caused by analgesics, each detected in long -term
prevention trials rather than in normal use of the 
drugs. For example, the pharmacoepidemiology 
group at the US Food and Drug Administration 
(FDA) is being doubled in size, FDA has been 
given new regulatory authority after drug market-
ing, and has also been charged with developing 
the Sentinel Initiative, a program to conduct 
medical product safety surveillance in a population 
to exceed 100 million. Further, the development 
since January 1, 2006 of Medicare Part D, a US 
federal program to subsidize prescription drugs for 
Medicare recipients, introduces to pharmacoepide-
miology a new database with a stable population 
of 25 million, as well as the interest of what may 
be the largest health -care system in the world. 
These developments portend major changes for our 
fi eld. 

The joining of the fi elds of clinical pharmacology 
and epidemiology resulted in the development of a 
new fi eld: pharmacoepidemiology, the study of the 
use of and the effects of drugs in large numbers of 
people. Pharmacoepidemiology applies the methods 
of epidemiology to the content area of clinical 
pharmacology. This new fi eld became the science 
underlying postmarketing drug surveillance, 
studies of drug effects that are performed after a 
drug has been released to the market. In recent 
years, pharmacoepidemiology has expanded to 
include many other types of studies, as well. 

The fi eld of pharmacoepidemiology has grown 
enormously since the publication of the fi rst 
edition of this book. The International Society of 
Pharmacoepidemiology (ISPE), an early idea when 
the fi rst edition of this book was written, has grown 
into a major international scientifi c force, with over 
1280 members from 52 countries, an extremely 
successful annual meeting attracting close to 1000 
attendees, a large number of very active commit-
tees and scientifi c interest groups, and its own 
journal ( Pharmacoepidemiology and Drug Safety). In 
addition, a number of established journals have 
targeted pharmacoepidemiology manuscripts as 
desirable. As new scientifi c developments occur 
within mainstream epidemiology, they are rapidly 
adopted, applied, and advanced within our fi eld as 
well. We have also become institutionalized as a 
subfi eld within the fi eld of clinical pharmacology, 
with a Pharmacoepidemiology Section within the 
American Society for Clinical Pharmacology and 
Therapeutics, recently reorganized into a Section 
on Drug Safety, and with pharmacoepidemiology a 
required part of the clinical pharmacology board 
examination.

Most of the major international pharmaceutical 
companies have founded dedicated units to organ-
ize and lead their efforts in pharmacoepidemiology, 
pharmacoeconomics, and quality -of-life studies. 
The continuing parade of drug safety crises contin-
ues to emphasize the need for the fi eld, and some 
foresighted manufacturers have begun to perform 
“prophylactic” pharmacoepidemiology studies, to 
have data in hand and available when questions 
arise, rather than waiting to begin to collect data 
after a crisis has developed. Pharmacoepidemiologic 
data are now routinely used for regulatory deci-
sions, and many governmental agencies have been 
developing and expanding their own pharmacoepi-
demiology programs. Risk management programs 
are now required by regulatory bodies with the 
marketing of new drugs, as a means of improving 
drugs’ benefi t –risk balance, and manufacturers are 
scrambling to respond. Requirements that a drug 
be proven to be cost -effective have been added to 
national, local, and insurance health -care systems, 
either to justify reimbursement or even to justify 
drug availability. A number of schools of medicine, 
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pharmacy, and public health have established 
research programs in pharmacoepidemiology, and 
a few of them have also established pharmacoepi-
demiology training programs in response to a des-
perate need for more pharmacoepidemiology 
manpower. Pharmacoepidemiologic research 
funding is now more plentiful, and even limited 
support for training is now available. 

In the United States, drug utilization review pro-
grams are required, by law, of each of the 50 state 
Medicaid programs, and have been implemented as 
well in many managed care organizations. Now, 
years later however, the utility of drug utilization 
review programs is being questioned. In addition, 
the Joint Commission on Accreditation of Health 
Care Organizations now requires that every hospi-
tal in the country have an adverse drug reaction 
monitoring program and a drug use evaluation 
program, turning every hospital into a mini -phar-
macoepidemiology laboratory. Stimulated in part 
by the interests of the World Health Organization 
and the Rockefeller Foundation, there is even sub-
stantial interest in pharmacoepidemiology in the 
developing world. Yet, throughout the world, the 
increased concern by the public about privacy has 
made pharmacoepidemiologic research much more 
diffi cult. 

In the fi rst edition, the goal was to help intro-
duce this new fi eld to the scientifi c world. The 
explosion in interest in the fi eld, the rapid scientifi c 
progress that has been made, and the unexpected 
sales of the fi rst edition led to the second edition. 
The continued maturation of what used to be a 
new fi eld, the marked increase in sales of the 
second edition over the fi rst, and the many requests 
from people all over the world, led to the third 
edition. Thereafter, much in the fi eld has changed, 
and the fourth edition was prepared. We also 
prepared a textbook version, which has been 
widely used. Now, six years after the fourth edition, 
the fi eld continues to rapidly change, so it is time 
for a new edition. For this edition as well, we now 
include two co -editors who have both shared 
the work and contributed many important new 
ideas.

In the process, most chapters in the new edition 
have been thoroughly revised. Ten new chapters 

have been added, along with many new authors. 
With some reorganization of some sections and 
careful pruning of old chapters, the net size has 
been kept the same. 

As in earlier editions, Part I of this book provides 
background information on what is included in the 
fi eld of pharmacoepidemiology, a description of the 
study designs it uses, a description of its unique 
problem—the requirement for very large sample 
sizes—and a discussion about when one would 
want to perform a pharmacoepidemiology study. 
Also included is a chapter providing basic principles 
of clinical pharmacology. Part II presents a series of 
discussions on the need for the fi eld, the contribu-
tions it can make, and some of its problems, from 
the perspectives of academia, industry, regulatory 
agencies, and the law. Part III describes the systems 
that have been developed to perform pharmacoepi-
demiologic studies, and how each approaches the 
problem of gathering large sample sizes of study 
subjects in a cost -effective manner. We no longer 
attempt to include all the databases in the fi eld, as 
they have continued to multiply. Instead, in this 
edition we have combined databases into catego-
ries, rather than dedicating a separate chapter to 
each database. Part IV describes selected special 
opportunities for the application of pharmacoepi-
demiology to address major issues of importance. 
These are of particular interest as the fi eld contin-
ues to turn its attention to questions beyond just 
those of adverse drug reactions. Part V presents 
state-of-the-art discussions of some particular 
methodologic issues that have arisen in the fi eld. 
Finally, Part VI provides our personal speculations 
about the future of the fi eld. Our expectation is that 
Parts I, II, III, and VI of this book will be of greatest 
interest to those new to the fi eld. In contrast, Parts 
III, IV, V, and VI should be of greatest interest to 
those with some background, who want a more 
in-depth view of the fi eld. 

This book is not intended as a textbook of 
adverse drug reactions, that is a compilation of 
drug-induced problems organized either by drug 
or by problem. Nor is it intended primarily as a 
textbook for use in introductory pharmacoe-
pidemiology courses (for which Textbook of 
Pharmacoepidemiology may be more appropriate). 
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Rather, it is intended to elucidate the methods of 
investigating adverse drug reactions, as well as 
other questions of drug effects. It is also not 
intended as a textbook of clinical pharmacology, 
organized by disease or by drug, or a textbook of 
epidemiology, but rather a text describing the 
overlap between the two fi elds. 

It is our hope that this book can serve both as a 
useful introduction to pharmacoepidemiology and 
a reference source for the growing number of 
people interested in this fi eld, in academia, in regu-
latory agencies, in industry, and in the law. It will 
also hopefully be useful as a reference text for the 

numerous courses now underway in this fi eld. We 
have been excited by the rapid progress and growth 
that our fi eld has seen, and delighted that this book 
has played a small role in assisting this. With this 
new edition, it will document the major changes 
the fi eld has seen. In the process, we hope is that 
it can continue to serve to assist the fi eld in its 
development.

Brian L. Strom 
Stephen E. Kimmel 

Sean Hennessy 
Philadelphia
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CHAPTER 1 

What is Pharmacoepidemiology? 
  Brian L.   Strom  
Department of Biostatistics and Epidemiology, Center for Clinical Epidemiology and Biostatistics, Perelman School of Medicine 
at the University of Pennsylvania, Philadelphia, PA, USA 

A desire to take medicine is, perhaps, the great 
feature which distinguishes man from other animals. 

Sir William Osler, 1891 

In recent decades, modern medicine has been 
blessed with a pharmaceutical armamentarium 
that is much more powerful than what it had 
before. Although this has given health -care provid-
ers the ability to provide better medical care for 
their patients, it has also resulted in the ability to 
do much greater harm. It has also generated an 
enormous number of product liability suits against 
pharmaceutical manufacturers, some appropriate 
and others inappropriate. In fact, the history of 
drug regulation parallels the history of major 
adverse drug reaction “disasters.” Each change in 
pharmaceutical law was a political reaction to an 
epidemic of adverse drug reactions. A 1998 study 
estimated that 100 000 Americans die each year 
from adverse drug reactions (ADRs), and 1.5 
million US hospitalizations each year result from 
ADRs; yet, 20 –70% of ADRs may be preventable. 1

The harm that drugs can cause has also led to the 
development of the fi eld of pharmacoepidemiol-
ogy, which is the focus of this book. More recently, 
the fi eld has expanded its focus to include many 
issues other than adverse reactions, as well. 

To clarify what is, and what is not, included 
within the discipline of pharmacoepidemiology, 
this chapter will begin by defi ning pharmacoepide-
miology, differentiating it from other related fi elds. 

The history of drug regulation will then be briefl y 
and selectively reviewed, focusing on the US expe-
rience as an example, demonstrating how it has led 
to the development of this new fi eld. Next, the 
current regulatory process for the approval of new 
drugs will be reviewed, in order to place the use of 
pharmacoepidemiology and postmarketing drug 
surveillance into proper perspective. Finally, the 
potential scientifi c and clinical contributions of 
pharmacoepidemiology will be discussed. 

Defi nition of 
pharmacoepidemiology

Pharmacoepidemiology is the study of the use of and 
the effects of drugs in large numbers of people. The 
term pharmacoepidemiology obviously contains 
two components: “pharmaco” and  “epidemiology. ”
In order to better appreciate and understand what 
is and what is not included in this new fi eld, it is 
useful to compare its scope to that of other related 
fi elds. The scope of pharmacoepidemiology will 
fi rst be compared to that of clinical pharmacology, 
and then to that of epidemiology. 

Pharmacoepidemiology versus
clinical pharmacology
Pharmacology is the study of the effects of drugs. 
Clinical pharmacology is the study of the effects 
of drugs in humans (see also Chapter 2). 
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to a patient simultaneously taking cimetidine. 
However, to date this is a relatively novel applica-
tion of the fi eld. 

Specifi cally, the fi eld of pharmacoepidemiology 
has primarily concerned itself with the study of 
adverse drug effects. Adverse reactions have tradi-
tionally been separated into those that are the 
result of an exaggerated but otherwise usual phar-
macologic effect of the drug, sometimes called Type 
A reactions, versus those that are aberrant effects, so 
called Type B reactions.3 Type A reactions tend to be 
common, dose -related, predictable, and less serious. 
They can usually be treated by simply reducing the 
dose of the drug. They tend to occur in individuals 
who have one of three characteristics. First, the 
individuals may have received more of a drug than 
is customarily required. Second, they may have 
received a conventional amount of the drug, but 
they may metabolize or excrete the drug unusually 
slowly, leading to drug levels that are too high (see 
also Chapter 34). Third, they may have normal 
drug levels, but for some reason are overly sensitive 
to them (see Chapter 34).

In contrast, Type B reactions tend to be uncom-
mon, not related to dose, unpredictable, and poten-
tially more serious. They usually require cessation of 
the drug. They may be due to what are known as 
hypersensitivity reactions or immunologic reactions. 
Alternatively, Type B reactions may be some other 
idiosyncratic reaction to the drug, either due to some 
inherited susceptibility (e.g., glucose -6-phosphate 
dehydrogenase defi ciency; see Chapter  34) or due to 
some other mechanism. Regardless, Type B reactions 
are the most diffi cult to predict or even detect, and 
represent the major focus of many pharmacoepide-
miologic studies of adverse drug reactions. 

One typical approach to studying adverse drug 
reactions has been the collection of spontaneous 
reports of drug -related morbidity or mortality (see 
Chapter 10), sometimes called pharmacovigilance 
(although at other times this term is used to refer 
to all of pharmacoepidemiology). However, deter-
mining causation in case reports of adverse reac-
tions can be problematic (see Chapter 33), as can 
attempts to compare the effects of drugs in the 
same class (see Chapter 32). This has led academic 
investigators, industry, FDA, and the legal com-

Pharmacoepidemiology obviously can be considered, 
therefore, to fall within clinical pharmacology. In 
attempting to optimize the use of drugs, one central 
principle of clinical pharmacology is that therapy 
should be individualized, or tailored, to the needs 
of the specifi c patient at hand. This individualiza-
tion of therapy requires the determination of a risk/
benefi t ratio specifi c to the patient at hand. Doing 
so requires a prescriber to be aware of the potential 
benefi cial and harmful effects of the drug in ques-
tion and to know how elements of the patient ’s
clinical status might modify the probability of a 
good therapeutic outcome. For example, consider 
a patient with a serious infection, serious liver 
impairment, and mild impairment of his or her 
renal function. In considering whether to use gen-
tamicin to treat his infection, it is not suffi cient to 
know that gentamicin has a small probability of 
causing renal disease. A good clinician should 
realize that a patient who has impaired liver func-
tion is at a greater risk of suffering from this adverse 
effect than one with normal liver function. 2

Pharmacoepidemiology can be useful in providing 
information about the benefi cial and harmful 
effects of any drug, thus permitting a better assess-
ment of the risk/benefi t balance for the use of any 
particular drug in any particular patient. 

Clinical pharmacology is traditionally divided 
into two basic areas: pharmacokinetics and 
pharmacodynamics. Pharmacokinetics is the study of 
the relationship between the dose administered 
of a drug and the serum or blood level achieved. 
It deals with drug absorption, distribution, 
metabolism, and excretion. Pharmacodynamics is the 
study of the relationship between drug level and 
drug effect. Together, these two fi elds allow one 
to predict the effect one might observe in a 
patient from administering a certain drug 
regimen. Pharmacoepidemiology encompasses ele-
ments of both of these fi elds, exploring the effects 
achieved by administering a drug regimen. It 
does not normally involve or require the measure-
ment of drug levels. However, pharmacoepide-
miology can be used to shed light on the 
pharmacokinetics of a drug when used in clinical 
practice, such as exploring whether aminophylline 
is more likely to cause nausea when administered 
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pharmacoepidemiology borrows its focus of inquiry. 
From epidemiology, pharmacoepidemiology borrows 
its methods of inquiry. In other words, it applies 
the methods of epidemiology to the content area 
of clinical pharmacology. In the process, multiple 
special logistical approaches have been developed 
and multiple special methodologic issues have 
arisen. These are the primary foci of this book. 

Historical background 

Early legislation
The history of drug regulation in the US is similar 
to that in most developed countries, and refl ects 
the growing involvement of governments in 
attempting to assure that only safe and effective 
drug products were available and that appropriate 
manufacturing and marketing practices were used. 
The initial US law, the Pure Food and Drug Act, 
was passed in 1906, in response to excessive adul-
teration and misbranding of the food and drugs 
available at that time. There were no restrictions 
on sales or requirements for proof of the effi cacy 
or safety of marketed drugs. Rather, the law simply 
gave the federal government the power to remove 
from the market any product that was adulterated 
or misbranded. The burden of proof was on the 
federal government. 

In 1937, over 100 people died from renal failure 
as a result of the marketing by the Massengill 
Company of elixir of sulfanilamide dissolved in 
diethylene glycol. 5 In response, Congress passed 
the 1938 Food, Drug, and Cosmetic Act. Preclinical 
toxicity testing was required for the fi rst time. In 
addition, manufacturers were required to gather 
clinical data about drug safety and to submit these 
data to the FDA before drug marketing. The FDA 
had 60 days to object to marketing or else it would 
proceed. No proof of effi cacy was required. 

Little attention was paid to adverse drug reac-
tions until the early 1950s, when it was discovered 
that chloramphenicol could cause aplastic anemia. 6

In 1952, the fi rst textbook of adverse drug reactions 
was published. 7 In the same year, the AMA Council 
on Pharmacy and Chemistry established the fi rst 
offi cial registry of adverse drug effects, to collect 

munity to turn to the fi eld of epidemiology. 
Specifi cally,  studies of adverse effects have been sup-
plemented with studies of adverse events (ADEs). In 
the former, investigators examine case reports of 
purported adverse drug reactions and attempt to 
make a subjective clinical judgment on an individ-
ual basis about whether the adverse outcome was 
actually caused by the antecedent drug exposure. 
In the latter, controlled studies are performed 
examining whether the adverse outcome under 
study occurs more often in an exposed population
than in an unexposed population. This marriage of 
the fi elds of clinical pharmacology and epidemiol-
ogy has resulted in the development of a fi eld: 
pharmacoepidemiology. 

Pharmacoepidemiology versus
epidemiology
Epidemiology is the study of the distribution and 
determinants of diseases in populations (see 
Chapter 3). Since pharmacoepidemiology is the 
study of the use of and effects of drugs in large 
numbers of people, it obviously falls within epide-
miology, as well. Epidemiology is also traditionally 
subdivided into two basic areas. The fi eld began as 
the study of infectious diseases in large popula-
tions, that is epidemics. It has since been expanded 
to encompass the study of chronic diseases. The 
fi eld of pharmacoepidemiology uses the techniques 
of chronic disease epidemiology to study the use of 
and the effects of drugs. Although application of 
the methods of pharmacoepidemiology can be 
useful in performing the clinical trials of drugs that 
are performed before marketing, 4 the major appli-
cation of these principles is after drug marketing. 
This has primarily been in the context of postmar-
keting drug surveillance, although in recent years 
the interests of pharmacoepidemiologists have 
broadened considerably. Now, as will be made 
clearer in future chapters, pharmacoepidemiology 
is considered of importance in the whole life cycle 
of a drug, from the time when it is fi rst discovered 
or synthesized through when it is no longer sold as 
a drug. 

Thus, pharmacoepidemiology is a relatively new 
applied fi eld, bridging between clinical pharmacol-
ogy and epidemiology. From clinical pharmacology, 
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interpreted as requiring randomized clinical trials 
to document drug effi cacy before marketing. This 
new procedure also delayed drug marketing until 
the FDA explicitly gave approval. With some modi-
fi cations, these are the requirements still in place 
in the US today. In addition, the amendments 
required the review of all drugs approved between 
1938 and 1962, to determine if they too were effi -
cacious. The resulting DESI (Drug Effi cacy Study 
Implementation) process, conducted by the 
National Academy of Sciences ’ National Research 
Council with support from a contract from FDA, 
was not completed until years later, and resulted in 
the removal from the US market of many ineffec-
tive drugs and drug combinations. The result of all 
these changes was a great prolongation of the 
approval process, with attendant increases in the 
cost of drug development, the so -called drug lag. 13

However, the drugs that are marketed are presum-
ably much safer and more effective. 

Drug crises and resulting
regulatory actions
Despite the more stringent process for drug regula-
tion, subsequent years have seen a series of major 
adverse drug reactions. Subacute myelo -optic neu-
ropathy (SMON) was found in Japan to be caused 
by clioquinol, a drug marketed in the early 1930s 
but not discovered to cause this severe neurological 
reaction until 1970. 14 In the 1970s, clear cell ade-
nocarcinoma of the cervix and vagina and other 
genital malformations were found to be due to in
utero exposure to diethylstilbestrol two decades 
earlier. 15 The mid -1970s saw the UK discovery of 
the oculomucocutaneous syndrome caused by 
practolol, 5 years after drug marketing. 16 In 1980, 
the drug ticrynafen was noted to cause deaths from 
liver disease. 17 In 1982, benoxaprofen was noted to 
do the same. 18 Subsequently the use of zomepirac, 
another non -steroidal anti -infl ammatory drug, was 
noted to be associated with an increased risk of 
anaphylactoid reactions. 19 Serious blood dyscrasias 
were linked to phenylbutazone. 20 Small intestinal 
perforations were noted to be caused by a particu-
lar slow release formulation of indomethacin. 21

Bendectin®, a combination product indicated to 
treat nausea and vomiting in pregnancy, was 

cases of drug -induced blood dyscrasias. 8 In 1960, 
the FDA began to collect reports of adverse drug 
reactions and sponsored new hospital -based drug 
monitoring programs. The Johns Hopkins Hospital 
and the Boston Collaborative Drug Surveillance 
Program developed the use of in -hospital monitors 
to perform cohort studies to explore the short -term
effects of drugs used in hospitals. 9,10 This approach 
was later to be transported to the University of 
Florida–Shands Teaching Hospital, as well. 11

In the winter of 1961, the world experienced 
the infamous “thalidomide disaster. ” Thalidomide 
was marketed as a mild hypnotic, and had no 
obvious advantage over other drugs in its class. 
Shortly after its marketing, a dramatic increase was 
seen in the frequency of a previously rare birth 
defect, phocomelia —the absence of limbs or parts 
of limbs, sometimes with the presence instead of 
fl ippers. 12 Epidemiologic studies established its 
cause to be in utero exposure to thalidomide. In the 
United Kingdom, this resulted in the establishment 
in 1968 of the Committee on Safety of Medicines. 
Later, the World Health Organization established a 
bureau to collect and collate information from this 
and other similar national drug monitoring organi-
zations (see Chapter 10).

The US had never permitted the marketing of 
thalidomide and, so, was fortunately spared this 
epidemic. However, the  “thalidomide disaster ” was 
so dramatic that it resulted in regulatory change in 
the US as well. Specifi cally, in 1962 the Kefauver –
Harris Amendments were passed. These amend-
ments strengthened the requirements for proof of 
drug safety, requiring extensive preclinical pharma-
cologic and toxicologic testing before a drug could 
be tested in man. The data from these studies were 
required to be submitted to the FDA in an 
Investigational New Drug (IND) Application before 
clinical studies could begin. Three explicit phases of 
clinical testing were defi ned, which are described 
in more detail below. In addition, a new require-
ment was added to the clinical testing, for “substan-
tial evidence that the drug will have the effect it 
purports or is represented to have. ” “Substantial
evidence” was defi ned as  “adequate and well -
controlled investigations, including clinical investi-
gations.” Functionally, this has generally been 
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reactions associated with ketorolac; 69–72 multiple 
drug interactions with mibefradil; 73 thrombosis 
from newer oral contraceptives; 74–77 myocardial inf-
arction from sildenafi l; 78 seizures with tramadol; 79,80

anaphylactic reactions from vitamin K; 81 liver tox-
icity from troglitazone; 82–85 and intussusception 
from rotavirus vaccine. 86

Later drug crises have occurred due to allega-
tions of ischemic colitis from alosetron; 87 rhab-
domyolysis from cerivastatin; 88 bronchospasm from 
rapacuronium;89 torsades de pointes from ziprasi-
done;90 hemorrhagic stroke from phenylpropa-
nolamine;91 arthralgia, myalgia, and neurologic 
conditions from Lyme vaccine; 92 multiple joint and 
other symptoms from anthrax vaccine; 93 myocardi-
tis and myocardial infarction from smallpox 
vaccine;94 and heart attack and stroke from 
rofecoxib.95

Major adverse drug reactions continue to plague 
new drugs, and in fact are as common if not more 
common in the last several decades. In total, 36 dif-
ferent oral prescription drug products have been 
removed from the US market, since 1980 alone —
alosetron (2000), aprotinin (2007), astemizole 
(1999), benoxaprofen (1982), bromfenac (1998), 
cerivastatin (2001), cisapride (2000), dexfenfl u-
ramine (1997), efalizumab (2009), encainide (1991), 
etretinate (1998), fenfl uramine (1998), fl osequinan 
(1993), grepafl oxacin (1999), levomethadyl (2003), 
lumiracoxib (2007), mibefradil (1998), natalizumab 
(2005), nomifensine (1986), Palladone (2005), 
pemoline (2005), pergolide (2010), phenylpropa-
nolamine (2000), propoxyphene (2010), rapacuro-
nium (2001), rimonabant (2010), rofecoxib (2004), 
sibutramine (2010), suprofen (1987), tegaserod 
(2007), terfenadine (1998), temafl oxacin (1992), 
ticrynafen (1980), troglitazone (2000), valdecoxib 
(2007), zomepirac (1983). The licensed vaccines 
against rotavirus 86 and Lyme 92 were also withdrawn 
because of safety concerns (see Chapter 26). Further, 
between 1990 and 2004, at least 15 non -cardiac 
drugs, including astemizole, cisapride, droperidol, 
grepafl oxacin, halofantrine, pimozide, propoxy-
phene, rofecoxib, sertindole, sibutramine terfena-
dine, terodiline, thioridazine, levacetylmethadol, 
and ziprasidone, were subject to signifi cant regula-
tory actions because of cardiac concerns. 96

removed from the market because of litigation 
claiming it was a teratogen, despite the absence of 
valid scientifi c evidence to justify this claim 22 (see 
Chapter 28). Acute fl ank pain and reversible acute 
renal failure were noted to be caused by suprofen. 23

Isotretinoin was almost removed from the US 
market because of the birth defects it causes. 24,25

The eosinophilia –myalgia syndrome was linked to 
a particular brand of l-tryptophan.26 Triazolam, 
thought by the Netherlands in 1979 to be subject 
to a disproportionate number of central nervous 
system side effects, 27 was discovered by the rest of 
the world to be problematic in the early 1990s. 28–30

Silicone breast implants, inserted by the millions in 
the US for cosmetic purposes, were accused of 
causing cancer, rheumatologic disease, and many 
other problems, and restricted from use except for 
breast reconstruction after mastectomy. 31 Human 
insulin was marketed as one of the fi rst of the new 
biotechnology drugs, but soon thereafter was 
accused of causing a disproportionate amount of 
hypoglycemia.32–36 Fluoxetine was marketed as a 
major new important and commercially successful 
psychiatric product, but then lost a large part of its 
market due to accusations about its association 
with suicidal ideation. 37,38 An epidemic of deaths 
from asthma in New Zealand was traced to fenot-
erol,39–41 and later data suggested that similar, 
although smaller, risks might be present with other 
beta-agonist inhalers. 42 The possibility was raised of 
cancer from depot -medroxyprogesterone, resulting 
in initial refusal to allow its marketing for this 
purpose in the US, 43 multiple studies, 44,45 and ulti-
mate approval. Arrhythmias were linked to the use 
of the antihistamines terfenadine and astemi-
zole.46,47 Hypertension, seizures, and strokes were 
noted from postpartum use of bromocriptine. 48,49

Multiple different adverse reactions were linked to 
temafl oxacin. 50 Other examples include liver toxic-
ity from amoxicillin –clavulanic acid; 51 liver toxicity 
from bromfenac; 52,53 cancer, myocardial infarction, 
and gastrointestinal bleeding from calcium channel 
blockers;54–61 arrhythmias with cisapride interac-
tions;62–65 primary pulmonary hypertension and 
cardiac valvular disease from dexfenfl uramine and 
fenfl uramine; 66–68 gastrointestinal bleeding, postop-
erative bleeding, deaths, and many other adverse 
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PDUFA IV, also called the Food and Drug 
Administration Amendments (FDAAA -PL 110 -85)
of 2007. The goals for PDUFA I, II, III, and IV were 
to enable the FDA to complete review of over 90% 
of priority drug applications in 6 months, and com-
plete review of over 90% of standard drug applica-
tions in 12 months (under PDUFA I) or 10 months 
(under PDUFA II, III, and IV). In addition to reau-
thorizing the collection of user fees from the phar-
maceutical industry, PDUFA II allowed the FDA to 
accept a single well -controlled clinical study under 
certain conditions, to reduce drug development 
time. The result was a system where more than 550 
new drugs were approved by the FDA in the 
1990s.105

However, whereas 1400 FDA employees in 1998 
worked with the drug approval process, only 52 
monitored safety; FDA spent only $2.4 million in 
extramural safety research. This state of affairs has 
coincided with the growing numbers of drug crises 
cited above. With successive reauthorizations of 
PDUFA, this markedly changed. PDUFA III for the 
fi rst time allowed the FDA to use a small portion 
of the user fees for postmarketing drug safety mon-
itoring, to address safety concerns. 

However, there now was growing concern, in 
Congress and the US public, that perhaps the FDA 
was approving drugs too fast.106,107 There were 
also calls for the development of an independent 
drug safety board, analogous to the National 
Transportation Safety Board, 108,109 with a mission 
much wider than FDA ’s regulatory mission, to com-
plement the latter. For example, such a board 
could investigate drug safety crises such as those 
cited above, looking for ways to prevent them, 
and could deal with issues such as improper physi-
cian use of drugs, the need for training, and the 
development of new approaches to the fi eld of 
pharmacoepidemiology. 

Recurrent concerns about the FDA ’s manage-
ment of postmarketing drug safety issues led to a 
systematic review of the entire drug risk assessment 
process. In 2006, the US General Accountability 
Offi ce issued its report of a review of the organiza-
tional structure and effectiveness of FDA ’s postmar-
keting drug safety decision making, 100 followed in 
2007 by the Institute of Medicine ’s independent 

Since 1993, in trying to deal with drug safety 
problems, the FDA morphed its extant spontaneous 
reporting system into the MedWatch program of 
collecting spontaneous reports of adverse reactions 
(see Chapters 8 and  10), and as part of that system 
issuing monthly notifi cations of label changes. 
Compared to the 20 to 25 safety -related label 
changes that were being made every month by 
mid-1999, between 19 and 57 safety -related label 
changes (boxed warnings, warnings, contraindica-
tions, precautions, adverse events) were made 
every month in 2009. 97

According to a study by the US Government 
Accountability Offi ce, 51% of approved drugs have 
serious adverse effects not detected before 
approval.98 Further, there is recognition that the 
initial dose recommended for a newly marketed 
drug is often incorrect, and needs monitoring and 
modifi cation after marketing. 99–101

In some of the examples above, the drug was 
never convincingly linked to the adverse reaction, 
yet many of these accusations led to the removal 
of the drug involved from the market. Interestingly, 
however, this withdrawal was not necessarily per-
formed in all of the different countries in which 
each drug was marketed. Most of these discoveries 
have led to litigation, as well, and a few have even 
led to criminal charges against the pharmaceutical 
manufacturer and/or some of its employees (see 
Chapter 9).

Legislative actions resulting
from  drug crises
Through the 1980s, there was concern that an 
underfunded FDA was approving drugs too slowly, 
and that the US suffered, compared to Europe, 
from a “drug lag. ”102 To provide additional resources 
to the FDA to help expedite the drug review and 
approval process, Congress passed in 1992 the 
Prescription Drug User Fee Act (PDUFA), allowing 
the FDA to charge manufacturers a fee for review-
ing New Drug Applications. 103,104 This legislation 
was reauthorized by Congress three more times: 
PDUFA II, also called the Food and Drug 
Modernization Act of 1997; PDUFA III, also called 
the Public Health Security and Bioterrorism 
Preparedness and Response Act of 2002; and 
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Amendments that were introduced in 1962 
required formal safety studies for new drug applica-
tions. The DESI program that was undertaken by 
the FDA as part of the Kefauver –Harris Amendments 
required formal effi cacy studies for old drugs that 
were approved earlier. These requirements created 
demand for new expertise and new methods. In 
addition, the mid -1960s saw the publication of a 
series of drug utilization studies. 112–116 These studies 
provided the fi rst descriptive information on how 
physicians use drugs, and began a series of investi-
gations of the frequency and determinants of poor 
prescribing (see also Chapters 24 and  25).

In part in response to concerns about adverse 
drug effects, the early 1970s saw the development 
of the Drug Epidemiology Unit, now the Slone 
Epidemiology Center, which extended the hospital -
based approach of the Boston Collaborative Drug 
Surveillance Program by collecting lifetime drug 
exposure histories from hospitalized patients and 
using these to perform hospital -based case –control
studies117 (see Chapter  19). The year 1976 saw the 
formation of the Joint Commission on Prescription 
Drug Use, an interdisciplinary committee of experts 
charged with reviewing the state of the art of phar-
macoepidemiology at that time, as well as provid-
ing recommendations for the future. 118 The 
Computerized Online Medicaid Analysis and 
Surveillance System (COMPASS ®) was fi rst devel-
oped in 1977, using Medicaid billing data to perform 
pharmacoepidemiologic studies 119 (see Chapter 
14). The Drug Surveillance Research Unit, now 
called the Drug Safety Research Trust, was devel-
oped in the United Kingdom in 1980, with its inno-
vative system of Prescription –Event Monitoring 120

(see Chapter 20). Each of these represented major 
contributions to the fi eld of pharmacoepidemiol-
ogy. These and newer approaches are reviewed in 
Part III of this book. 

In the examples of drug crises mentioned in the 
earlier section, these were serious but uncommon 
drug effects, and these experiences have led to an 
accelerated search for new methods to study drug 
effects in large numbers of patients. This led to a 
shift from adverse effect studies to adverse 
event studies, with concomitant increasing use of 
new data resources and new methods to study 

assessment.110 Important weaknesses were noted in 
the current system, including failure of FDA ’s Offi ce 
of New Drugs and Offi ce of Drug Safety to com-
municate with each other on safety issues, failure 
of FDA to track ongoing postmarketing studies, 
ambiguous role of FDA ’s Offi ce of Drug Safety in 
scientifi c advisory committees, limited authority by 
FDA to require the pharmaceutical industry to 
perform studies to obtain needed data, concerns 
about culture problems at FDA where recommen-
dations by members of the FDA ’s drug safety staff 
were not followed, and concerns about confl ict of 
interest involving advisory committee members .
This Institute of Medicine report was infl uential in 
shaping PDUFA IV. 

Indeed, with the passage of PDUFA IV, FDA 
authority was substantially increased, with the 
ability, for example, to require postmarketing 
studies and levy heavy fi nes if these requirements 
were not met. Further, its resources were substan-
tially increased, with a specifi c charge to: (i) fund 
epidemiology best practices and data acquisition 
($7 million in fi scal 2008, increasing to $9.5 million 
in fi scal 2012); (ii) fund new drug trade name 
review ($5.3 million in fi scal 2008, rising to $6.5 
million in fi scal 2012); and (iii) fund risk manage-
ment and communication ($4 million in fi scal 
2008, rising to $5 million in fi scal 2012) 111 (see also 
Chapter 29). In addition, in another use of the new 
PDUFA funds, the FDA plans to develop and imple-
ment agency -wide and special -purpose postmarket 
information technology systems, including the 
MedWatch Plus Portal, the FDA Adverse Event 
Reporting System, the Sentinel System (a virtual 
national medical product safety system, see Chapter 
30), and the Phonetic and Orthographic Computer 
Analysis System to fi nd similarities in spelling or 
sound between proposed proprietary drug names 
that might increase the risk of confusion and medi-
cation errors. 111

Intellectual development of 
pharmacoepidemiology emerging
from  drug crises
Several developments of the 1960s can be thought 
to have marked the beginning of the fi eld 
of pharmacoepidemiology. The Kefauver –Harris
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with scientifi c information on the outcomes, com-
parative clinical effectiveness, and appropriateness 
of health -care items and services. 130 In response, 
AHRQ created in 2005 the DEcIDE (Developing 
Evidence to Inform Decisions about Effectiveness) 
Network to support in academic settings the 
conduct of studies on effectiveness, safety, and 
usefulness of drugs and other treatments and 
services.131

Another major new initiative of close relevance 
to pharmacoepidemiology is risk management. 
There is increasing recognition that the risk/benefi t 
balance of some drugs can only be considered 
acceptable with active management of their use, to 
maximize their effi cacy and/or minimize their risk. 
In response, starting in the late 1990s, there were 
new initiatives begun ranging from new FDA 
requirements for risk management plans, to crea-
tion of a new FDA Drug Safety and Risk Management 
Advisory Committee, to issuing risk minimization 
and management guidances. More information is 
provided in Chapters 8 and  29.

Another initiative closely related to pharma-
coepidemiology is the Patient Safety movement. In 
the Institute of Medicine ’s report, To Err is Human: 
Building a Safer Health System, the authors note that: 
(i) “even apparently single events or errors are due 
most often to the convergence of multiple contrib-
uting factors; ” (ii)  “preventing errors and improv-
ing safety for patients requires a systems approach 
in order to modify the conditions that contribute 
to errors; ” and (iii)  “the problem is not bad people; 
the problem is that the system needs to be made 
safer”.132 In this framework, the concern is not 
about substandard or negligent care, but rather, is 
about errors made by even the best trained, bright-
est, and most competent professional health car-
egivers and/or patients. From this perspective, the 
important research questions ask about the condi-
tions under which people make errors, the types of 
errors being made, and the types of systems that 
can be put into place to prevent errors altogether 
when possible. Errors that are not prevented must 
be identifi ed and corrected effi ciently and quickly, 
before they infl ict harm. Turning specifi cally to 
medications, from 2.4 to 6.5% of hospitalized 
patients suffer ADEs, prolonging hospital stays by 

adverse reactions. The American Society for Clinical 
Pharmacology and Therapeutics issued, in 1990, a 
position paper on the use of purported postmarket-
ing drug surveillance studies for promotional pur-
poses,121 and the International Society for 
Pharmacoepidemiology (ISPE) issued, in 1996, 
Guidelines for Good Epidemiology Practices for 
Drug, Device, and Vaccine Research in the United 
States,122 which were updated in 2007. 123 Since the 
late 1990s, pharmacoepidemiologic research has 
also been increasingly burdened by concerns about 
patient confi dentiality 124–128 (see also Chapter  35).

There is also increasing recognition that most of 
the risk from most drugs to most patients occurs 
from known reactions to old drugs. As an attempt 
to address concerns about underuse, overuse, and 
adverse events of medical products and medical 
errors that may cause serious impairment to patient 
health, a new program of Centers for Education 
and Research on Therapeutics (CERTs) was author-
ized under the FDA Modernization Act of 1997 (as 
part of the same legislation that reauthorized 
PDUFA II described earlier). Starting in 1999 and 
incrementally adding more centers in 2002, 2006, 
and 2007, the Agency for Healthcare Research and 
Quality (AHRQ) which was selected to administer 
this program has been funding up to 14 Centers for 
Education and Research and Therapeutics 
(CERTs) 129 (see also Chapter  6).

The research and education activities sponsored 
by AHRQ through the CERTs program since the late 
1990s take place in academic centers. These CERTs 
centers conduct research on therapeutics, explor-
ing new uses of drugs, ways to improve the effec-
tive uses of drugs, and the risks associated with new 
uses or combinations of drugs. They also develop 
educational modules and materials for disseminat-
ing the research fi ndings about medical products. 
With the development of direct -to-consumer
advertising of drugs since the mid 1980s in the US, 
the CERTs ’ role in educating the public and health -
care professionals by providing evidence -based
information has become especially important. 

Another impetus for research on drugs resulted 
from one of the mandates (in Sec. 1013) of the 
Medicare Prescription Drug, Improvement, and 
Modernization Act of 2003 to provide benefi ciaries 
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expressed needs, about which interventions are 
most effective for which patients under specifi c cir-
cumstances”.151 By this defi nition, CER includes 
three key elements: (i) evidence synthesis, (ii) evi-
dence generation, and (iii) evidence dissemination. 
Typically, CER is conducted through observational 
studies of either large administrative or medical 
record databases (see Part III, Section B), or large 
naturalistic clinical trials (see Chapter 36). In many 
ways, the UK has been focusing on CER for years, 
with its National Institute for Health and Clinical 
Excellence (NICE), an independent organization 
responsible for providing national guidance on pro-
moting good health and preventing and treating ill 
health.152 However, the Obama administration 
included $1.1 billion for CER in its federal stimulus 
package, and has plans for hundreds of millions of 
dollars of support per year thereafter. While CER 
does not overlap completely with pharmacoepide-
miology, the scientifi c approaches are very close. 
Pharmacoepidemiologists evaluate the use and 
effects of medications. CER investigators compare, 
in the real world, the safety and benefi ts of one 
treatment compared to another. CER extends 
beyond pharmacoepidemiology in that CER can 
include more than just drugs; pharmacoepidemiol-
ogy extends beyond CER in that it includes studies 
comparing exposed to unexposed patients, not just 
alternative exposures. However, to date, most work 
carried out in CER has been in pharmacoepidemi-
ology. See Chapter  32 for more discussion of CER. 

The current  drug approval  process 

Drug approval in the  US
Since the mid -1990s, there has been a decline in 
the number of novel drugs approved per year, 101,153

while the cost of bringing a drug to market has 
risen sharply. 154 The total cost of drug development 
to the pharmaceutical industry increased from $24 
billion in 1999, to $32 billion in 2002, 155 and to 
$65.2 billion on research and development in 
2008.156 The cost to discover and develop a drug 
that successfully reached the market rose from over 
$800 million in 2004 157 to an estimated $1.3 billion 
to 1.7 billion currently. 158 In addition to the sizeable 

2 days, and increase costs by $2000 –2600 per 
patient.133–136 Over 7000 US deaths were attributed 
to medication errors in 1993. 137 Although these 
estimates have been disputed, 138–143 the overall 
importance of reducing these errors has not been 
questioned. In recognition of this problem, AHRQ 
launched a major new grant program of over 100 
projects, at its peak with over $50 million/year of 
funding. While only a portion of this is dedicated 
to medication errors, they are clearly a focus of 
interest and relevance to many. More information 
is provided in Chapter 45.

The 1990s and especially the 2000s have seen 
another shift in the fi eld, away from its exclusive 
emphasis on drug utilization and adverse reactions, 
to the inclusion of other interests as well, such as 
the use of pharmacoepidemiology to study benefi -
cial drug effects, the application of health econom-
ics to the study of drug effects, quality -of-life
studies, meta -analysis, etc. These new foci are dis-
cussed in more detail in Parts IV and V of this book. 

Also, with the publication of the results from the 
Women ’s Health Initiative indicating that combina-
tion hormone replacement therapy causes an 
increased risk of myocardial infarction rather than 
a decreased risk, 144,145 there has been increased 
concern about reliance solely on non -experimental
methods to study drug safety after marketing. 146–149

This has led to increased use of massive randomized 
clinical trials as part of postmarketing surveillance 
(see Chapter 36). This is especially important 
because often the surrogate markers used for drug 
development cannot necessarily be relied upon to 
map completely to true clinical outcomes. 150

Finally, with the advent of the Obama adminis-
tration in the US, there is enormous interest in 
comparative effectiveness research (CER). CER was 
defi ned in 2009 by the Federal Coordinating 
Council for Comparative Effectiveness Research as 
“the conduct and synthesis of research comparing 
the benefi ts and harms of different interventions 
and strategies to prevent, diagnose, treat and 
monitor health conditions in ‘real world ’ settings. 
The purpose of this research is to improve health 
outcomes by developing and disseminating 
evidence-based information to patients, clinicians, 
and other decision -makers, responding to their 
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extreme, a total of 500 patients would allow one 
to be 95% certain of detecting any adverse reac-
tions which occur in six or more patients out of 
every 1000 exposed. Adverse reactions that occur 
less commonly than these are less likely to be 
detected in these premarketing studies. The sample 
sizes needed to detect drug effects are discussed in 
more detail in Chapter 4. Nowadays, with the 
increased focus on drug safety, premarketing dos-
siers are sometimes being extended well beyond 
3000 patients. However, as one can tell from the 
sample size calculations in Chapter 4 and Appendix 
A, by itself these larger numbers gain little addi-
tional information about adverse drug reactions, 
unless one were to increase to perhaps 30 000
patients, well beyond the scope of most premarket-
ing studies. 

Finally, Phase IV testing is the evaluation of the 
effects of drugs after general marketing. The bulk 
of this book, is devoted to such efforts. 

Drug approval in  other countries
Outside the US, national systems for the regulation 
and approval of new drugs vary greatly, even 
among developed countries and especially between 
developed and developing countries. While in most 
developed countries, at least, the general process of 
drug development is very analogous to that in the 
US, the implementation varies widely. A WHO 
comparative analysis of drug regulation in ten 
countries found that not all countries even have a 
written national drug policy document. 159

Regulation of medicines in some countries is cen-
tralized in a single agency, which performs the 
gamut of functions involving product registration, 
licensing, product review, approval for clinical 
trials, postmarketing surveillance, and inspection of 
manufacturing practice. Examples for this are 
Health Canada, 160 the State Food and Drug 
Administration in China, 161 the Medicines Agency 
in Denmark, 162 the Medicines Agency in Norway, 163

the Center for Drug Administration in Singapore, 164

and the Medicines and Medical Devices Safety 
Authority in New Zealand. 165 In other countries, 
regulatory functions are distributed among differ-
ent agencies. An example of the latter is the 
Netherlands, where the Ministry of Health, Welfare 

costs of research and development, a substantial 
part of this total cost is determined also by the 
regulatory requirement to test new drugs during 
several premarketing and postmarketing phases, as 
will be reviewed next. 

The current drug approval process in the US and 
most other developed countries includes preclinical 
animal testing followed by three phases of clinical 
testing. Phase I testing is usually conducted in just 
a few normal volunteers, and represents the initial 
trials of the drug in humans. Phase I trials are gen-
erally conducted by clinical pharmacologists, to 
determine the metabolism of the drug in humans, 
a safe dosage range in humans, and to exclude any 
extremely common toxic reactions which are 
unique to humans. 

Phase II testing is also generally conducted by 
clinical pharmacologists, on a small number of 
patients who have the target disease. Phase II 
testing is usually the fi rst time patients are exposed 
to the drug. Exceptions are drugs that are so toxic 
that it would not normally be considered ethical to 
expose healthy individuals to them, like cytotoxic 
drugs. For these, patients are used for Phase I 
testing as well. The goals of Phase II testing are to 
obtain more information on the pharmacokinetics 
of the drug and on any relatively common adverse 
reactions, and to obtain initial information on the 
possible effi cacy of the drug. Specifi cally, Phase II 
is used to determine the daily dosage and regimen 
to be tested more rigorously in Phase III. 

Phase III testing is performed by clinician -
investigators in a much larger number of patients, 
in order to rigorously evaluate a drug ’s effi cacy and 
to provide more information on its toxicity. At least 
one of the Phase III studies needs to be a rand-
omized clinical trial (see Chapter 3). To meet FDA 
standards, at least one of the randomized clinical 
trials usually needs to be conducted in the US. 
Generally between 500 and 3000 patients are 
exposed to a drug during Phase III, even if drug 
effi cacy can be demonstrated with much smaller 
numbers, in order to be able to detect less common 
adverse reactions. For example, a study including 
3000 patients would allow one to be 95% certain 
of detecting any adverse reactions that occur in at 
least one exposed patient out of 1000. At the other 
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and the Medical Devices Agency (MDA). In addi-
tion, since January 1998, some drug registration 
and approval within the European Union has 
shifted away from the national licensing authorities 
of the EU members to that of the centralized 
authority of the European Medicines Evaluation 
Agency (EMEA), which was established in 1993. 168

To facilitate this centralized approval process, the 
EMEA pushed for harmonization of drug approv-
als. While the goals of harmonization are to create 
a single pharmaceutical market in Europe and to 
shorten approval times, concerns were voiced that 
harmonized safety standards would lower the 
stricter standards that were favored by some coun-
tries such as Sweden, for example, and would com-
promise patient safety. 169 Now called the European 
Medicines Agency (EMA), the EMA is a decentral-
ized body of the European Union, responsible for 
the scientifi c evaluation and supervision of medi-
cines. These functions are performed by the EMA ’s
Committee for Medicinal Products for Human Use 
(CHMP). EMA authorization to market a drug is 
valid in all European Union countries, but indi-
vidual national medicines agencies are responsible 
for monitoring the safety of approved drugs and 
sharing this information with EMA. 170

Potential contributions of 
pharmacoepidemiology

The potential contributions of pharmacoepidemiol-
ogy are now well recognized, even though the fi eld 
is still relatively new. However, some contributions 
are already apparent (see Table  1.1). In fact, in the 
1970s the FDA requested postmarketing research 
at the time of approval for about one -third of drugs, 
compared to over 70% in the 1990s. 171 Now, since 
the passage of the Food and Drug Administration 
Amendments Act of 2007 (FDAAA -PL 110 -85)
noted above, the FDA has the right to require such 
studies be completed. In this section of this chapter, 
we will fi rst review the potential for pharmacoepi-
demiologic studies to supplement the information 
available prior to marketing, and then review 
the new types of information obtainable from post-
marketing pharmacoepidemiologic studies but not 

and Sports performs the functions of licensing; the 
Healthcare Inspectorate checks on general manu-
facturing practice; and the Medicines Evaluation 
Board performs the functions of product assess-
ment and registration and adverse drug reaction 
monitoring.159 As another example, in Singapore, 
two independent agencies (the Center for 
Pharmaceutical Administration and the Center for 
Drug Evaluation) were previously responsible for 
medicinal regulation and evaluation, but are cur-
rently merged into a single agency (the Center for 
Drug Administration). 164 Another dimension on 
which countries may vary is the degree of auton-
omy of regulatory decisions from political infl u-
ence. Drug regulation in most countries is performed 
by a department within the executive branch 
(Australia, Cuba, Cyprus, Tunisia, and Venezuela 
are examples cited by the WHO report, and 
Denmark,162 India, 166 and New Zealand 165 are other 
examples). In other countries this function is per-
formed by an independent commission or board. 
An example of the latter arrangement is the 
Netherlands, where members of the Medicines 
Evaluation Board are appointed directly by the 
Crown, thereby enabling actions that are inde-
pendent of interference by other government 
authorities, such as the Minister of Health. 159 All 10 
countries examined by the WHO require registra-
tion of pharmaceutical products, but they differ on 
the documentation requirements for evidence of 
safety and effi cacy. 159 Some countries carry out 
independent assessments while others, especially 
many developing countries, rely on WHO assess-
ments or other sources. 159 With the exception of 
Cyprus, the remaining nine countries surveyed by 
the WHO were found to regulate the conduct of 
clinical trials, but with varying rates of participation 
of health -care professionals in reporting adverse 
drug reactions. 159 Another source noted that coun-
tries also differ on the extent of emphasis on quan-
titative or qualitative analysis for assessing pre - and 
postmarketing data. 167

Further, within Europe, each country has its 
own regulatory agency, for example the United 
Kingdom’s Medicines and Healthcare Products 
Regulatory Agency (MHRA), formed in 2003 as a 
merger of the Medicines Control Agency (MCA) 
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lance study of the drug in the US to quantitate its 
incidence more precisely. 118 In recent years, there 
has even been an attempt, in selected special cases, 
to release selected critically important drugs more 
quickly, by taking advantage of the work that can 
be performed after marketing. Probably the best -
known example was zidovudine. 174,175 As noted 
above, the increased sample size available after 
marketing also permits a more precise determina-
tion of the correct dose to be used. 99,101,176,177

Premarketing studies also tend to be very artifi -
cial. Important subgroups of patients are not typi-
cally included in studies conducted before drug 
marketing, usually for ethical reasons. Examples 
include the elderly, children, and pregnant women. 
Studies of the effects of drugs in these populations 
generally must await studies conducted after drug 
marketing.178

Additionally, for reasons of statistical effi ciency, 
premarketing clinical trials generally seek subjects 
who are as homogeneous as possible, in order to 
reduce unexplained variability in the outcome vari-
ables measured and increase the probability of 
detecting a difference between the study groups, if 
one truly exists. For these reasons, certain patients 
are often excluded, including those with other ill-
nesses or those who are receiving other drugs. 
Postmarketing studies can explore how factors such 
as other illnesses and other drugs might modify the 
effects of the drugs, as well as looking at the effects 
of differences in drug regimen, adherence, etc. 179

For example, after marketing, the ophthalmic prep-
aration of timolol was noted to cause many serious 
episodes of heart block and asthma, resulting in 
over ten deaths. These effects were not detected 
prior to marketing, as patients with underlying car-
diovascular or respiratory disease were excluded 
from the premarketing studies. 180

Finally, to obtain approval to market a drug, a 
manufacturer needs to evaluate its overall safety 
and effi cacy, but does not need to evaluate its safety 
and effi cacy relative to any other drugs available 
for the same indication. To the contrary, with the 
exception of illnesses that could not ethically be 
treated with placebos, such as serious infections 
and malignancies, it is generally considered prefer-
able, or even mandatory, to have studies with 

obtainable prior to drug marketing. Finally, we will 
review the general, and probably most important, 
potential contributions such studies can make. In 
each case, the relevant information available from 
premarketing studies will be briefl y examined fi rst, 
to clarify how postmarketing studies can supple-
ment this information. 

Supplementary information
Premarketing studies of drug effects are necessarily 
limited in size. After marketing, non -experimental
epidemiologic studies can be performed, evaluating 
the effects of drugs administered as part of ongoing 
medical care. These allow the cost -effective accu-
mulation of much larger numbers of patients than 
those studied prior to marketing, resulting in a 
more precise measurement of the incidence of 
adverse and benefi cial drug effects (see Chapter  4).
For example, at the time of drug marketing, pra-
zosin was known to cause a dose -dependent fi rst -
dose syncope, 172,173 but the FDA requested the 
manufacturer to conduct a postmarketing surveil-

Table 1.1 Potential contributions of 
pharmacoepidemiology

A. Information that supplements the information 
available from premarketing studies —better quantitation 
of the incidence of known adverse and benefi cial effects 

a. Higher precision 
b. In patients not studied prior to marketing, e.g., the 
elderly, children, pregnant women 
c. As modifi ed by other drugs and other illnesses 
d. Relative to other drugs used for the same 
indication

B. New types of information not available from 
premarketing studies 

1. Discovery of previously undetected adverse and 
benefi cial effects 

a. Uncommon effects 
b. Delayed effects 

2. Patterns of drug utilization 
3. The effects of drug overdoses 
4. The economic implications of drug use 

C. General contributions of pharmacoepidemiology 
1. Reassurances about drug safety 
2. Fulfi llment of ethical and legal obligations 
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observed. Rarely are there any signifi cant over-
doses in this population. Thus, the study of the 
effects of a drug when ingested in extremely high 
doses is rarely possible before drug marketing. 
Again, this must await postmarketing pharmacoep-
idemiologic studies. 182

Finally, it is only in the past decade or two that 
our society has become more sensitive to the costs 
of medical care, and the techniques of health eco-
nomics been applied to evaluate the cost implica-
tions of drug use. 183 It is clear that the exploration 
of the costs of drug use requires consideration of 
more than just the costs of the drugs themselves. 
The costs of a drug ’s adverse effects may be sub-
stantially higher than the cost of the drug itself, if 
these adverse effects result in additional medical 
care and possibly even hospitalizations. 184

Conversely, a drug ’s benefi cial effects could reduce 
the need for medical care, resulting in savings that 
can be much larger than the cost of the drug itself. 
As with studies of drug utilization, the economic 
implications of drug use can be predicted prior to 
marketing, but can only be rigorously studied after 
marketing (see Chapters 31 and  38).

General contributions of 
pharmacoepidemiology
Lastly, it is important to review the general contri-
butions that can be made by pharmacoepidemiol-
ogy. As an academic or a clinician, one is most 
interested in the new information about drug 
effects and drug costs that can be gained from phar-
macoepidemiology. Certainly, these are the fi nd-
ings that receive the greatest public and political 
attention. However, often no new information is 
obtained, particularly about new adverse drug 
effects. This is not a disappointing outcome but, in 
fact, a very reassuring one, and this reassurance 
about drug safety is one of the most important 
contributions that can be made by pharmacoepide-
miologic studies. Related to this is the reassurance 
that the sponsor of the study, whether manufac-
turer or regulator, is fulfi lling its organizational 
duty ethically and responsibly by looking for any 
undiscovered problems which may be there. In an 
era of product liability litigation, this is an impor-
tant assurance. One cannot change whether a drug 

placebo controls. There are a number of reasons for 
this preference. First, it is easier to show that a new 
drug is more effective than a placebo than to show 
it is more effective than another effective drug. 
Second, one cannot actually prove that a new drug 
is as effective as a standard drug. A study showing 
a new drug is no worse than another effective drug 
does not provide assurance that it is better than a 
placebo; one simply could have failed to detect that 
it was in fact worse than the standard drug. One 
could require a demonstration that a new drug is 
more effective than another effective drug, but this 
is a standard that does not and should not have to 
be met. Yet, optimal medical care requires informa-
tion on the effects of a drug relative to the alterna-
tives available for the same indication. This 
information must often await studies conducted 
after drug marketing. Indeed, as noted, this is a 
major component of the very new focus on com-
parative effectiveness research (see Chapter 32).

New types of information not
available from  premarketing  studies
As mentioned above, premarketing studies are nec-
essarily limited in size (see also Chapter 4). The 
additional sample size available in postmarketing 
studies permits the study of drug effects that may 
be uncommon, but important, such as drug -
induced agranulocytosis. 181

Premarketing studies are also necessarily limited 
in time; they must come to an end, or the drug 
could never be marketed. In contrast, postmar-
keting studies permit the study of delayed drug 
effects, such as the unusual clear cell adenocarci-
noma of the vagina and cervix, which occurred 
two decades later in women exposed in utero to 
diethylstilbestrol.15

The patterns of physician prescribing and patient 
drug utilization often cannot be predicted prior to 
marketing, despite pharmaceutical manufacturers ’
best attempts to predict when planning for drug 
marketing. Studies of how a drug is actually being 
used, and determinants of changes in these usage 
patterns, can only be performed after drug market-
ing (see Chapters 24 and  25).

In most cases, premarketing studies are per-
formed using selected patients who are closely 
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causes an adverse reaction, and the fact that it does 
will hopefully eventually become evident. What 
can be changed is the perception about whether a 
manufacturer did everything possible to detect it 
and was not negligent in its behavior. 
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CHAPTER 2 

Basic Principles of Clinical 
Pharmacology Relevant to 
Pharmacoepidemiologic Studies 
  Jeffrey S.     Barrett   and     Athena F.     Zuppa  
Laboratory for Applied Pharmacokinetics and Pharmacodynamics, Division of Clinical Pharmacology and Therapeutics, Children ’s
Hospital of Philadelphia, Philadelphia, PA, USA 

Introduction 

Generally,  pharmacology deals with the study of 
drugs while clinical pharmacology deals with the 
study of drugs in humans. More specifi cally, clinical 
pharmacology evaluates the characteristics, effects, 
properties, reactions, and uses of drugs, particularly 
their therapeutic value in humans, including their 
toxicology, safety, pharmacodynamics, and phar-
macokinetics. While the foundation of the disci-
pline is underpinned by basic pharmacology (the 
study of the interactions that occur between a 
living organism and exogenous chemicals that alter 
normal biochemical function), the important 
emphasis of clinical pharmacology is the applica-
tion of pharmacologic principles and methods in 
the care of patients. It has a broad scope, from the 
discovery of new target molecules and molecular 
targets to the evaluation of clinical utility in specifi c 
populations. Clinical pharmacology bridges the gap 
between laboratory science and medical practice. 
The main objective is to promote the safe and effec-
tive use of drugs, maximizing the benefi cial drug 
effects while minimizing harmful side effects. It is 
important that caregivers are skilled in the areas of 
drug information, medication safety, and other 
aspects of pharmacy practice related to clinical 

pharmacology. Clinical pharmacology is an impor-
tant bridging discipline that includes knowledge 
about the relationships between: dose and expo-
sure at the site of action (pharmacokinetics); expo-
sure at the site of action and clinical response 
(pharmacodynamics); and between clinical 
response and outcomes. In the process, it defi nes 
the therapeutic window (the dosage of a medica-
tion between the minimum amount that gives a 
desired effect and the minimum amount that gives 
more adverse effects than desired effects) of a drug 
in various patient populations. Likewise, clinical 
pharmacology also guides dose modifi cations in 
various patient subpopulations (e.g., pediatrics, 
pregnancy, elderly, and organ impairment) and/or 
dose adjustments for various lifestyle factors (e.g., 
food, time of day, drug interactions). 

The discovery and development of new medi-
cines is reliant upon clinical pharmacologic 
research. Scientists in academic, regulatory, and 
industrial settings participate in this research as 
part of the overall drug development process. 
Likewise, the output from clinical pharmacologic 
investigation appears in the drug monograph or 
package insert of all new medicines and forms the 
basis of how drug dosing information is communi-
cated to health -care providers. 
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used in therapy of diseases. As described above, 
underlying the discipline of clinical pharmacology 
are the fi elds of pharmacokinetics and pharmaco-
dynamics, and each of these disciplines can be 
further defi ned by the underlying processes which 
dictate specifi c pathways (e.g., absorption, distribu-
tion, metabolism, elimination). Clinical pharmacol-
ogy is essential to both our understanding of 
how drugs work as well as how to guide their 
administration. Individual pharmacotherapy can 
be challenging because of physiologic factors that 
may alter drug kinetics (e.g., age, size, etc.), patho-
physiologic differences that may alter pharmacody-
namics, disease etiologies in studied patients that 
may differ from those present in the general 
population, and other factors that may result in 
great variation in safety and effi cacy outcomes. 
The challenge becomes more diffi cult when one 
considers critically ill populations and the paucity 
of well - controlled clinical trials in vulnerable popu-
lations. Likewise, prescribing caregivers of critically 
ill and other diffi cult to manage patients must have 
some understanding of the practices that govern 

  Clinical  p harmacology and 
 p harmacoepidemiology 

 Pharmacoepidemiology is the study of the use and 
effects of drugs in large numbers of people. 

 Studies that estimate the probability and mag-
nitude of benefi cial effects in populations, or the 
probability and magnitude of adverse effects in 
populations, will benefi t from using epidemiologic 
methods. Pharmacoepidemiology then can also be 
defi ned as the application of epidemiologic methods 
to the content area of clinical pharmacology. Figure 
 2.1  illustrates the relationship between clinical 
pharmacology and pharmacoepidemiology as well 
as some of the specifi c research areas reliant on 
both disciplines.    

  Basics of  c linical  p harmacology 

 Clinical pharmacology encompasses drug composi-
tion, drug properties, interactions, toxicology, and 
effects (both desirable and undesirable) that can be 

     Figure 2.1     Relationship between clinical pharmacology and pharmacoepidemiology illustrating the overlapping areas 
of interest. PK, pharmacokinetics; PD, pharmacodynamics; PE, pharmacoepidemiology; CP, clinical pharmacology.  

Clinical
pharmacology Epidemiology

PK

PD

P

E

CP + PE
Overlap

• Drug interactions
• Global trends in prescribing
• Generic vs reference utilization
• Management of ADRs
• Screening studies (drug

development)
• Lifestyle effects on drug therapy
• Special population drug therapy
• Equivalence testing
• Spontaneous reporting of safety 

Pharmacoepidemiology borrows 
from both clinical pharmacology 
and epidemiology. Thus, pharma-
coepidemiology can also be called 
a bridging science spanning both 
clinical pharmacology and 
epidemiology. Part of the task of 
clinical pharmacology is to provide 
a risk-benefit assessment for the 
effect of drugs in patients. 
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administered intravenously, then the bioavailabil-
ity is 100% and  F     =    1.0. When drugs are adminis-
tered by routes other than intravenous, the 
bioavailability is usually less. Bioavailability is 
reduced by incomplete absorption, fi rst - pass 
metabolism (defi ned below), and distribution into 
other tissues.  

  Volume of  d istribution 
 The  apparent volume of distribution  ( V  d ) is a hypo-
thetical volume of fl uid through which a drug is 
dispersed. A drug rarely disperses solely into the 
water compartments of the body. Instead, the 
majority of drugs disperse to several compartments, 
including adipose tissue and plasma proteins. The 
total volume into which a drug disperses if it were 
only fl uid is called the apparent volume of distribu-
tion. This volume is not a physiologic space, but 
instead a conceptual parameter. It relates the total 
amount of drug in the body to the concentration 
of drug ( C ) in the blood or plasma:  V  d     =    Drug/ C  .  

 Figure  2.2  represents the fate of a drug after 
intravenous administration. After administration, a 
maximal plasma concentration is achieved, and 
the drug is immediately distributed. The plasma 

the current dosing recommendations for their 
patients.  

  Pharmacokinetics 

 Pharmacokinetics refers to the study of the absorp-
tion and distribution of an administered drug, the 
chemical changes of the substance in the body 
(metabolism), and the effects and routes of excre-
tion of the metabolites of the drug (elimination). 
Each of these subprocesses is defi ned below in 
greater detail. 

  Absorption 
  Absorption  is the process of drug transfer from its 
site of administration to the blood stream. The rate 
and effi ciency of absorption depend on the route 
of administration. For intravenous administration, 
absorption is complete; the total dose reaches the 
systemic circulation. Drugs administered enterally 
may be absorbed by either passive diffusion or 
active transport. The  bioavailability  ( F ) of a drug is 
defi ned by the fraction of the administered dose 
that reaches the systemic circulation. If a drug is 

     Figure 2.2     Semilogarithmic plot of concentration versus time after an intravenous administration of a drug that follows 
two - compartment pharmacokinetics.  
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 Most drugs used in the clinical setting are elimi-
nated in this manner. A few drugs, such as aspirin, 
ethanol, and phenytoin, are used in higher doses, 
resulting in higher plasma concentrations. In these 
situations,  C  is much greater than  K  m , and the 
Michaelis – Menten equation reduces to:  V  (rate 
of drug metabolism)    =    ( V  max )( C )/( C )    =     V  max . The 
enzyme system becomes saturated by a high free -
 drug concentration, and the rate of metabolism is 
constant over time. This is called zero - order kinet-
ics, and a constant amount of drug is metabolized 
per unit time. For drugs that follow zero - order 
elimination, a large increase in serum concentra-
tion can result from a small increase in dose. 

 The liver is the principal organ of drug metabo-
lism. Other organs that display considerable meta-
bolic activity include the gastrointestinal tract, the 
lungs, the skin, and the kidneys. Following oral 
administration, many drugs are absorbed intact 
from the small intestine and transported to the liver 
via the portal system, where they are metabolized. 
This process is called fi rst pass metabolism, and may 
greatly limit the bioavailability of orally adminis-
tered drugs. In general, all metabolic reactions can 
be classifi ed as either phase I or phase II biotrans-
formations. Phase I reactions usually convert the 
parent drug to a polar metabolite by introducing or 
unmasking a more polar site ( - OH,  - NH 2 ). If phase 
I metabolites are suffi ciently polar, they may be 
readily excreted. However, many phase I metabo-
lites undergo a subsequent reaction in which 
endogenous substances such as glucuronic acid, 
sulfuric acid, or an amino acid combine with the 
metabolite to form a highly polar conjugate. Many 
drugs undergo these sequential reactions. However, 
phase II reactions may precede phase I reactions, 
as in the case of isoniazid. 

 Phase I reactions are usually catalyzed by 
enzymes of the cytochrome P450 system. These 
drug - metabolizing enzymes are located in the 
lipophilic membranes of the endoplasmic reticulum 
of the liver and other tissues. Three gene families, 
CYP1, CYP2, and CYP3, are responsible for most 
drug biotransformations. The CYP3A subfamily 
accounts for greater than 50% of phase I drug 
metabolism, predominantly by the CYP3A4 
subtype. CYP3A4 is responsible for the metabolism 

concentration then decreases over time. This initial 
phase is called the alpha ( α ) phase of drug distribu-
tion, where the decline in plasma concentration is 
due to the distribution of the drug. Once a drug is 
distributed, it undergoes metabolism and elimina-
tion. The second phase is called the beta ( β ) phase, 
where the decline in plasma concentration is due 
to drug metabolism and clearance. The terms A and 
B are intercepts with the vertical axis. The extrapo-
lation of the  β  phase defi nes B. The dotted line is 
generated by subtracting the extrapolated line from 
the original concentration line. This second line 
defi nes  α  and A. The plasma concentration can be 
estimated using the formula:

   C = +− −Ae Bet tα β     

 The distribution and elimination half lives can 
be determined by:

   t t1 2 1 2
10 693 0 693/ // and / respectivelyα βα β= =. . ,   

 For drugs in which distribution is homogenous 
along the varied physiologic spaces, the distinction 
between the  α  and  β  phase may be subtle and 
essentially a single phase best describes the decline 
in drug concentration.  

  Metabolism 
 The  metabolism  of drugs is catalyzed by enzymes, 
and most reactions follow Michaelis – Menten kinet-
ics:  V  (rate of drug metabolism)    =    [(( V  max )( C )/ 
 K  m )    +    ( C )], where  C  is the drug concentration 
(expressed in units such as  μ M),  V  max  is the 
maximum rate of metabolism in units of amount 
of product over time, typically  μ mol/min, and  K  m  
is the Michaelis – Menten constant (equivalent to 
the substrate concentration at which the rate of 
conversion is half of  V  max ) also in units of concen-
tration.  1   In most situations, the drug concentration 
is much less than  K  m  and the equation simplifi es 
to:  V     =    ( V  max )( C )/ K  m . In this case, the rate of drug 
metabolism is directly proportional to the concen-
tration of free drug, and follows fi rst - order kinetic 
theory. A constant percentage of the drug is metab-
olized per unit time, and the absolute amount of 
drug eliminated per unit time is proportional to the 
amount of drug in the body. 
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inducer and a substrate. Ketoconazole and other 
imidazole compounds are inducers but not sub-
strates. Barbiturates and phenytoin, which are 
non-specifi c inducers, have no role as CYP 2E1 
inducers, nor are they substrates for that system. 
Phenytoin in fact may be hepatoprotective because 
it is an inducer of the glucuronidation metabolic 
pathway for acetaminophen, thus shunting metab-
olism away from NAPQI production. 5

Elimination
Elimination is the process by which a drug is 
removed or “cleared” from the body. Clearance ( Cl)
is usually referred to as the amount of blood from 
which all drug is removed per unit time (volume/
time). The main organs responsible for drug clear-
ance are the kidneys and the liver. The total body 
clearance of a drug is equal to the sum of the clear-
ances from all mechanisms. Typically, this is parti-
tioned into renal and non -renal clearance. Most 
elimination by the kidneys is accomplished by 
glomerular fi ltration. The amount of drug that is 
fi ltered is determined by glomerular integrity, the 
size and charge (electrostatic force of a molecule 
related to whether it has gained or lost electrons, 
positive or negative respectively) of the drug, water 
solubility, and the extent of protein binding. Highly 
protein-bound drugs are not readily fi ltered. 
Therefore, estimation of the glomerular fi ltration 
rate (GFR) has traditionally served as an approxi-
mation of renal function. 

In addition to glomerular fi ltration, drugs may 
be eliminated from the kidneys via active secretion. 
Secretion occurs predominantly at the proximal 
tubule of the nephron, where active transport 
systems secrete primarily organic acids and bases. 
Organic acids include most cephalosporins, loop 
diuretics, methotrexate, non -steroidal anti -
infl ammatories, penicillins, and thiazide diuretics. 
Organic bases include ranitidine and morphine. As 
drugs move toward the distal convoluting tubule, 
the concentration increases. High urine fl ow rates 
decrease the concentration of drug in the distal 
tubule, decreasing the likelihood that a drug will 
diffuse from the lumen. For both weak acids and 
bases, the non -ionized form of the drug is reab-
sorbed more readily. Altering the pH (ion trapping) 

of drugs commonly used in the intensive care 
setting, including acetaminophen, cyclosporine, 
diazepam, methadone, midazolam, spironolactone, 
and tacrolimus. Most other drug biotransforma-
tions are performed by CYP2D6 (e.g., clozapine, 
codeine, fl ecainide, haloperidol, oxycodone), 
CYP2C9 (e.g., phenytoin, S -warfarin), CYP2C19 
(e.g., diazepam, omeprazole, propranolol), CYP2E1 
(e.g., acetaminophen, enfl urane, halothane), and 
CYP1A2 (e.g., acetaminophen, caffeine, theophyl-
line, warfarin). 

Drug biotransformation reactions may be 
enhanced or impaired by multiple factors, includ-
ing age, enzyme induction or inhibition, pharma-
cogenetics (see Chapter 34), and the effects of other 
disease states. 2 For example, the metabolic path-
ways for acetaminophen have been well studied. 
Approximately 95% of the metabolism occurs via 
conjugation to glucuronide (50 –60%) and sulfate 
(25–35%). Most of the remainder of acetami-
nophen is metabolized via the cytochrome P450 
forming N-acetyl-p-benzoquinone imine (NAPQI), 
which is thought to be responsible for hepatotoxic-
ity. This minor but important pathway is catalyzed 
by CYP 2E1, and to a lesser extent, CYP 1A2 and 
CYP 3A4. NAPQI is detoxifi ed by reacting with 
either glutathione directly or through a glutathione 
transferase catalyzed reaction. When the hepatic 
synthesis of glutathione is overwhelmed, manifes-
tations of toxicity appear, producing centrilobular 
necrosis. In the presence of a potent CYP 2E1 inhib-
itor, disulfi ram, there was a 69% reduction in the 
urinary excretion of these 2E1 metabolic products, 
which supports the assignment of a major role for 
2E1 in the formation of NAPQI. 3 Studies of inhibi-
tors of other CYP pathways (e.g., 1A2 and 3A4) 
have failed to document a signifi cant effect on the 
urinary excretion of glutathione conjugates; 4 thus 
2E1 appears to be the primary pathway over-
whelmingly responsible for NAPQI. CYP 2E1 is 
unique among the CYP gene families in an ability 
to produce reactive oxygen radicals through a 
reduction of O 2 and is the only CYP system strongly 
induced (drug molecule initiates or enhances the 
expression of an enzyme) by alcohol, which is itself 
a substrate (a molecule upon which an enzyme 
acts). In addition to alcohol, isoniazid acts as an 
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agility. In clinical pharmacology, we are more con-
cerned with how aging affects physiologic processes 
that dictate drug pharmacokinetics and pharmaco-
dynamics. Advancing age is characterized by 
impairment in the function of the many regulatory 
processes that provide functional integration 
between cells and organs. Under these circum-
stances, failure to maintain homeostasis under con-
ditions of physiological stress can exist. This can 
often explain, at least in part, the increased inter-
individual variability that occurs as people age. 

Cardiac structure and function, renal and gas-
trointestinal systems, and body composition are the 
physiologic systems most often implicated when 
pharmacokinetic or pharmacodynamic differences 
are observed between an elderly and young popu-
lation. Table  2.1 lists the primary physiologic factors 
affected by aging. 7 Recognition of these factors is 
important for predicting the implications of aging 
on drug pharmacokinetics especially. 

With respect to absorption, the impact of age is 
unclear and many confl icting results exist. While 
many studies have not shown signifi cant age -
related differences in absorption rates for specifi c 
drugs, the absorption of vitamin B 12, iron, and 
calcium is slower through reduced active transport 
mechanisms.8,9 A reduction in fi rst -pass metabo-
lism is associated with aging, most likely due to a 
reduction in liver mass and blood fl ow. Likewise, 
drugs undergoing signifi cant fi rst -pass metabolism 
experience an increase in bioavailability with age. 
This is the case for drugs like propranolol and 
labetalol. Conversely, drugs administered as prod-
rugs and requiring activation in the liver (e.g., the 
ACE (angiotensin converting enzyme) inhibitors 
enalapril and perindopril) are likely to experience 
reduction in this phase and therefore reduced 
exposure to the active species. 

Based on age -related changes in body composi-
tion, polar drugs that are primarily water soluble 
often exhibit smaller volumes of distribution, 
resulting in higher plasma concentrations in older 
patients. This is the case for agents including 
ethanol, theophylline, digoxin, and gentamicin. 7,10

Conversely, non -polar compounds are often lipid 
soluble and exhibit larger volumes of distribution 
in older patients. The impact of the larger Vd is 

can minimize reabsorption, by placing a charge on 
the drug and preventing its diffusion. For example, 
salicylate is a weak acid. In case of salicylate toxic-
ity, urine alkalinization places a charge on the 
molecule, and increases its elimination. The liver 
also contributes to elimination through metabo-
lism or excretion into the bile. After a drug is 
secreted in the bile, it may then be either excreted 
into the feces or reabsorbed via enterohepatic 
recirculation.6

The half - life of elimination is the time it takes to 
clear half of the drug from plasma. It is directly 
proportional to the Vd, and inversely proportional 
to Cl1: t1/2β = (0.693)(Vd)/Cl.

Special populations

The term “special populations ” as applied to drug 
development refers to discussions in the early 
1990s involving industry, academic, and regulatory 
scientists struggling with the then current practice 
that early drug development was focused predomi-
nantly on young, Caucasian, male populations. 
Representatives from the US, Europe, and Japan 
jointly issued regulatory requirements for drug 
testing and labeling in “special populations ”
(namely the elderly) in 1993. In later discussions, 
this generalization was expanded to include four 
major demographic segments (women, elderly, 
pediatric, and major ethnic groups); despite the 
large size of each of these population segments, 
pharmaceutical research had been limited in each 
of these areas. Current appreciation for these popu-
lations also benefi ts from a greater understanding 
of the heterogeneity of the eventual marketplace 
for many new chemical entities. More importantly, 
these “special populations ” also represent diverse 
subpopulations of patients in whom dosing guid-
ance is often needed and likewise targeted clinical 
pharmacologic research is essential. 

Elderly
There are many physical signs consistent with 
aging, including wrinkles, change of hair color to 
gray or white, hair loss, lessened hearing, dimin-
ished eyesight, slower reaction times, and decreased 



Chapter 2: Basic Principles of Clinical Pharmacology Relevant to Pharmacoepidemiologic Studies 29

in their pivotal trials than before or specifi cally 
target an elderly subpopulation in a separate trial, 
consistent with FDA guidance. The FDA guideline 
for studies in the elderly is directed principally 
toward new molecular entities likely to have sig-
nifi cant use in the elderly, either because the 
disease intended to be treated is characteristically a 
disease of aging (e.g., Alzheimer ’s disease) or 
because the population to be treated is known to 
include substantial numbers of geriatric patients 
(e.g., hypertension). 

Pediatrics
As children develop and grow, changes in body 
composition, development of metabolizing 
enzymes, and maturation of renal and liver func-
tion, all affect drug disposition. 19,20

Renal.   Renal function in the premature and full -
term neonate, both glomerular fi ltration and 
tubular secretion, is signifi cantly reduced, as 

prolongation of half -life with age. This is the case 
for drugs such as chlormethiazole and thiopen-
tone.11,12 Confl icting results have been reported 
with respect to age effects on protein binding, 13,14

making generalizations diffi cult. 
Several drug classes, including water -soluble

antibiotics, diuretics, water -soluble beta -
adrenoceptor blockers, and non -steroidal anti -
infl ammatory drugs, 7,15 exhibit changes in clearance 
with age because of declining renal function. With 
respect to hepatic metabolism, studies have shown 
that signifi cant reductions in clearance with age are 
observed for phase I pathways in the liver. 16–18

From the standpoint of a clinical trial, age cat-
egories are necessary to defi ne the inclusion and 
exclusion criteria for the population targeted for 
enrollment. Most developed world countries have 
accepted the chronological age of 65 years as a 
defi nition of  “elderly” or older person. The salient 
point is that pharmaceutical sponsors are increas-
ingly encouraged to include a broader range of ages 

Table 2.1 Physiologic systems affected during aging that infl uence drug pharmacokinetic and/or pharmacodynamic 
behavior

Physiologic system Impact of aging

Cardiac structure and function Reduced elasticity and compliance of the aorta and great arteries (higher systolic
arterial pressure, increased impedance to left ventricular hypertrophy and interstitial
fibrosis)
Decrease in rate of myocardial relaxation
Left ventricle stiffens and takes longer to relax and fill in diastole
Isotonic contraction is prolonged and velocity of shortening reduced
Reduction in intrinsic heart rate and increased sinoatrial node conduction time

Renal system Renal mass decreases (reduction in number of nephrons)
Reduced blood flow in the afferent arterioles in the cortex
Renal plasma flow and glomerular filtration rate decline
Decrease in ability to concentrate the urine during water deprivation
Impaired response to water loading

Gastrointestinal system Secretion of hydrochloric acid and pepsin is decreased under basal conditions
Reduced absorption of several substances in the small intestine including sugar,
calcium and iron
Decrease in lipase and trypsin secretion in the pancreas
Progressive reduction in liver volume and liver blood flow

Body composition Progressive reduction in total body water and lean body mass, resulting in a relative
increase in body fat
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Gastrointestinal. Overall, the rate at which most 
drugs are absorbed is slower in neonates and young 
infants than in older children. As a result, the time 
required to achieve maximal plasma levels is longer 
in the very young. The effect of age on enteral 
absorption is not uniform and is diffi cult to 
predict.19,23 Gastric emptying and intestinal motility 
are the primary determinants of the rate at which 
drugs are presented to and dispersed along the 
mucosal surface of the small intestine. At birth, the 
coordination of antral contractions improves, 
resulting in a marked increase in gastric emptying 
during the fi rst week of life. Similarly, intestinal 
motor activity matures throughout early infancy, 
with consequent increases in the frequency, ampli-
tude, and duration of propagating contractions. 26,27

Changes in the intraluminal pH in different seg-
ments of the gastrointestinal tract can directly affect 
both the stability and the degree of ionization of a 
drug, thus infl uencing the relative amount of drug 
available for absorption. During the neonatal 
period, intragastric pH is relatively elevated (greater 
than 4). Thus, oral administration of acid -labile
compounds such as penicillin G produces greater 
bioavailability in neonates than in older infants and 
children.28 In contrast, drugs that are weak acids, 
such as phenobarbital, may require larger oral 
doses in the very young in order to achieve thera-
peutic plasma levels. Other factors that impact the 
rate of absorption include age -associated develop-
ment of villi, splanchnic blood fl ow, changes in 
intestinal microfl ora, and intestinal surface area. 27

Body  c omposition.   Age-dependent changes in body 
composition alter the physiologic spaces into which 
a drug may be distributed. The percent of total body 
water drops from about 85% in premature infants 
to 75% in full -term infants to 60% in the adult. 
Extracellular water decreases from 45% in the 
infant to 25% in the adult. Total body fat in the 
premature infant can be as low as 1%, as compared 
to 15% in the normal, term infant. Many drugs are 
less bound to plasma proteins in the neonate and 
infant than in the older child. 29 Limited data in 
neonates suggest that the passive diffusion of drugs 
into the central nervous system is age dependent, 

compared to older children. Maturation of renal 
function is a dynamic process which begins during 
fetal life and is complete by early childhood. 
Maturation of tubular function is slower than that 
of glomerular fi ltration. The glomerular fi ltration 
rate is approximately 2 to 4 mL/min/1.73m2 in full -
term neonates, but it may be as low as 0.6 to 
0.8mL/min/1.73m2 in preterm neonates. The 
glomerular fi ltration rate increases rapidly during 
the fi rst 2 weeks of life and continues to rise until 
adult values are reached at 8 to 12 months of age. 
For drugs that are renally eliminated, impaired 
renal function decreases clearance, increasing the 
half-life. Therefore, for drugs that are primarily 
eliminated by the kidney, dosing should be per-
formed in an age -appropriate fashion that takes 
into account both maturational changes in kidney 
function.21

Hepatic. Hepatic biotransformation reactions are 
substantially reduced in the neonatal period. At 
birth, the cytochrome p450 system is 28% that of 
the adult. 22 The expression of phase I enzymes 
such as the P -450 cytochromes changes markedly 
during development. CYP3A7, the predomi-
nant CYP isoform expressed in fetal liver, peaks 
shortly after birth and then declines rapidly to 
levels that are undetectable in most adults. Within 
hours after birth, CYP2E1 activity increases, and 
CYP2D6 becomes detectable soon thereafter. 
CYP3A4 and CYP2C appear during the fi rst week 
of life, whereas CYP1A2 is the last hepatic CYP to 
appear, at 1 to 3 months of life. 22,23 The ontogeny 
of phase II enzymes is less well established than 
the ontogeny of reactions involving phase I 
enzymes. Available data indicate that the individual 
isoforms of glucuronosyl transferase (UGT) have 
unique maturational profi les with pharmacokinetic 
consequences. For example, the glucuronidation 
of acetaminophen (a substrate for UGT1A6 and, 
to a lesser extent, UGT1A9) is decreased in new-
borns and young children as compared with 
adolescents and adults. Glucuronidation of mor-
phine (a UGT2B7 substrate) can be detected in 
premature infants as young as 24 weeks of gesta-
tional age. 24,25
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bility is not altered during pregnancy, though 
increased plasma volume and protein binding 
changes can alter the apparent volume of distribu-
tion of some drugs. 32 Likewise, changes in volume 
of distribution and clearance during pregnancy can 
cause increases or decreases in the terminal elimi-
nation half -life of drugs. Renal excretion of 
unchanged drugs is increased during pregnancy 32

and hence these agents may require dose increases 
with pregnancy. Likewise, the metabolism of drugs 
via select P450 -mediated pathways (3A4, 2D6, and 
2C9) and UGT isoenzymes are increased during 
pregnancy, necessitating increased dosages of drugs 
metabolized by these pathways. 32,33 In contrast, 
CYP1A2 and CYP2C19 activity is decreased during 
pregnancy, suggesting dosing reductions for agents 
metabolized via these pathways. The effect of preg-
nancy on transport proteins is unknown. These 
data are limited; more clinical studies to determine 
the effect of pregnancy on the pharmacokinetics 
and pharmacodynamics of drugs commonly used 
in pregnancy are sorely needed. (See Chapter 28
for studies of drug -induced birth defects.) 

Organ impairment
Renal  d ysfunction.   Renal failure can infl uence the 
pharmacokinetics of drugs. In renal failure, the 
binding of acidic drugs to albumin is decreased, 
because of competition with accumulated organic 
acids and uremia -induced structural changes in 
albumin which decrease drug binding affi nity, 
altering the Vd.

15 Drugs that are more than 30% 
eliminated unchanged in the urine are likely to 
have signifi cantly diminished  Cl in the presence of 
renal insuffi ciency. 15

Hepatic  d ysfunction.   Drugs that undergo extensive 
fi rst -pass metabolism may have a signifi cantly 
higher oral bioavailability in patients with liver 
failure than in normal subjects. Gut hypomotility 
may delay the peak response to enterally adminis-
tered drugs in these patients. Hypoalbuminemia or 
altered glycoprotein levels may affect the fractional 
protein binding of acidic or basic drugs, respec-
tively. Altered plasma protein concentrations may 
affect the extent of tissue distribution of drugs that 

as refl ected by the progressive increase in the ratios 
of brain phenobarbital to plasma phenobarbital 
from 28 to 39 weeks of gestational age, demon-
strating the increased transport of phenobarbital 
into the brain. 30

Pregnancy 
The FDA classifi es drugs into fi ve categories of 
safety for use during pregnancy (normal preg-
nancy, labor, and delivery). Few well -controlled
studies of therapeutic drugs have been conducted 
in pregnant women. Most information about drug 
safety during pregnancy is derived from animal 
studies and uncontrolled studies in people (e.g., 
postmarketing reports) (Table  2.2).

Observational studies have documented that 
pregnant women take a variety of medicines during 
pregnancy. 31 While changes in drug exposure 
during pregnancy are well documented, a mecha-
nistic understanding of these effects is not clear. 32

The few studies conducted suggest that bioavaila-

Table 2.2 FDA categories of drug safety during 
pregnancy

Category Description

A Controlled human studies show no fetal
risks; these drugs are the safest

B Animal studies show no risk to the fetus
and no controlled human studies have been
conducted, or animal studies show a risk to
the fetus but well-controlled human studies
do not

C No adequate animal or human studies have
been conducted, or adverse fetal effects
have been shown in animals but no human
data are available

D Evidence of human fetal risk exists, but
benefits may outweigh risks in certain
situations (e.g., life-threatening disorders,
serious disorders for which safer drugs
cannot be used or are ineffective)

X Proven fetal risks outweigh any possible
benefit
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tion is the process by which enzyme activity is 
decreased by exposure to a certain drug, resulting 
in a decrease in metabolism of other drugs, and 
subsequent higher plasma concentrations. Common 
enzyme inhibitors include ciprofl oxacin, fl ucona-
zole, metronidazole, quinidine, and valproic acid. 2

Inducers and inhibitors of phase II enzymes have 
been less extensively characterized, but some clini-
cal applications of this information have emerged, 
including the use of phenobarbital to induce glu-
curonyl transferase activity in icteric neonates. 
Water -soluble drugs are eliminated unchanged in 
the kidneys. The clearance of drugs that are excreted 
entirely by glomerular fi ltration is unlikely to be 
affected by other drugs. Organic acids and bases are 
renally secreted, and can compete with one another 
for elimination, resulting in unpredictable drug 
disposition.15

Pharmacodynamics

Pharmacodynamics (PD), in general terms, seeks to 
defi ne what the drug does to the body (i.e., the 
effects or response to drug therapy). Pharma-
codynamic modeling attempts to characterize 
measured, physiological parameters before and 
after drug administration, with the effect defi ned 
as the change in a physiological parameter relative 
to its predose or baseline value. Baseline is defi ned 
as the physiological parameter without drug dosing 
and may be complicated in certain situations due 
to diurnal variations. Effi cacy can be defi ned 
numerically as the expected sum of all benefi cial 
effects following treatment. In this case, we refer 
to clinical and not necessarily economic benefi ts, 
though there clearly may be concordance. Similarly, 
toxicity can be characterized either by the time 
course of a specifi c toxic event or the composite of 
toxic responses attributed to a common toxicity. 

Overview
Pharmacodynamic response to drug therapy, that 
is the concentration –effect relationship, evolves 
only after active drug molecules reach their 
intended site(s) of action. Hence, the link between 
pharmacokinetic and pharmacodynamic processes 

normally are highly protein -bound. The presence 
of signifi cant edema and ascites may alter the  Vd of 
highly water -soluble agents, such as aminoglyco-
side antibiotics. The capacity of the liver to metabo-
lize drugs depends on hepatic blood fl ow and liver 
enzyme activity, both of which can be affected by 
liver disease. In addition, some p450 isoforms are 
more susceptible than others to liver disease, 
impairing drug metabolism. 18

Cardiac  d ysfunction.   Circulatory failure, or shock, 
can alter the pharmacokinetics of drugs frequently 
used in the intensive care setting. Drug absorption 
may be impaired because of bowel wall edema. 
Passive hepatic congestion may impede fi rst -pass
metabolism, resulting in higher plasma concentra-
tions. Peripheral edema inhibits absorption by 
intramuscular parenteral routes. The balance of 
tissue hypoperfusion versus increased total body 
water with edema may unpredictably alter Vd. In 
addition, liver hypoperfusion may alter drug -
metabolizing enzyme function, especially fl ow -
dependent drugs such as lidocaine. 34,35

Drug interactions
Patients are often treated with more than one 
(often many) drug, increasing the chance of a 
drug–drug interaction. Pharmacokinetic interac-
tions can alter absorption, distribution, metabo-
lism, and clearance. Drug interactions can affect 
absorption through formation of drug –drug com-
plexes (e.g., signifi cantly increased bioavailability 
of fexofenadine in the presence of St John ’s wort 36),
alterations in gastric pH, and changes in gastroin-
testinal motility. This can have a substantial impact 
on the bioavailability of enterally administered 
agents. The volume of distribution may be altered 
with competitive plasma protein binding and sub-
sequent changes in free drug concentrations. 13,14,37

Drug biotransformation reactions vary greatly 
among individuals and are susceptible to drug –drug
interactions. Induction is the process by which 
enzyme activity is increased by exposure to a 
certain drug, resulting in an increase in metabolism 
of other drugs and lower plasma concentrations. 
Common inducers include barbiturates, carbame-
zapine, isoniazid, and rifampin. In contrast, inhibi-
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 Direct effect relationships are easily observed 
with some cardiovascular agents, whose site of 
action is the vascular space. Pharmacologic effects 
such as blood pressure, ACE - inhibition, and inhibi-
tion of platelet aggregation can be characterized by 
direct response relationships. Such relationships 
can usually be defi ned by three typical patterns —
 linear, hyperbolic ( E  max ), and sigmoid  E  max  func-
tions.  38   These are shown in Figure  2.3 . In each case, 
the plasma concentration and drug concentration 
at the effect site are proportional. Likewise, the 
concentration – effect relationship is assumed to be 
independent of time.   

is implicit. Likewise, the respective factors that 
infl uence various subprocesses (absorption, distri-
bution, tolerance, etc.) are relevant and may neces-
sitate separate study. Differences among drug 
entities in the pharmacodynamic time course can 
be considered as being direct or indirect. A direct 
effect is directly proportional to concentration at 
the site of measurement, usually the plasma. An 
indirect effect exhibits some type of temporal delay, 
either because of differences between site of action 
and measurement or because the effect results only 
after other physiologic or pharmacologic conditions 
are satisfi ed. 

     Figure 2.3     Representative pharmacodynamic relationships for drugs which exhibit direct responses: (A) linear, (B) 
hyperbolic, and (C) sigmoid –  E  max  relationships shown.  S  is the slope of the linear response;  E  max  refers to the maximum 
effect observed;  EC  50  refers to the concentration at which 50% of the maximal response is achieved, and n is the degree 
of sigmoidicity or shape factor (sometimes referred to as the Hill coeffi cient).  
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nism of action involves protein synthesis; and/or 
active metabolites are present. One can conceptual-
ize a hypothetical effect compartment (a physical 
space where drug concentrations are directly cor-
related with drug actions) such that the relation-
ships defi ned in Figure  2.4  are only observed when 
the effect site concentrations ( C  e ) are used as 
opposed to the plasma concentrations ( C  p ). In this 
situation, a hysteresis loop is observed when plot-
ting  C  e  versus  C  p  (see Figure  2.4 ).   

 More complicated models (indirect - response 
models) have been used to express the same obser-
vations but typically necessitate a greater under-
standing of the underlying physiologic process 
(e.g., cell traffi cking, enzyme recruitment, etc.).  38   

 Other drugs exhibit an indirect relationship 
between concentration and response. In this case, 
the concentration – effect relationship is time 
dependent. One explanation for such effects is hys-
teresis. Hysteresis refers to the phenomenon where 
there is a time - lapse between the cause and its 
effect. With respect to pharmacodynamics, this 
most often indicates a situation in which there is a 
delay in equilibrium between plasma drug concen-
tration and the concentration of active substance at 
the effect site (e.g., thiopental, fentanyl, many 
others). Three conditions are predominantly 
responsible for hysteresis: the biophase (actual site 
of drug action) is not in the central compartment 
(i.e., plasma or blood compartment); the mecha-

     Figure 2.4     (A) Concentration – time, (B) hysteresis, and (C) effect – concentration plots (clockwise order) illustrating the 
use of an effect compartment to explain observed hysteresis. Cp, plasma concentration; Ce, concentration at the effect 
site; 1CPM, one compartment model.  
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For example, the major enzyme responsible for 
tacrolimus metabolism is CYP3A. CYP3A5 genes 
have multiple single nucleotide polymorphisms. 
One study found that at 3, 6, and 12 months post 
heart transplantation, there was a signifi cant differ-
ence in tacrolimus blood concentrations per dose/
kg/day between the CYP3A5 *1/*3 (CYP3A5 
expressor) and the *3/*3 (non -expressor) geno-
types, with the *1/*3 patients requiring larger tac-
rolimus doses to achieve the same blood 
concentration. It was concluded that specifi c geno-
types of CYP3A5 in pediatric heart transplant 
patients require larger tacrolimus doses to maintain 
their tacrolimus blood concentration, and that this 
information could be used prospectively to manage 
patients’ immunosuppressive therapy. (See also 
Chapter 34 for Molecular Pharmacoepidemiology.) 

Conclusion

Clinical pharmacology serves an important role in 
the development of new drugs and the manage-
ment of pharmacotherapy. It provides essential 
knowledge needed to inform the drug developer, 
the investigator or trialist, the regulator, and the 
caregiver, each in their respective settings. In the 
context of pharmacoepidemiologic investigations, 
clinical pharmacology also provides a fundamental 
backbone for understanding the expected associa-
tions between drug therapy and clinical benefi t as 
well as potential toxicity. The pharmacoepidemi-
ologist must also have intimate knowledge of clini-
cal pharmacology as the impact (clinical and 
economic) of a new drug once available to the 
marketplace can often be forecast based on how the 
agent’s clinical pharmacologic attributes compare 
to existing therapies. Likewise, the connection 
between utilization, compliance, the complexities 
of multimodal therapy, and the associations of drug 
behavior with disease - or population -specifi c 
indices must be defi ned relative to the known clini-
cal pharmacologic principles that govern how drugs 
behave in humans. In an era when more holistic 
approaches for the care of patients are sought to 
maintain a healthy overall well -being and avoid 
chronic and severe disease, clinical strategies are 

The salient point is that pharmacodynamic charac-
terization, and likewise dosing guidance derived 
from such investigation, stands to be more inform-
ative than drug concentrations alone. 

Likewise, pharmacodynamics may be the dis-
criminating characteristic that defi nes dose 
adjustment in special populations. This is the case 
for the observed markedly enhanced sensitivity in 
infants compared with older children and adults 
with respect to immunosuppressive effects of 
cyclosporine,39 and calcium channel blocking 
effects on the PR interval in the elderly. 40,41

Pharmacogenomics

Pharmacogenomics is the study of how an individ-
ual’s genetic inheritance affects the body ’s response 
to drugs. Pharmacogenomics holds the promise 
that drugs might one day be tailored to individuals 
and adapted to each person ’s own genetic makeup. 
Environment, diet, age, lifestyle, and state of 
health all can infl uence a person ’s response to medi-
cines, but understanding an individual ’s genetic 
composition is thought to be the key to creating 
personalized drugs with greater effi cacy and safety. 
Pharmacogenomics combines traditional pharma-
ceutical sciences, such as biochemistry, with com-
prehensive knowledge of genes, proteins, and single 
nucleotide polymorphisms. Genetic variations, or 
SNPs (single nucleotide polymorphisms), in the 
human genome can be a diagnostic tool to predict a 
person’s drug response. For SNPs to be used in this 
way, a person ’s DNA must be sequenced for the 
presence of specifi c SNPs. SNP screenings will benefi t 
drug development; those people whose pharmacog-
enomic screening shows that the drug being tested 
would be harmful or ineffective for them would 
be excluded from clinical trials. Prescreening clinical 
trial subjects might also allow clinical trials to be 
smaller, faster, and therefore less expensive. Finally, 
the ability to assess an individual ’s reaction to a 
drug before it is prescribed will increase confi dence 
in prescribing the drug and the patient ’s confi dence 
in taking the drug, which in turn should encour-
age the development of new drugs tested in a like 
manner. 
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likely to engage more preventative approaches. 
Likewise, clinical pharmacology and pharmacoepi-
demiology will be essential disciplines that discrim-
inate strategies (holistic and preventative) that are 
truly benefi cial from those that are not, or are even 
harmful.
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CHAPTER 3 

Basic Principles of Clinical 
Epidemiology Relevant to 
Pharmacoepidemiologic Studies 
  Brian L.   Strom  
Department of Biostatistics and Epidemiology, Center for Clinical Epidemiology and Biostatistics, Perelman School of Medicine 
at the University of Pennsylvania, Philadelphia, PA, USA 

Pharmacoepidemiology applies the methods of epi-
demiology to the content area of clinical pharma-
cology. Chapter  2 reviewed basic principles of 
clinical pharmacology, the content area of pharma-
coepidemiology. Therefore, in order to understand 
the approaches and methodologic issues specifi c to 
the fi eld of pharmacoepidemiology, the basic prin-
ciples of the fi eld of epidemiology must be under-
stood as well. To this end, this chapter will begin 
with an overview of the scientifi c method, in 
general. This will be followed by a discussion of the 
different types of errors one can make in designing 
a study. Next, the chapter will review the  “Criteria
for the Causal Nature of an Association, ” which is 
how one can decide whether an association dem-
onstrated in a particular study is, in fact, a causal 
association. Finally, the specifi c study designs avail-
able for epidemiologic studies, or in fact for any 
clinical studies, will be reviewed. The next chapter 
discusses a specifi c methodologic issue which needs 
to be addressed in any study, but which is of par-
ticular importance for pharmacoepidemiologic 
studies: the issue of sample size. These two chapters 
are intended to be an introduction to the fi eld of 
epidemiology for the neophyte. More information 
on these principles can be obtained from any text-
book of epidemiology or clinical epidemiology. 1–24

Overview of the scientifi c  method

The scientifi c method to investigate a research 
question involves a three -stage process (see Figure 
3.1). In the fi rst stage, one selects a group of sub-
jects for study. These subjects may be patients or 
animals or biologic cells and are the sources for data 
sought by the study to answer a question of inter-
est. Second, one uses the information obtained in 
this sample of study subjects to generalize and draw 
a conclusion about a population in general. This 
conclusion is referred to as an association. Third, 
one generalizes again, drawing a conclusion about 
scientifi c theory or causation. Each will be dis-
cussed in turn. 

Any given study is performed on a selection of 
individuals, who represent the study subjects. These 
study subjects should theoretically represent a 
random sample of some defi ned population. For 
example, one might perform a randomized clinical 
trial of the effi cacy of enalapril in lowering blood 
pressure, randomly allocating a total of 40 middle -
aged, hypertensive men to receive either enalapril 
or placebo and observing their blood pressure 6 
weeks later. One might expect to see the blood 
pressure of the 20 men treated with the active drug 
decrease more than the blood pressure of the 20 
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consideration demonstrate a  “ statistically signifi -
cant difference ”  (i.e., ruling out the probability of 
a chance occurrence), then one is said to have an 
 association . The process of assessing whether random 
variation could have led to a study ’ s fi ndings is 
referred to as  statistical inference , and represents the 
major role for statistical testing in the scientifi c 
method. 

 If there is no statistically signifi cant difference, 
then the process in Figure  3.1  stops. If there is an 
association, then one is tempted to generalize the 
results of the study even further, to state that enal-
april is an antihypertensive drug, in general. This 
is referred to as  scientifi c or biological inference , and 
the result is a conclusion about  causation , that the 
drug really does lower blood pressure in a popula-
tion of treated patients. To draw this type of conclu-
sion, however, requires one to generalize to 
populations other than that included in the study, 
including types of people who were not repre-
sented in the study sample, such as women, chil-
dren, and the elderly. Although it may be apparent 
in this example that this is in fact appropriate, that 
may well not always be the case. Unlike statistical 
inference, there are no precise quantitative rules 
for biological inference. Rather, one needs to 
examine the data at hand in light of all other rel-
evant data in the rest of the scientifi c literature, and 
make a subjective judgment. To assist in making 
that judgment, however, one can use the  “ Criteria 
for the Causal Nature of an Association, ”  described 
below. First, however, we will place causal associa-
tions into a proper perspective, by describing the 
different types of errors that can be made in per-
forming a study and the different types of associa-
tions that each results in.  

  Types of  e rrors that  o ne  c an  m ake 
in  p erforming a  s tudy 

 There are four basic types of associations that can 
be observed in a study (Table  3.1 ). The basic purpose 
of research is to differentiate among them.   

 First, of course, one could have no association. 
 Second, one could have an  artifactual association , 

that is a spurious or false association. This can occur 

men treated with a placebo. In this example, the 
40 study subjects would represent the study sample, 
theoretically a random sample of middle - aged, 
hypertensive men. In reality, the study sample is 
almost never a true random sample of the underly-
ing target population, because it is logistically 
impossible to identify every individual who belongs 
in the target population and then randomly choose 
from among them. However, the study sample is 
usually treated as if it were a random sample of the 
target population. 

 At this point, one would be tempted to make a 
generalization that enalapril lowers blood pressure 
in middle - aged, hypertensive men. However, one 
must explore whether this observation could have 
occurred simply by chance, that is due to random 
variation. If the observed outcome in the study was 
simply a chance occurrence, then the same obser-
vation might not have been seen if one had chosen 
a different sample of 40 study subjects. Perhaps 
more importantly, it might not exist if one were 
able to study the entire theoretical population of all 
middle - aged, hypertensive men. In order to evalu-
ate this possibility, one can perform a statistical test, 
which allows an investigator to quantitate the 
probability that the observed outcome in this study 
(i.e., the difference seen between the two study 
groups) could have happened simply by chance. 
There are explicit rules and procedures for how one 
should properly make this determination: the 
science of statistics. If the results of any study under 

     Figure 3.1     Overview of the scientifi c method.  

Study sample

Conclusion about a population
(association)

Conclusion about scientific theory
(causation)

Statistical inference

Biological inference



40   Part 1: Introduction

systematic difference in recall is referred to as recall 
bias.26

Note that biases, once present, cannot be cor-
rected. They represent errors in the study 
design that can result in incorrect results in the 
study. It is important to note that a  statistically sig-
nifi cant result is no protection against a bias; one 
can have a very precise measurement of an incor-
rect answer! The only protection against biases is 
proper study design. (See Chapter 47 for more dis-
cussion about biases in pharmacoepidemiologic 
studies.)

Third, one can have an indirect, or confounded, 
association. A confounding variable, or confounder, is 
a variable, other than the risk factor and other than 
the outcome under study, which is related inde-
pendently to both the risk factor and the outcome 
and which may create an apparent association or 
mask a real one. For example, a study of risk factors 
for lung cancer could fi nd a very strong association 
between having yellow fi ngertips and developing 
lung cancer. This is obviously not a causal associa-
tion, but an indirect association, confounded by 
cigarette smoking. Specifi cally, cigarette smoking 
causes both yellow fi ngertips and lung cancer. 
Although this example is transparent, most exam-
ples of confounding are not. In designing a study, 
one must consider every variable that can be asso-
ciated with the risk factor under study or the 
outcome variable under study, in order to plan to 
deal with it as a potential confounding variable. 
Preferably, one will be able to specifi cally control 
for the variable, using one of the techniques listed 
in Table  3.2. (See Chapters 37 and  47 for more 
discussion about confounding in pharmacoepide-
miologic studies.) 

by either of two mechanisms: chance or bias. 
Chance is unsystematic, or random, variation. The 
purpose of statistical testing in science is to evaluate 
this, estimating the probability that the result 
observed in a study could have happened purely 
by chance. 

The other possible mechanism for creating an 
artifactual association is bias. Epidemiologists ’ use 
of the term bias is different from that of the lay 
public. To an epidemiologist,  bias is systematic vari-
ation, a consistent manner in which two study 
groups are treated or evaluated differently. This 
consistent difference can create an apparent asso-
ciation where one actually does not exist. Of course, 
it also can mask a true association. 

There are many different types of potential 
biases.25 For example, consider an interview study 
in which the research assistant is aware of the 
investigator’s hypothesis. Attempting to please the 
boss, the research assistant might probe more care-
fully during interviews with one study group than 
during interviews with the other. This difference in 
how carefully the interviewer probes could create 
an apparent but false association, which is referred 
to as interviewer bias. Another example would be 
a study of drug -induced birth defects that compares 
children with birth defects to children without 
birth defects. A mother of a child with birth defect, 
when interviewed about any drugs she took during 
her pregnancy, may be likely to remember drug 
ingestion during pregnancy with greater accuracy 
than a mother of a healthy child, because of the 
unfortunate experience she has undergone. The 
improved recall in the mothers of the children with 
birth defects may result in false apparent associa-
tions between drug exposure and birth defects. This 

Table 3.2 Approaches to controlling confounding 

1. Random allocation 
2. Subject selection 

a. Exclusion
b. Matching

3. Data analysis 
a. Stratifi cation 
b. Mathematical modeling 

Table 3.1 Types of associations between factors under 
study

1. None (independent) 
2. Artifactual (spurious or false) 

a. Chance (unsystematic variation) 
b. Bias (systematic variation) 

3. Indirect (confounded) 
4. Causal (direct or true) 
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The fi rst criterion listed in Table  3.3 is  coherence
with existing information or  biological plausibility. This 
refers to whether the association makes sense, in 
light of other types of information available in the 
literature. These other types of information could 
include data from other human studies, data from 
studies of other related questions, data from animal 
studies, or data from in vitro studies, as well as sci-
entifi c or pathophysiologic theory. To use the 
example provided above, it clearly was not biologi-
cally plausible that yellow fi ngertips could cause 
lung cancer, and this provided the clue that con-
founding was present. Using the example of the 
association between cigarettes and lung cancer, 
cigarette smoke is a known carcinogen, based on 
animal data. In humans, it is known to cause 
cancers of the head and neck, the pancreas, and the 
bladder. Cigarette smoke also goes down into the 
lungs, directly exposing the tissues in question. 
Thus, it certainly is biologically plausible that ciga-
rettes could cause lung cancer. 29 It is much more 
reassuring if an association found in a particular 
study makes sense, based on previously available 
information, and this makes one more comfortable 
that it might be a causal association. Clearly, 
however, one could not require that this criterion 
always be met, or one would never have a major 
breakthrough in science. 

The second criterion listed in Table  3.3 is the 
consistency of the association. A hallmark of science is 
reproducibility: if a fi nding is real, one should be 
able to reproduce it in a different setting. This could 
include different geographic settings, different 
study designs, different populations, etc. For 
example, in the case of cigarettes and lung cancer, 
the association has now been reproduced in many 
different studies, in different geographic locations, 
using different study designs. 30 The need for repro-
ducibility is such that one should never believe a 
fi nding reported only once: there may have been 
an error committed in the study, which is not 
apparent to either the investigator or the reader. 

The third criterion listed is that of time sequence—a
cause must precede an effect. Although this may 
seem obvious, there are study designs from which 
this cannot be determined. For example, if one 
were to perform a survey in a classroom of 200 

Fourth, and fi nally, there are true, causal 
associations.

Thus, there are three possible types of errors 
that can be produced in a study: random error, bias, 
and confounding. The probability of random error 
can be quantitated using statistics. Bias needs to be 
prevented by designing the study properly. 
Confounding can be controlled either in the design 
of the study or in its analysis. If all three types of 
errors can be excluded, then one is left with a true, 
causal association. 

Criteria for the causal nature of 
an association

The “Criteria for the Causal Nature of an 
Association” were fi rst put forth by Sir Austin 
Bradford Hill. 27 but have been described in various 
forms since, each with some modifi cation. Probably 
the best known description of them was in the fi rst 
Surgeon General ’s Report on Smoking and Health 28

published in 1964. These criteria are presented in 
Table  3.3, in no particular order. No one of them is 
absolutely necessary for an association to be a 
causal association. Analogously, no one of them is 
suffi cient for an association to be considered a 
causal association. Essentially, the more criteria 
that are present, the more likely it is that an asso-
ciation is a causal association. The fewer criteria 
that are met, the less likely it is that an association 
is a causal association. Each will be discussed in 
turn.

Table 3.3 Criteria for the causal nature of an 
association

1. Coherence with existing information (biological 
plausibility)

2. Consistency of the association 
3. Time sequence 
4. Specifi city of the association 
5. Strength of the association 

a. Quantitative strength 
b. Dose–response relationship 
c. Study design 
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tive risk of less than 2.0 a weak association. 
Certainly, the association between cigarette 
smoking and lung cancer is a strong association: 
studies show relative risks ranging between 10.0 
and 30.0. 30

A dose –response relationship is an extremely 
important and commonly used concept in clinical 
pharmacology and is used similarly in epidemiol-
ogy. A  dose– response relationship exists when an 
increase in the intensity of an exposure results in 
an increased risk of the disease under study. 
Equivalent to this is a duration – response relationship,
which exists when a longer exposure causes an 
increased risk of the disease. The presence of either 
a dose –response relationship or a duration –response
relationship strongly implies that an association is, 
in fact, a causal association. Certainly in the 
example of cigarette smoking and lung cancer, it 
has been shown repeatedly that an increase in 
either the number of cigarettes smoked each day 
or in the number of years of smoking increases the 
risk of developing lung cancer. 30

Finally,  study design refers to two concepts: 
whether the study was well designed, and which 
study design was used in the studies in question. 
The former refers to whether the study was subject 
to one of the three errors described earlier in this 
chapter, namely random error, bias, and confound-
ing. Table  3.4 presents the study designs typically 
used for epidemiologic studies, or in fact for any 
clinical studies. They are organized in a hierarchical 
fashion. As one advances from the designs at the 
bottom of the table to those at the top of the table, 
studies get progressively harder to perform, but are 
progressively more convincing. In other words, 
associations shown by studies using designs at the 
top of the list are more likely to be causal associa-
tions than associations shown by studies using 
designs at the bottom of the list. The association 
between cigarette smoking and lung cancer has 
been reproduced in multiple well -designed studies, 
using analyses of secular trends, case –control
studies, and cohort studies. However, it has not 
been shown using a randomized clinical trial, 
which is the “Cadillac” of study designs, as will be 
discussed below. This is the other major defense 
used by the tobacco industry. Of course, it would 

medical students, asking each if he or she were 
currently taking diazepam and also whether he or 
she were anxious, one would fi nd a strong associa-
tion between the use of diazepam and anxiety, but 
this does not mean that diazepam causes anxiety! 
Although this is obvious, as it is not a biologically 
plausible interpretation, one cannot differentiate 
from this type of cross -sectional study which vari-
able came fi rst and which came second. In the 
example of cigarettes and lung cancer, obviously 
the cigarette smoking usually precedes the lung 
cancer, as a patient would not survive long enough 
to smoke much if the opposite were the case. 

The fourth criterion listed in Table  3.3 is  specifi -
city. This refers to the question of whether the cause 
ever occurs without the presumed effect and 
whether the effect ever occurs without the pre-
sumed cause. This criterion is almost never met in 
biology, with the occasional exception of infectious 
diseases. Measles never occurs without the measles 
virus, but even in this example, not everyone who 
becomes infected with the measles virus develops 
clinical measles. Certainly, not everyone who 
smokes develops lung cancer, and not everyone 
who develops lung cancer was a smoker. This is one 
of the major points the tobacco industry stresses 
when it attempts to make the claim that cigarette 
smoking has not been proven to cause lung cancer. 
Some authors even omit this as a criterion, as it is 
so rarely met. When it is met, however, it provides 
extremely strong support for a conclusion that an 
association is causal. 

The fi fth criterion listed in Table  3.3 is the 
strength of the association. This includes three con-
cepts: its quantitative strength, dose –response, and 
the study design. Each will be discussed in turn. 

The quantitative strength of an association refers 
to the effect size. To evaluate this, one asks whether 
the magnitude of the observed difference between 
the two study groups is large. A quantitatively large 
association can only be created by a causal associa-
tion or a large error, which should be apparent in 
evaluating the methods of a study. A quantitatively 
small association may still be causal, but it could be 
created by a subtle error, which would not be 
apparent in evaluating the study. Conventionally, 
epidemiologists consider an association with a rela-
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not be ethical or logistically feasible to randomly 
allocate individuals to smoke or not to smoke and 
expect them to be followed for 20 years to observe 
the outcome in each group. 

The issue of causation is discussed more in 
Chapter 10 as it relates to the process of spontane-
ous reporting of adverse drug reactions, and in 
Chapter 33 as it relates to determining causation in 
case reports. 

Epidemiologic study designs

In order to clarify the concept of study design 
further, each of the designs in Table  3.4 will be 
discussed in turn, starting at the bottom of the list 
and working upwards. 

Case reports
Case reports are simply reports of events observed in 
single patients. As used in pharmacoepidemiology, 

Table 3.4 Advantages and disadvantages of epidemiologic study designs 

Study design Advantages Disadvantages

Randomized clinical trial Most convincing design Most expensive 
(Experimental study) Only design that controls for unknown or 

unmeasurable confounders 
Artifi cial 
Logistically most diffi cult 
Ethical objections 

Cohort study Can study multiple outcomes Possibly biased outcome data 
Can study uncommon exposures More expensive 
Selection bias less likely 
Unbiased exposure data 
Incidence data available 

If done prospectively, may take years 
to complete 

Case–control study Can study multiple exposures Control selection problematic 
Can study uncommon diseases Possibly biased exposure data 
Logistically easier and faster 
Less expensive 

Analyses of secular trends Can provide rapid answers No control of confounding 

Case series Easy quantitation of incidence No control group, so cannot be used 
for hypothesis testing 

Case reports Cheap and easy method for generating 
hypothesis

Cannot be used for testing hypotheses 

a case report describes a single patient who was 
exposed to a drug and experiences a particular, 
usually adverse, outcome. For example, one might 
see a published case report about a young woman 
who was taking oral contraceptives and who suf-
fered a pulmonary embolism. 

Case reports are useful for raising hypotheses 
about drug effects, to be tested with more rigorous 
study designs. However, in a case report one cannot 
know if the patient reported is either typical of 
those with the exposure or typical of those with the 
disease. Certainly, one cannot usually determine 
whether the adverse outcome was due to the drug 
exposure or would have happened anyway. As 
such, it is very rare that a case report can be used 
to make a statement about causation. One excep-
tion to this would be when the outcome is so rare 
and so characteristic of the exposure that one 
knows that it was likely to be due to the exposure, 
even if the history of exposure were unclear. An 
example of this is clear cell vaginal adenocarcinoma 
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for quantifying the incidence of an adverse reac-
tion. Second, they can be useful for being certain 
that any particular adverse effect of concern does 
not occur in a population which is larger than that 
studied prior to drug marketing. The so -called
“Phase IV ” postmarketing surveillance study of pra-
zosin was conducted for the former reason, to 
quantitate the incidence of fi rst -dose syncope from 
prazosin.32 The  “Phase IV ” postmarketing surveil-
lance study of cimetidine 33 was conducted for the 
latter reason. Metiamide was an H -2 blocker, which 
was withdrawn after marketing outside the US 
because it caused agranulocytosis. Since cimetidine 
is chemically related to metiamide there was a 
concern that cimetidine might also cause agranu-
locytosis.32 In both examples, the manufacturer 
asked its sales representatives to recruit physicians 
to participate in the study. Each participating physi-
cian then enrolled the next series of patients for 
whom the drug was prescribed. 

In this type of study, one can be more certain 
that the patients are probably typical of those with 
the exposure or with the disease, depending on the 
focus of the study. However, in the absence of a 
control group, one cannot be certain which fea-
tures in the description of the patients are unique 
to the exposure, or outcome. As an example, one 
might have a case series from a particular hospital 
of 100 individuals with a certain disease, and note 
that all were men over the age of 60. This might 
lead one to conclude that this disease seems to be 
associated with being a man over the age of 60. 
However, it would be clear that this would be an 
incorrect conclusion once one noted that the hos-
pital this case series was drawn from was a Veterans 
Administration hospital, where most patients are 
men over the age of 60. In the previous example 
of pulmonary embolism and oral contraceptives, 
30% of the women with pulmonary embolism had 
been using oral contraceptives. However, this infor-
mation is not suffi cient to determine whether this 
is higher, the same as, or even lower than would 
have been expected. For this reason, case series are 
also not very useful in determining causation, but 
provide clinical descriptions of a disease or of 
patients who receive an exposure. 

occurring in young women exposed in utero to 
diethylstilbestrol.31 Another exception would be 
when the disease course is very predictable and the 
treatment causes a clearly apparent change in this 
disease course. An example would be the ability of 
penicillin to cure streptococcal endocarditis, a 
disease that is nearly uniformly fatal in the absence 
of treatment. Case reports can be particularly useful 
to document causation when the treatment causes 
a change in disease course which is reversible, such 
that the patient returns to his or her untreated state 
when the exposure is withdrawn, can be treated 
again, and when the change returns upon repeat 
treatment. Consider a patient who is suffering from 
an overdose of methadone, a long -acting narcotic, 
and is comatose. If this patient is then treated with 
naloxone, a narcotic antagonist, and immediately 
awakens, this would be very suggestive that the 
drug indeed is effi cacious as a narcotic antagonist. 
As the naloxone wears off the patient would 
become comatose again, and then if he or she were 
given another dose of naloxone the patient would 
awaken again. This, especially if repeated a few 
times, would represent strong evidence that the 
drug is indeed effective as a narcotic antagonist. 
This type of challenge –re-challenge situation is 
relatively uncommon, however, as physicians gen-
erally will avoid exposing a patient to a drug if the 
patient experienced an adverse reaction to it in the 
past. This issue is discussed in more detail in 
Chapters 10 and  33.

Case series
Case series are collections of patients, all of whom 
have a single exposure, whose clinical outcomes 
are then evaluated and described. Often they are 
from a single hospital or medical practice. 
Alternatively, case series can be collections of 
patients with a single outcome, looking at their 
antecedent exposures. For example, one might 
observe 100 consecutive women under the age of 
50 who suffer from a pulmonary embolism, and 
note that 30 of them had been taking oral 
contraceptives.

After drug marketing, case series are most useful 
for two related purposes. First, they can be useful 
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Case–control  studies
Case – control studies are studies that compare cases 
with a disease to controls without the disease, 
looking for differences in antecedent exposures. As 
an example, one could select cases of young women 
with venous thromboembolism and compare 
them to controls without venous thromboembo-
lism, looking for differences in antecedent oral con-
traceptive use. Several such studies have been 
performed, generally demonstrating a strong asso-
ciation between the use of oral contraceptives and 
venous thromboembolism.37

Case–control studies can be particularly useful 
when one wants to study multiple possible causes 
of a single disease, as one can use the same cases 
and controls to examine any number of exposures 
as potential risk factors. This design is also particu-
larly useful when one is studying a relatively rare 
disease, as it guarantees a suffi cient number of 
cases with the disease. Using case –control studies, 
one can study rare diseases with markedly smaller 
sample sizes than those needed for cohort studies 
(see Chapter 4). For example, the classic study of 
diethylstilbestrol and clear cell vaginal adenocarci-
noma required only eight cases and 40 controls, 31

rather than the many thousands of exposed sub-
jects that would have been required for a cohort 
study of this question. 

Case–control studies generally obtain their 
information on exposures retrospectively, that is by 
re-creating events that happened in the past. 
Information on past exposure to potential risk 
factors is generally obtained by abstracting medical 
records or by administering questionnaires or inter-
views. As such, case –control studies are subject to 
limitations in the validity of retrospectively col-
lected exposure information. In addition, the 
proper selection of controls can be a challenging 
task, and appropriate control selection can lead to 
a selection bias, which may lead to incorrect con-
clusions. Nevertheless, when case –control studies 
are done well, subsequent well -done cohort studies 
or randomized clinical trials, if any, will generally 
confi rm their results. As such, the case –control
design is a very useful approach for pharmacoepi-
demiologic studies. 

Analyses of secular trends 
Analyses of secular trends, also called “ecological
studies,” examine trends in an exposure that is 
a presumed cause and trends in a disease that is a 
presumed effect and test whether the trends 
coincide. These trends can be examined over time 
or across geographic boundaries. In other words, 
one could analyze data from a single region 
and examine how the trend changes over time, or 
one could analyze data from a single time period 
and compare how the data differ from region to 
region or country to country. Vital statistics are 
often used for these studies. As an example, one 
might look at sales data for oral contraceptives 
and compare them to death rates from venous 
thromboembolism, using recorded vital statistics. 
When such a study was actually performed, mor-
tality rates from venous thromboembolism were 
seen to increase in parallel with increasing oral 
contraceptive sales, but only in women of repro-
ductive age, not in older women or in men of any 
age.34

Analyses of secular trends are useful for 
rapidly providing evidence for or against a 
hypothesis. However, these studies lack data on 
individuals; they utilize only aggregated group data 
(e.g., annual sales data in a given geographic 
region in relation to annual cause -specifi c mortality 
in the same region). As such, they are unable to 
control for confounding variables. Thus, among 
exposures whose trends coincide with that of 
the disease, analyses of secular trends are unable 
to differentiate which factor is likely to be the 
true cause. For example, lung cancer mortality 
rates in the US have been increasing in 
women, such that lung cancer is now the leading 
cause of cancer mortality in women. 35 This is 
certainly consistent with the increasing rates of 
cigarette smoking observed in women until the 
mid-1960s,36 and so appears to be supportive of 
the association between cigarette smoking and 
lung cancer. However, it would also be consistent 
with an association between certain occupa-
tional exposures and lung cancer, as more 
women in the US are now working outside the 
home.
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 Cohort studies have the major advantage of 
being free of the major problem that plagues case –
 control studies: the diffi cult process of selecting an 
undiseased control group. In addition, prospective 
cohort studies are free of the problem of the ques-
tionable validity of retrospectively collected data. 
For these reasons, an association demonstrated by 
a cohort study is more likely to be a causal associa-
tion than one demonstrated by a case – control 
study. Furthermore, cohort studies are particularly 
useful when one is studying multiple possible out-
comes from a single exposure, especially a rela-
tively uncommon exposure. Thus, they are 
particularly useful in postmarketing drug surveil-
lance studies, which are looking at any possible 
effect of a newly marketed drug. However, cohort 
studies can require extremely large sample sizes to 
study relatively uncommon outcomes (see Chapter 
 4 ). In addition, prospective cohort studies can 
require a prolonged time period to study delayed 
drug effects.  

  Analysis of  c ase –  c ontrol and  c ohort 
 s tudies 
 As can be seen in Figure  3.2 , both case – control and 
cohort studies are intended to provide the same 
basic information; the difference is how this infor-
mation is collected. The key statistic reported from 
these studies is the relative risk. The  relative risk  is 
the ratio of the incidence rate of an outcome in the 
exposed group to the incidence rate of the outcome 
in the unexposed group. A relative risk of greater 
than 1.0 means that exposed subjects have a  greater  
risk of the disease under study than unexposed 
subjects, or that the exposure appears to cause the 
disease. A relative risk less than 1.0 means that 
exposed subjects have a  lower  risk of the disease 
than unexposed subjects, or that the exposure 
seems to protect against the disease. A relative risk 
of 1.0 means that exposed subjects and unexposed 
subjects have the same risk of developing the 
disease, or that the exposure and the disease appear 
unrelated. 

 One can calculate a relative risk directly from 
the results of a cohort study. However, in a case –
 control study one cannot determine the size of 
either the exposed population or the unexposed 

  Cohort  s tudies 
  Cohort studies  are studies that identify subsets of a 
defi ned population and follow them over time, 
looking for differences in their outcome. Cohort 
studies generally are used to compare exposed 
patients to unexposed patients, although they can 
also be used to compare one exposure to another. 
For example, one could compare women of repro-
ductive age who use oral contraceptives to users of 
other contraceptive methods, looking for the differ-
ences in the frequency of venous thromboembo-
lism. When such studies were performed, they in 
fact confi rmed the relationship between oral con-
traceptives and thromboembolism, which had been 
noted using analyses of secular trends and case –
 control studies.  38,39   Cohort studies can be performed 
either prospectively, that is simultaneous with the 
events under study, or retrospectively, that is after 
the outcomes under study had already occurred, by 
recreating those past events using medical records, 
questionnaires, or interviews. 

 The major difference between cohort and case –
 control studies is the basis upon which patients are 
recruited into the study (see Figure  3.2 ). Patients 
are recruited into case – control studies based on the 
presence or absence of a disease, and their anteced-
ent exposures are then studied. Patients are 
recruited into cohort studies based on the presence 
or absence of an exposure, and their subsequent 
disease course is then studied.   

      Figure 3.2     Cohort and case – control studies provide 
similar information, but approach data collection from 
opposite directions.  (Reproduced from Strom BL. Medical 
databases in post - marketing drug surveillance.  Trends in 
Pharmacological Sciences  1986;  7 : 377 – 80, with permission 
from Elsevier).   
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statistically signifi cant. A study that yields a relative 
risk (95% confi dence interval) of 10.0 (1.1 –100)
says little, other than an increased risk is likely. Yet, 
both could be reported as a relative risk of 10.0 ( p
<0.05). As a fi nal example, a study yielding a rela-
tive risk (95% confi dence interval) of 3.0 (0.98 –
5.0) is strongly suggestive of an association, whereas 
a study reporting a relative risk (95% confi dence 
interval) of 3.0 (0.1 –30) would not be. Yet, both 
could be reported as a relative risk of 3.0 ( p >0.05).

Finally, another statistic that one can calculate 
from a cohort study is the excess risk , also called the 
risk difference or, sometimes, the attributable risk. 
Whereas the relative risk is the ratio of the inci-
dence rates in the exposed group versus the unex-
posed groups, the excess risk is the arithmetic 
difference between the incidence rates. The relative 
risk is more important in considering questions of 
causation. The excess risk is more important in 
considering the public health impact of an associa-
tion, as it represents the increased rate of disease 
due to the exposure. For example, oral contracep-
tives are strongly associated with the development 
of myocardial infarction in young women. 37

However, the risk of myocardial infarction in non -
smoking women in their 20s is so low, that even a 
fi vefold increase in that risk would still not be of 
public health importance. In contrast, women in 
their 40s are at higher risk, especially if they are 
cigarette smokers as well. Thus, oral contraceptives 
should not be as readily used in these women. 37

As with relative risks, excess risks cannot be 
calculated from case –control studies, as incidence 
rates are not available. As with the other statistics, 
p-values can be calculated to determine whether 
the differences between the two study groups could 
have occurred just by chance. Confi dence intervals 
can be calculated around excess risks, as well, and 
would be interpreted analogously. 

Randomized clinical trials
Finally,  experimental studies are studies in which the 
investigator controls the therapy that is to be 
received by each participant. Generally, an investi-
gator uses that control to randomly allocate patients 
between or among the study groups, performing a 
randomized clinical trial. For example, one could 

population that the diseased cases and undiseased 
controls were drawn from. The results of a case –
control study do not provide information on the 
incidence rates of the disease in exposed and unex-
posed individuals. Therefore, relative risks cannot 
be calculated directly from a case –control study. 
Instead, in reporting the results of a case –control
study one generally reports the odds ratio, which is 
a close estimate of the relative risk when the disease 
under study is relatively rare. Since case –control
studies are generally used to study rare diseases, 
there generally is very close agreement between 
the odds ratio and the relative risk, and the results 
from case –control studies are often loosely referred 
to as relative risks, although they are in fact odds 
ratios.

Both relative risks and odds ratios can be 
reported with p - values. These p -values allow one to 
determine if the relative risk is statistically signifi -
cantly different from 1.0, that is whether the dif-
ferences between the two study groups are likely 
to be due to random variation or are likely to rep-
resent real associations. 

Alternatively, and probably preferably, relative 
risks and odds ratios can be reported with confi dence 
intervals, which are an indication of the range of 
relative risks within which the true relative risk for 
the entire theoretical population is most likely to 
lie. As an approximation, a 95% confi dence inter-
val around a relative risk means that we can be 
95% confi dent that the true relative risk lies in the 
range between the lower and upper limits of this 
interval. If a 95% confi dence interval around a 
relative risk excludes 1.0, then the fi nding is statis-
tically signifi cant with a  p-value of less than 0.05. 
A confi dence interval provides much more infor-
mation than a p-value, however. As an example, a 
study that yields a relative risk (95% confi dence 
interval) of 1.0 (0.9 –1.1) is clearly showing that an 
association is very unlikely. A study that yields a 
relative risk (95% confi dence interval) of 1.0 (0.1 –
100) provides little evidence for or against an asso-
ciation. Yet, both could be reported as a relative risk 
of 1.0 and a p-value greater than 0.05. As another 
example, a study that yields a relative risk (95% 
confi dence interval) of 10.0 (9.8 –10.2) precisely 
quantifi es a tenfold increase in risk that is also 
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observational study designs or  non - experimental study 
designs, in order to differentiate them from experi-
mental studies. In non -experimental study designs 
the investigator does not control the therapy, but 
simply observes and evaluates the results of ongoing 
medical care. Case reports, case series, and analyses 
of secular trends have also been referred to as 
descriptive studies. Case –control studies, cohort 
studies, and randomized clinical trials all have 
control groups, and have been referred to as ana-
lytic studies. The analytic study designs can be clas-
sifi ed in two major ways, by how subjects are 
selected into the study and by how data are col-
lected for the study (see Table  3.5). From the per-
spective of how subjects are recruited into the 
study, case –control studies can be contrasted with 
cohort studies. Specifi cally, case –control studies 
select subjects into the study based on the presence 
or absence of a disease, while cohort studies select 
subjects into the study based on the presence or 
absence of an exposure. From this perspective, ran-
domized clinical trials can be viewed as a subset of 
cohort studies, a type of cohort study in which the 
investigator controls the allocation of treatment, 
rather than simply observing ongoing medical care. 
From the perspective of timing, data can be col-
lected prospectively, that is simultaneously with the 
events under study, or  retrospectively, that is after 
the events under study had already developed. In 
the latter situation, one re -creates events that hap-
pened in the past using medical records, question-
naires, or interviews. Data can also be collected 

theoretically randomly allocate sexually active 
women to use either oral contraceptives or no con-
traceptive, examining whether they differ in their 
incidence of subsequent venous thromboembo-
lism. The major strength of this approach is random 
assignment, which is the only way to make it likely 
that the study groups are comparable in potential 
confounding variables that are either unknown or 
unmeasurable. For this reason, associations dem-
onstrated in randomized clinical trials are more 
likely to be causal associations than those demon-
strated using one of the other study designs 
reviewed above. 

However, even randomized clinical trials are not 
without their problems. The randomized clinical 
trial outlined above, allocating women to receive 
contraceptives or no contraceptives, demonstrates 
the major potential problems inherent in the use 
of this study design. It would obviously be impos-
sible to perform, ethically and logistically. In addi-
tion, randomized clinical trials are expensive and 
artifi cial. Inasmuch as they have already been per-
formed prior to marketing to demonstrate each 
drug’s effi cacy, they tend to be unnecessary after 
marketing. They are likely to be used in pharma-
coepidemiologic studies mainly for supplementary 
studies of drug effi cacy. 40 However, they remain the 
“gold standard ” by which the other designs must 
be judged. Indeed, with the publication of the 
results from the Women ’s Health Initiative indicat-
ing that combination hormone replacement therapy 
causes an increased risk of myocardial infarction 
rather than a decreased risk, 41–44 there has been 
increased concern about reliance solely on non -
experimental methods to study drug safety after 
marketing,45–47 and we now see increasing use of 
massive randomized clinical trials as part of post-
marketing surveillance (see Chapter 36).

Discussion

Thus, a series of different study designs are avail-
able (Table  3.4), each with respective advantages 
and disadvantages. Case reports, case series, analy-
ses of secular trends, case –control studies, and 
cohort studies have been referred to collectively as 

Table 3.5 Epidemiologic study designs 

A. Classifi ed by how subjects are recruited into the study 
1. Case–control (case -history, case -referent,
retrospective, trohoc) studies 
2. Cohort (follow -up, prospective) studies 

a. Experimental studies (clinical trials, intervention 
studies)

B. Classifi ed by how data are collected for the study 
1. Retrospective (historical, non -concurrent,
retrolective) studies 
2. Prospective (prolective) studies 
3. Cross-sectional studies 



Chapter 3: Basic Principles of Clinical Epidemiology Relevant to Pharmacoepidemiologic Studies 49

exploring these associations. Finally, if a study 
question warrants the investment and can tolerate 
the delay until results become available, then 
cohort studies and randomized clinical trials can be 
undertaken to assess these associations more 
defi nitively. 

For example, regarding the question of whether 
oral contraceptives cause venous thromboembo-
lism, an association was fi rst suggested by case 
reports and case series, then was explored in more 
detail by analyses of trends and a series of case –
control studies. 37 Later, because of the importance 
of oral contraceptives, the number of women using 
them, and the fact that users were predominantly 
healthy women, the investment was made in two 
long-term, large -scale cohort studies. 38,39 This 
question might even be worth the investment of a 
randomized clinical trial, except it would not be 
feasible or ethical. In contrast, when thalidomide 
was marketed, it was not a major breakthrough; 
other hypnotics were already available. Case 
reports of phocomelia in exposed patients were 
followed by case –control studies 48 and analyses of 
secular trends. 49 Inasmuch as the adverse effect was 
so terrible and the drug was not of unique impor-
tance, the drug was then withdrawn, without the 
delay that would have been necessary if cohort 
studies and/or randomized clinical trials had been 
awaited. Ultimately, a retrospective cohort study 
was performed, comparing those exposed during 
the critical time period to those exposed at other 
times.50

In general, however, clinical, regulatory, com-
mercial, and legal decisions need to be made based 
on the best evidence available at the time of the 
decision. To quote Sir Austin Bradford Hill:

All scientifi c work is incomplete —whether it be 
observational or experimental. All scientifi c work is 
liable to be upset or modifi ed by advancing knowl-
edge. That does not confer upon us a freedom to 
ignore the knowledge we already have, or to post-
pone the action that it appears to demand at a given 
time.

Who knows, asked Robert Browning, but the 
world may end tonight? True, but on available evi-
dence most of us make ready to commute on the 8:30 
next day. 

Sir Austin Bradford Hill 27

using cross- sectional studies, studies that have no time 
sense, as they examine only one point in time. In 
principle, either cohort or case –control studies can 
be performed using any of these time frames, 
although prospective case –control studies are 
unusual. Randomized clinical trials must be pro-
spective, as this is the only way an investigator can 
control the therapy received. 

The terms presented in this chapter, which are 
those that will be used throughout the book, are 
probably the terms used by a majority of epidemi-
ologists. Unfortunately, however, other terms have 
been used for most of these study designs, as well. 
Table  3.5 also presents several of the synonyms that 
have been used in the medical literature. The same 
term is sometimes used by different authors to 
describe different concepts. For example, in this 
book we are reserving the use of the terms “retro-
spective study ” and  “prospective study ” to refer to 
a time sense. As is apparent from Table  3.5,
however, in the past some authors used the term 
“retrospective study ” to refer to a case –control
study and used the term “prospective study ” to 
refer to a cohort study, confusing the two concepts 
inherent in the classifi cation schemes presented in 
the table. Other authors use the term “retrospective
study” to refer to any non -experimental study, 
while others appear to use the term to refer to any 
study they do not like, as a term of derision! 
Unfortunately, when reading a scientifi c paper, 
there is no way of determining which usage the 
author intended. What is more important than the 
terminology, however, are the concepts underlying 
the terms. Understanding these concepts, the 
reader can choose to use whatever terminology he 
or she is comfortable with. 

Conclusion

From the material presented in this chapter, it is 
hopefully now apparent that each study design has 
an appropriate role in scientifi c progress. In general, 
science proceeds from the bottom of Table  3.4
upward, from case reports and case series that are 
useful for suggesting an association, to analyses of 
trends and case –control studies that are useful for 
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CHAPTER 4 

Sample Size Considerations for 
Pharmacoepidemiologic Studies 
  Brian L.     Strom  
Department of Biostatistics and Epidemiology, Center for Clinical Epidemiology and Biostatistics, Perelman School of Medicine 
at the University of Pennsylvania, Philadelphia, PA, USA 

Introduction 

Chapter 1 pointed out that between 500 and 3000 
subjects are usually exposed to a drug prior to mar-
keting, in order to be 95% certain of detecting 
adverse effects that occur in between one and six 
in a thousand exposed individuals. While this 
seems like a reasonable goal, it poses some impor-
tant problems that must be taken into account 
when planning pharmacoepidemiologic studies. 
Specifi cally, such studies must generally include a 
suffi cient number of subjects to add signifi cantly 
to the premarketing experience, and this require-
ment for large sample sizes raises logistical obstacles 
to cost -effective studies. This central special need 
for large sample sizes is what has led to the
innovative approaches to collecting pharmacoepi-
demiologic data that are described in Part III of this 
book.

The approach to considering the implications of 
a study ’s sample size is somewhat different depend-
ing on whether a study is already completed or is 
being planned. After a study is completed, if a real 
fi nding was statistically signifi cant, then the study 
had a suffi cient sample size to detect it, by defi ni-
tion. If a fi nding was not statistically signifi cant, 
then one can use either of two approaches. First, 
one can examine the resulting confi dence intervals 
in order to determine the smallest differences 

between the two study groups that the study had 
suffi cient sample size to exclude. 1 Alternatively, 
one can approach the question in a manner similar 
to the way one would approach it if one were plan-
ning the study de novo. Nomograms can be used to 
assist a reader in interpreting negative clinical trials 
in this way. 2

In contrast, in this chapter we will discuss in 
more detail how to determine a proper study 
sample size, from the perspective of one who is 
designing a study de novo. Specifi cally, we will begin 
by discussing how one calculates the minimum 
sample size necessary for a pharmacoepidemiologic 
study, to avoid the problem of a study with a 
sample size that is too small. We will fi rst present 
the approach for cohort studies, then for case –
control studies, and then for case series. For each 
design, one or more tables will be presented 
to assist the reader in carrying out these 
calculations.

Sample size calculations for cohort
studies

The sample size required for a cohort study depends 
on what you are expecting from the study. To cal-
culate sample sizes for a cohort study, one needs to 
specify fi ve variables (see Table  4.1).3,4
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signifi cant in a direction opposite to the one 
expected. For example, what if one observed that 
a drug increased the frequency of dying from coro-
nary artery disease instead of decreasing it, as 
expected? If the investigator ’s response to this 
would be: “Boy, what a surprise, but I believe it, ”
then a two -tailed test should be performed. If the 
investigator’s response would be: “I don ’t believe 
it, and I will interpret this simply as a study that 
does not show the expected decrease in coronary 
artery disease in the group treated with the study 
drug,” then a one -tailed test should be performed. 
The more conservative option is the two -tailed test, 
assuming that the results could turn out in either 
direction. This is the option usually, although not 
always, used. 

The second variable that needs to be specifi ed to 
calculate a sample size for a cohort study is the beta
(β) or Type II error that one is willing to tolerate in 
the study. A Type II error is the probability of con-
cluding there is no difference between the groups 
being compared when in fact a difference does 
exist. In other words, a Type II error is the probabil-
ity of missing a real difference. Using diagnostic 
tests as an analogy, a Type II error is a false -negative
study fi nding. The complement of  β is the  power of 
a study, that is the probability of detecting a differ-
ence if a difference really exists. Power is calculated 
as (1 − β). Again, the more tolerant one is willing 
to be of Type II errors, that is the higher the  β, the 
smaller the sample size required. The β is conven-
tionally set at 0.1 (i.e., 90% power) or 0.2 (i.e., 
80% power), although again this need not be the 
case. β is always one -tailed.

The third variable one needs to specify in order 
to calculate sample sizes for a cohort study is the 
minimum effect size one wants to be able to detect. 
For a cohort study, this is expressed as a relative 
risk. The smaller the relative risk that one wants to 
detect, the larger the sample size required. Note 
that the relative risk often used by investigators in 
this calculation is the relative risk the investigator 
is expecting from the study. This is  not correct, as it 
will lead to inadequate power to detect relative 
risks which are smaller than expected, but still 
clinically important to the investigator. In other 
words, if one chooses a sample size that is designed 

The fi rst variable to specify is the  alpha ( α) or 
Type I error that one is willing to tolerate in the 
study. Type I error is the probability of concluding 
there is a difference between the groups being com-
pared when in fact a difference does not exist. 
Using diagnostic tests as an analogy, a Type I error 
is a false -positive study fi nding. The more tolerant 
one is willing to be of Type I error, the smaller the 
sample size required. The less tolerant one is willing 
to be of Type I error, the smaller one would set  α,
and the larger the sample size that would be 
required. Conventionally, the  α is set at 0.05, 
although this certainly does not have to be the case. 
Note that α needs to be specifi ed as either one -
tailed or two -tailed. If only one of the study groups 
could conceivably be more likely to develop the 
disease and one is interested in detecting this result 
only, then one would specify  α to be one -tailed. If 
either of the study groups may be likely to develop 
the disease, and either result would be of interest, 
then one would specify α to be two -tailed. To 
decide whether α should be one -tailed or two -
tailed, an investigator should consider what his or 
her reaction would be to a result that is statistically 

Table 4.1 Information needed to calculate a study ’s
sample size 

For cohort studies For case –control studies 

1. α, or Type I error 
considered tolerable, and 
whether it is one -tailed or 
two-tailed

1. α, or Type I error 
considered tolerable, and 
whether it is one -tailed or 
two tailed 

2. β, or Type II error 
considered tolerable 

2. β, or Type II error 
considered tolerable 

3. Minimum relative risk to 
be detected 

3. Minimum relative risk to 
be detected 

4. Incidence of the disease 
in the unexposed control 
group

4. Prevalence of the 
exposure in the undiseased 
control group 

5. Ratio of unexposed 
controls to exposed study 
subjects

5. Ratio of undiseased 
controls to diseased study 
subjects
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subjects of 1   :   1, 2   :   1, 3   :   1, 4   :   1, 5   :   1, 10   :   1, and 
50   :   1 would result in statistical powers of 0.80, 
0.887, 0.913, 0.926, 0.933, 0.947, and 0.956, 
respectively. 

 It is important to differentiate between the 
number of controls (as was discussed and illus-
trated above) and the number of control groups. It 
is not uncommon, especially in case – control 
studies, where the selection of a proper control 
group can be diffi cult, to choose more than one 
control group (for example, a group of hospital 
controls and a group of community controls). This 
is done for reasons of validity, not for statistical 
power, and it is important that these multiple 
control groups not be aggregated in the analysis. In 
this situation, the goal is to assure that the com-
parison of the exposed subjects to each of the dif-
ferent control groups yields the same answer, not 
to increase the available sample size. As such, the 
comparison of each control group to the exposed 
subjects should be treated as a separate study. The 
comparison of the exposed group to each control 
group requires a separate sample size calculation. 

 Once the fi ve variables above have been speci-
fi ed, the sample size needed for a given study can 
be calculated. Several different formulas have been 
used for this calculation, each of which gives 
slightly different results. The formula that is prob-
ably the most often used is modifi ed from 
Schlesselman:  3  
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where  p  is the incidence of the disease in the unex-
posed,  R  is the minimum relative risk to be detected, 
 α  is the Type I error rate which is acceptable,  β  is 
the Type II error rate which is acceptable,  Z  1 −  α   and 
 Z  1 −  β   refer to the unit normal deviates corresponding 
to  α  and  β ,  K  is the ratio of number of unexposed 
control subjects to the number of exposed subjects, 
and

   U
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to detect a relative risk of 2.5, one should be com-
fortable with the thought that, if the actual relative 
risk turns out to be 2.2, one may not be able to 
detect it as a statistically signifi cant fi nding. 

 In a cohort study one selects subjects based on 
the presence or absence of an exposure of interest 
and then investigates the incidence of the disease 
of interest in each of the study groups. Therefore, 
the fourth variable one needs to specify is the 
expected incidence of the outcome variable of 
interest in the unexposed control group. Again, the 
more you ask of a study, the larger the sample size 
needed. Specifi cally, the rarer the outcome of inter-
est, the larger the sample size needed. 

 The fi fth variable one needs to specify is the 
number of unexposed control subjects to be 
included in the study for each exposed study 
subject. A study has the most statistical power for 
a given number of study subjects if it has the same 
number of controls as exposed subjects. However, 
sometimes the number of exposed subjects is 
limited and, therefore, inadequate to provide suf-
fi cient power to detect a relative risk of interest. In 
that case, additional power can be gained by 
increasing the number of controls alone. Doubling 
the number of controls, that is including two con-
trols for each exposed subject, results in a modest 
increase in the statistical power, but it does not 
double it. Including three controls for each exposed 
subject increases the power further. However, the 
increment in power achieved by increasing the 
ratio of control subjects to exposed subjects from 
2   :   1 to 3   :   1 is smaller than the increment in power 
achieved by increasing the ratio from 1   :   1 to 2   :   1. 
Each additional increase in the size of the control 
group increases the power of the study further, but 
with progressively smaller gains in statistical power. 
Thus, there is rarely a reason to include greater 
than three or four controls per study subject. For 
example, one could design a study with an  α  of 
0.05 to detect a relative risk of 2.0 for an outcome 
variable that occurs in the control group with an 
incidence rate of 0.01. A study with 2319 exposed 
individuals and 2319 controls would yield a power 
of 0.80, or an 80% chance of detecting a difference 
of that magnitude. With the same 2319 exposed 
subjects, ratios of control subjects to exposed 
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use a one -tailed α, resulting in a somewhat lower 
sample size of 10 728, again with four times as 
many controls. Much smaller sample sizes are 
needed to detect relative risks of 4.0 or greater; 
these are also presented in Table  4.2.

In contrast, what if one ’s goal was to study ele-
vated liver function tests, which, say, occur in 1% 
of an unexposed population? If one wants to detect 
a relative risk of 2 for this more common outcome 
variable, only 3104 subjects would be needed in 
each group, assuming a two -tailed α of 0.05, a  β
of 0.1, and one control per exposed subject. 
Alternatively, if one wanted to detect the same 
relative risk for an outcome variable that occurred 
as infrequently as 0.0001, perhaps cholestatic jaun-
dice, one would need 315 268 subjects in each 
study group. 

Obviously, cohort studies can require very large 
sample sizes to study uncommon diseases. A study 
of uncommon diseases is often better performed 
using a case –control study design, as described in 
the previous chapter. 

Sample size calculations for 
case–control  studies

The approach to calculating sample sizes for case –
control studies is similar to the approach for cohort 
studies. Again, there are fi ve variables that need to 
be specifi ed, the values of which depend on what 
the investigator expects from the study (see Table 
4.1). Three of these are α, or the Type I error one 
is willing to tolerate; β, or the Type II error one is 
willing to tolerate; and the minimum odds ratio (an 
approximation of the relative risk) one wants to be 
able to detect. These are discussed in the section on 
cohort studies, above. 

In addition, in a case –control study one selects 
subjects based on the presence or absence of the 
disease of interest, and then investigates the preva-
lence of the exposure of interest in each study 
group. This is in contrast to a cohort study, in which 
one selects subjects based on the presence or 
absence of an exposure, and then studies whether 
or not the disease of interest develops in each 
group. Therefore, the fourth variable to be specifi ed 

Z1−α is replaced by  Z1−α/2 if one is planning to 
analyze the study using a two -tailed α. Note that K
does not need to be an integer. 

A series of tables are presented in the Appendix, 
which were calculated using this formula. In Tables 
A1 through A4 we have assumed an α (two -tailed)
of 0.05, a β of 0.1 (90% power), and control to 
exposed ratios of 1 :1, 2 :1, 3 :1, and 4 :1, respec-
tively. Tables A5 through A8 are similar, except 
they assume a β of 0.2 (80% power). Each table 
presents the number of exposed subjects needed to 
detect any of several specifi ed relative risks, for 
outcome variables that occur at any of several spec-
ifi ed incidence rates. The total study size will be the 
sum of exposed subjects (as listed in the table) plus 
the controls. 

For example, what if one wanted to investigate 
a new non -steroidal anti -infl ammatory drug that is 
about to be marketed, but premarketing data raised 
questions about possible hepatotoxicity? This 
would presumably be studied using a cohort study 
design and, depending upon the values chosen for 
α, β, the incidence of the disease in the unexposed 
population, the relative risk one wants to be able 
to detect, and the ratio of control to exposed sub-
jects, the sample sizes needed could differ markedly 
(see Table  4.2). For example, what if your goal was 
to study hepatitis that occurs, say, in 0.1% of all 
unexposed individuals? If one wanted to design a 
study with one control per exposed subject to 
detect a relative risk of 2.0 for this outcome vari-
able, assuming an α (two -tailed) of 0.05 and a β of 
0.1, one could look in Table A1 and see that it 
would require 31 483 exposed subjects, as well as 
an equal number of unexposed controls. If one 
were less concerned with missing a real fi nding, 
even if it was there, one could change β to 0.2, and 
the required sample size would drop to 23 518 (see 
Table  4.2 and Table A5). If one wanted to minimize 
the number of exposed subjects needed for the 
study, one could include up to four controls for 
each exposed subject (Table  4.2 and Table A8). This 
would result in a sample size of 13 402, with four 
times as many controls, a total of 67 010 subjects. 
Finally, if one considers it inconceivable that this 
new drug could protect against liver disease and one 
is not interested in that outcome, then one might 
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there is rarely a reason to include a ratio greater 
than 3 :1 or 4 :1. For example, if one were to design 
a study with a two -tailed α of 0.05 to detect a rela-
tive risk of 2.0 for an exposure which occurs in 5% 
of the undiseased control group, a study with 516 
diseased individuals and 516 controls would yield 
a power of 0.80, or an 80% chance of detecting a 
difference of that size. Studies with the same 516 
diseased subjects and ratios of controls to cases of 
1 :1, 2 :1, 3 :1, 4 :1, 5 :1, 10 :1, and 50 :1 would 
result in statistical powers of 0.80, 0.889, 0.916, 
0.929, 0.936, 0.949, and 0.959, respectively. 

for a case –control study is the expected prevalence 
of the exposure in the undiseased control group, 
rather than the incidence of the disease of interest 
in the unexposed control group of a cohort study. 

Finally, analogous to the consideration in cohort 
studies of the ratio of the number of unexposed 
control subjects to the number of exposed study 
subjects, one needs to consider in a case –control
study the ratio of the number of undiseased control 
subjects to the number of diseased study subjects. 
The principles in deciding upon the appropriate 
ratio to use are similar in both study designs. Again, 

Table 4.2 Examples of sample sizes needed for a cohort study 

Disease incidence rate 
assumed in unexposed 

α β Relative risk 
to be detected 

Control:
exposed ratio 

Sample size 
needed in 
exposed group 

Sample size 
needed in 
control group 

Abnormal liver function tests
0.01 0.05 (2 -tailed) 0.1 2 1 3104 3104
0.01 0.05 (2 -tailed) 0.2 2 1 2319 2319
0.01 0.05 (2 -tailed) 0.2 2 4 1323 5292
0.01 0.05 (1 -tailed) 0.2 2 4 1059 4236
0.01 0.05 (2 -tailed) 0.1 4 1 568 568
0.01 0.05 (2 -tailed) 0.2 4 1 425 425
0.01 0.05 (2 -tailed) 0.2 4 4 221 884
0.01 0.05 (1 -tailed) 0.2 4 4 179 716

Hepatitis
0.001 0.05 (2 -tailed) 0.1 2 1 31483 31483
0.001 0.05 (2 -tailed) 0.2 2 1 23518 23518
0.001 0.05 (2 -tailed) 0.2 2 4 13402 53608
0.001 0.05 (1 -tailed) 0.2 2 4 10728 42912
0.001 0.05 (2 -tailed) 0.1 4 1 5823 5823
0.001 0.05 (2 -tailed) 0.2 4 1 4350 4350
0.001 0.05 (2 -tailed) 0.2 4 4 2253 9012
0.001 0.05 (1 -tailed) 0.2 4 4 1829 7316

Cholestatic jaundice
0.0001 0.05 (2 -tailed) 0.1 2 1 315268 315268
0.0001 0.05 (2 -tailed) 0.2 2 1 235500 235500
0.0001 0.05 (2 -tailed) 0.2 2 4 134194 536776
0.0001 0.05 (1 -tailed) 0.2 2 4 107418 429672
0.0001 0.05 (2 -tailed) 0.1 4 1 58376 58376
0.0001 0.05 (2 -tailed) 0.2 4 1 43606 43606
0.0001 0.05 (2 -tailed) 0.2 4 4 22572 90288
0.0001 0.05 (1 -tailed) 0.2 4 4 18331 73324
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then one could look in Table A9 and see that it 
would require 3210 diseased subjects and an equal 
number of undiseased controls. If one were less 
concerned with missing a real association, even if 
it existed, one could opt for a  β  of 0.2, and the 
required sample size would drop to 2398 (see Table 
 4.3  and Table A13). If one wanted to minimize the 
number of diseased subjects needed for the study, 
one could include up to four controls for each dis-
eased subject (Table  4.3  and Table A16). This would 
result in a sample size of 1370, with four times as 
many controls. Finally, if one considers it incon-
ceivable that this new drug could  protect  against 
liver disease, then one might use a one - tailed  α , 
resulting in a somewhat lower sample size of 1096, 
again with four times as many controls. Much 
smaller sample sizes are needed to detect relative 
risks of 4.0 or greater and are also presented in 
Table  4.3 .   

 In contrast, what if one ’ s estimates of the new 
drug ’ s sales were more conservative? If one wanted 
to detect a relative risk of 2.0 assuming sales to 
0.1% of the population, perhaps similar to tolme-
tin, then 31   588 subjects would be needed in each 
group, assuming a two - tailed  α  of 0.05, a  β  of 0.1, 
and one control per diseased subject. In contrast, if 
one estimated the drug would be used in only 
0.01% of the population (i.e., in controls without 
the study disease of interest), perhaps like phenylb-
utazone, one would need 315   373 subjects in each 
study group. 

 Obviously, case – control studies can require very 
large sample sizes to study relatively uncommonly 
used drugs. In addition, each disease of interest 
requires a separate case group and, thereby, a sepa-
rate study. As such, as described in the prior chapter, 
studies of uncommonly used drugs and newly mar-
keted drugs are usually better done using cohort 
study designs, whereas studies of rare diseases are 
better done using case – control designs.  

  Sample  s ize  c alculations for 
 c ase  s eries 

 As described in Chapter  3 , the utility of case series 
in pharmacoepidemiology is limited, as the absence 

 The formula for calculating sample sizes for a 
case – control study is similar to that for cohort 
studies (modifi ed from Schlesselman):  3  
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where  R ,  α ,  β ,  Z  1 −  α  , and  Z  1 −  β   are as above,  p  is the 
prevalence of the exposure in the control group, 
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 Again, a series of tables that provide sample sizes 
for case – control studies is presented in the 
Appendix. In Tables A9 through A12, we have 
assumed an  α  (two - tailed) of 0.05, a  β  of 0.1 (90% 
power), and control to case ratios of 1   :   1, 2   :   1, 3   :   1, 
and 4   :   1, respectively. Tables A13 through A16 are 
similar, except they assume a  β  of 0.2 (80% power). 
Each table presents the number of diseased subjects 
needed to detect any of a number of specifi ed rela-
tive risks, for a number of specifi ed exposure rates. 

 For example, what if again one wanted to inves-
tigate a new non - steroidal anti - infl ammatory drug 
that is about to be marketed but premarketing data 
raised questions about possible hepatotoxicity? 
This time, however, one is attempting to use a case –
 control study design. Again, depending upon the 
values chosen of  α ,  β , and so on, the sample sizes 
needed could differ markedly (see Table  4.3 ). For 
example, what if one wanted to design a study with 
one control per diseased subject, assuming an  α  
(two - tailed) of 0.05 and a  β  of 0.1? The sample size 
needed to detect a relative risk of 2.0 for any disease 
would vary, depending on the prevalence of use of 
the drug being studied. If one optimistically 
assumed the drug will be used nearly as commonly 
as ibuprofen, by perhaps 1% of the population, 
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exposed subjects recruited through the manufac-
turer’s sales force, to quantitate better the incidence 
of fi rst -dose syncope, which was a well -recognized
adverse effect of this drug. 5,6 Case series are usually 
used to determine whether a disease occurs more 
frequently than some predetermined incidence in 
exposed patients. Most often, the predetermined 
incidence of interest is zero, and one is looking for 
any occurrences of an extremely rare illness. As 
another example, when cimetidine was fi rst mar-
keted, there was a concern over whether it could 
cause agranulocytosis, since it was closely related 

of a control group makes causal inference diffi cult. 
Despite this, however, this is a design that has been 
used repeatedly. There are scientifi c questions that 
can be addressed using this design, and the collec-
tion of a control group equivalent in size to the case 
series would add considerable cost to the study. 
Case series are usually used in pharmacoepidemiol-
ogy to quantitate better the incidence of a particu-
lar disease in patients exposed to a newly marketed 
drug. For example, in the “Phase IV ” postmarketing 
drug surveillance study conducted for prazosin, the 
investigators collected a case series of 10 000 newly 

Table 4.3 Examples of sample sizes needed for a case –control study 

Hypothetical drug 
prevalence rate 
assumed in undiseased 

α β Odds ratio to 
be detected 

Control: case 
ratio

Sample size 
needed in 
case group 

Sample size 
needed in 
control group 

Ibuprofen
0.01 0.05 (2 -tailed) 0.1 2 1 3210 3210
0.01 0.05 (2 -tailed) 0.2 2 1 2398 2398
0.01 0.05 (2 -tailed) 0.2 2 4 1370 5480
0.01 0.05 (1 -tailed) 0.2 2 4 1096 4384
0.01 0.05 (2 -tailed) 0.1 4 1 601 601
0.01 0.05 (2 -tailed) 0.2 4 1 449 449
0.01 0.05 (2 -tailed) 0.2 4 4 234 936
0.01 0.05 (1 -tailed) 0.2 4 4 190 760

Tolmetin
0.001 0.05 (2 -tailed) 0.1 2 1 31588 31588
0.001 0.05 (2 -tailed) 0.2 2 1 23596 23596
0.001 0.05 (2 -tailed) 0.2 2 4 13449 53796
0.001 0.05 (1 -tailed) 0.2 2 4 10765 43060
0.001 0.05 (2 -tailed) 0.1 4 1 5856 5856
0.001 0.05 (2 -tailed) 0.2 4 1 4375 4375
0.001 0.05 (2 -tailed) 0.2 4 4 2266 9064
0.001 0.05 (1 -tailed) 0.2 4 4 1840 7360

Phenylbutazone
0.0001 0.05 (2 -tailed) 0.1 2 1 315373 315373
0.0001 0.05 (2 -tailed) 0.2 2 1 235579 235579
0.0001 0.05 (2 -tailed) 0.2 2 4 134240 536960
0.0001 0.05 (1 -tailed) 0.2 2 4 107455 429820
0.0001 0.05 (2 -tailed) 0.1 4 1 58409 58409
0.0001 0.05 (2 -tailed) 0.2 4 1 43631 43631
0.0001 0.05 (2 -tailed) 0.2 4 4 22585 90340
0.0001 0.05 (1 -tailed) 0.2 4 4 18342 73368
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observed.8 Specifi cally, if no events of a particular 
type (i.e., the events of interest to the study) are 
observed in a study of X individuals, then one can 
be 95% certain that the event occurs no more often 
than 3/X. For example, if 500 patients are studied 
prior to marketing a drug, then one can be 95% 
certain that any event which does not occur in any 
of those patients may occur with a frequency of 3 
or less in 500 exposed subjects, or that it has an 
incidence rate of less than 0.006. If 3000 subjects 
are exposed prior to drug marketing, then one can 
be 95% certain that any event which does not 
occur in this population may occur no more than 
three in 3000 subjects, or the event has an inci-
dence rate of less than 0.001. Finally, if 10 000
subjects are studied in a postmarketing drug sur-
veillance study, then one can be 95% certain that 
any events which are not observed may occur no 
more than three in 10 000 exposed individuals, or 
that they have an incidence rate of less than 0.0003. 
In other words, events not detected in the study 
may occur less often than one in 3333 subjects in 
the general population. 

Discussion

The above discussions about sample size determi-
nations in cohort and case –control studies assume 
one is able to obtain information on each of the 
fi ve variables that factor into these sample size cal-
culations. Is this in fact realistic? Four of the vari-
ables are, in fact, totally in the control of the 
investigator, subject to his or her specifi cation:  α,
β, the ratio of control subjects to study subjects, and 
the minimum relative risk to be detected. Only one 
of the variables requires data derived from other 
sources. For cohort studies, this is the expected 
incidence of the disease in the unexposed control 
group. For case –control studies, this is the expected 
prevalence of the exposure in the undiseased 
control group. In considering this needed informa-
tion, it is important to realize that the entire process 
of sample size calculation is approximate, despite 
its mathematical sophistication. There is certainly 
no compelling reason why an α should be 0.05, 
as opposed to 0.06 or 0.04. The other variables 

chemically to metiamide, another H -2 blocker, 
which had been removed from the market in 
Europe because it caused agranulocytosis. This 
study also collected 10 000 subjects. It found only 
two cases of neutropenia, one in a patient also 
receiving chemotherapy. There were no cases of 
agranulocytosis.7

To establish drug safety, a study must include a 
suffi cient number of subjects to detect an elevated 
incidence of a disease, if it exists. Generally, this is 
calculated by assuming the frequency of the event 
in question is vanishingly small, so that the occur-
rence of the event follows a Poisson distribution, 
and then one generally calculates 95% confi dence 
intervals around the observed results. 

Table A17 in the Appendix presents a table 
useful for making this calculation. 8 In order to 
apply this table, one fi rst calculates the incidence 
rate observed from the study ’s results, that is the 
number of subjects who develop the disease of 
interest during the specifi ed time interval, divided 
by the total number of individuals in the popula-
tion at risk. For example, if three cases of liver 
disease were observed in a population of 1000 
patients exposed to a new non -steroidal anti -
infl ammatory drug during a specifi ed period of 
time, the incidence would be 0.003. The number 
of subjects who develop the disease is the “observed
number on which estimate is based (n) ” in Table 
A17. In this example, it is three. The lower bound-
ary of the 95% confi dence interval for the inci-
dence rate is then the corresponding “lower limit 
factor ( L)” multiplied by the observed incidence 
rate. In the example above, it would be 
0.206 × 0.003 = 0.000618. Analogously, the upper 
boundary would be the product of the correspond-
ing “upper limit factor ( U)” multiplied by the 
observed incidence rate. In the above example, this 
would be 2.92 × 0.003 = 0.00876. In other words, 
the incidence rate (95% confi dence interval) would 
be 0.003 (0.000618 − 0.00876). Thus, the best esti-
mate of the incidence rate would be 30 per 10 000,
but there is a 95% chance that it lies between 6.18 
per 10 000 and 87.6 per 10 000.

In addition, a helpful simple guide is the so -
called “rule of threes, ” useful in the common situ-
ation where no events of a particular kind are 
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important is that the investigator examines his or 
her fi nal assumptions closely, asking whether, 
given the compromises made, the study is still 
worth undertaking. 

Note that the discussion above was restricted to 
sample size calculations for dichotomous variables, 
that is variables with only two options: a study 
subject either has a disease or does not have a 
disease. Information was not presented on sample 
size calculations for continuous outcome variables, 
that is variables that have some measurement, such 
as height, weight, blood pressure, or serum choles-
terol. Overall, the use of a continuous variable as 
an outcome variable, unless the measurement is 
extremely imprecise, will result in a marked 
increase in the power of a study. Details about this 
are omitted because epidemiologic studies unfortu-
nately do not usually have the luxury of using such 
variables. Readers who are interested in more 
information on this can consult a textbook of 
sample size calculations. 9

All of the previous discussions have focused on 
calculating a minimum necessary sample size. This 
is the usual concern. However, two other issues 
specifi c to pharmacoepidemiology are important to 
consider as well. First, one of the main advantages 
of postmarketing pharmacoepidemiologic studies is 
the increased sensitivity to rare adverse reactions 
that can be achieved, by including a sample size 
larger than that used prior to marketing. Since 
between 500 and 3000 patients are usually studied 
before marketing, most pharmacoepidemiologic 
cohort studies are designed to include at least 
10000 exposed subjects. The total population from 
which these 10 000 exposed subjects would be 
recruited would need to be very much larger, of 
course. Case –control studies can be much smaller, 
but generally need to recruit cases and controls 
from a source population of equivalent size as for 
cohort studies. These are not completely arbitrary 
fi gures, but are based on the principles described 
above, applied to the questions which remain of 
great importance to address in a postmarketing 
setting. Nevertheless, these fi gures should not be 
rigidly accepted but should be reconsidered for 
each specifi c study. Some studies will require fewer 
subjects, many will require more. To accumulate 

specifi ed by the investigator are similarly arbitrary. 
As such, only an approximate estimate is needed 
for this missing variable. Often the needed infor-
mation is readily available from some existing data 
source, for example vital statistics or commercial 
drug utilization data sources. If not, one can search 
the medical literature for one or more studies that 
have collected these data for a defi ned population, 
either deliberately or as a by -product of their data 
collecting effort, and assume that the population 
you will study will be similar. If this is not an appro-
priate assumption, or if no such data exist in the 
medical literature, one is left with two alternatives. 
The fi rst, and better, alternative is to conduct a 
small pilot study within your population, in order 
to measure the information you need. The second 
is simply to guess. In the second case, one should 
consider what a reasonable higher guess and a rea-
sonable lower guess might be, as well, to see if your 
sample size should be increased to take into account 
the imprecision of your estimate. 

Finally, what if one is studying multiple outcome 
variables (in a cohort study) or multiple exposure 
variables (in a case –control study), each of which 
differs in the frequency you expect in the control 
group? In that situation, an investigator might base 
the study ’s sample size on the variable that leads to 
the largest requirement, and note that the study 
will have even more power for the other outcome 
(or exposure) variables. Regardless, it is usually 
better to have a somewhat larger than expected 
sample size than the minimum, to allow some 
leeway if any of the underlying assumptions were 
wrong. This also will permit subgroup analyses 
with adequate power. In fact, if there are important 
subgroup analyses that represent a priori hypothe-
ses that one wants to be able to evaluate, one 
should perform separate sample size calculations 
for those subgroups. In this situation, one should 
use the incidence of disease or prevalence of expo-
sure that occurs in the subgroups, not that which 
occurs in the general population. 

Note that sample size calculation is often an 
iterative process. There is nothing wrong with per-
forming an initial calculation, realizing that it gen-
erates an unrealistic sample size, and then modifying 
the underlying assumptions accordingly. What is 
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these sample sizes while performing cost -effective
studies, several special techniques have been devel-
oped, which are described in Part III of this book. 

Second, because of the development of these 
new techniques and the development of large 
automated data systems (see Part IIIB), pharma-
coepidemiologic studies have the potential for the 
relatively unusual problem of too large a sample 
size. It is even more important than usual, there-
fore, when interpreting the results of studies that 
use these data systems to examine their fi ndings, 
differentiating clearly between statistical signifi -
cance and clinical signifi cance. With a very large 
sample size, one can fi nd statistically signifi cant 
differences that are clinically trivial. In addition, it 
must be kept in mind that subtle fi ndings, even if 
statistically and clinically important, could easily 
have been created by biases or confounders (see 
Chapter 3). Subtle fi ndings should not be ignored, 
but should be interpreted with caution. 

References 

1. Makuch RW , Johnson MF . Some issues in the design 

and interpretation of “negative” clinical trials . Arch

Intern Med 1986; 146: 986–9.



Pharmacoepidemiology, Fifth Edition. Edited by Brian L. Strom, Stephen E. Kimmel, Sean Hennessy. 

© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.

62

CHAPTER 5 

When Should One Perform 
Pharmacoepidemiologic Studies? 
  Brian L.     Strom  
Department of Biostatistics and Epidemiology, Center for Clinical Epidemiology and Biostatistics, Perelman School of Medicine 
at the University of Pennsylvania, Philadelphia, PA, USA 

As discussed in the previous chapters, pharmacoepi-
demiologic studies apply the techniques of epidemi-
ology to the content area of clinical pharmacology. 
This chapter will review when pharmacoepidemio-
logic studies should be performed. It will begin with 
a discussion of the various reasons why one might 
perform pharmacoepidemiologic studies. Central to 
many of these is one ’s willingness to tolerate risk. 
Whether one ’s perspective is that of a manufacturer, 
regulator, academician, or clinician, one needs to 
consider the risk of adverse reactions which one 
considers tolerable. Thus, this chapter will continue 
with a discussion of the difference between safety 
and risk. It will conclude with a discussion of the 
determinants of one ’s tolerance of risk. 

Reasons to perform
pharmacoepidemiologic studies

The decision to conduct a pharmacoepidemiologic 
study can be viewed as similar to the regulatory 
decision about whether to approve a drug for mar-
keting or the clinical decision about whether to 
prescribe a drug. In each case, decision making 
involves weighing the costs and risks of a therapy 
against its benefi ts. 

The main costs of a pharmacoepidemiologic 
study are obviously the costs (monetary, effort, 
time) of conducting the study itself. These costs 

clearly will vary, depending on the questions posed 
and the approach chosen to answer them. Generally, 
the cost per patient in a postmarketing study, with 
the exception of postmarketing randomized clinical 
trials, is likely to be at least an order of magnitude 
less than the cost of a premarketing study. Other 
costs to consider are the opportunity costs of other 
research that might be left undone if this research 
is performed. 

One risk of conducting a pharmacoepidemiologic 
study is the possibility that it could identify an 
adverse outcome as associated with the drug under 
investigation when in fact the drug does not cause 
this adverse outcome. Another risk is that it could 
provide false reassurances about a drug ’s safety. Both 
these risks can be minimized by appropriate study 
designs, skilled researchers, and appropriate and 
responsible interpretation of the results obtained. 

The benefi ts of pharmacoepidemiologic studies 
could be conceptualized in four different categories: 
regulatory, marketing, clinical, and legal (see Table 
5.1). Each will be of importance to different organi-
zations and individuals involved in deciding 
whether to initiate a study. Any given study will 
usually be performed for several of these reasons. 
Each will be discussed in turn. 

Regulatory
Perhaps the most obvious and compelling reason 
to perform a postmarketing pharmacoepidemio-
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about one -third of drugs, a requirement which 
increased to over 70% in the 1990s. 1 Many of these 
required studies have been randomized clinical 
trials, designed to clarify residual questions about a 
drug’s effi cacy. Others focus on questions of drug 
toxicity. Often it is unclear whether the pharma-
coepidemiologic study was undertaken in response 
to a regulatory requirement or in response to 
merely a “suggestion” by the regulator, but the 
effect is essentially the same. Early examples of 
studies conducted to address regulatory questions 
include the “Phase IV ” cohort studies performed of 
cimetidine2 and prazosin. 3 These are discussed 
more in Chapters 1 and  3. Now that the FDA has 
the authority to require such studies, such require-
ments are likely to become even more common. 

Sometimes, a manufacturer may offer to perform 
a pharmacoepidemiologic study with the hope that 
the regulatory agency might thereby approve the 
drug’s earlier marketing. If the agency believed that 
any new serious problem would be detected rapidly 
and reliably after marketing, it could feel more 
comfortable about releasing the drug sooner. 
Although it is diffi cult to assess the impact of vol-
unteered postmarketing studies on regulatory deci-
sions, the very large economic impact of an earlier 
approval has motivated some manufacturers to ini-
tiate such studies. In addition, in recent years regu-
latory authorities have occasionally released a 
particularly important drug after essentially only 
Phase II testing, with the understanding that addi-
tional data would be gathered during postmarket-
ing testing. For example, zidovudine was released 
for marketing after only limited testing, and only 
later were additional data gathered on both safety 
and effi cacy, data which indicated, among other 
things, that the doses initially recommended were 
too large. 4

Some postmarketing studies of drugs arise in 
response to case reports of adverse reactions 
reported to the regulatory agency. One response to 
such a report might be to suggest a labeling change. 
Often a more appropriate response, clinically and 
commercially, would be to propose a pharmacoepi-
demiologic study. This study would explore whether 
this adverse event in fact occurs more often in 
those exposed to the drug than would have been 

Table 5.1 Reasons to perform pharmacoepidemiologic 
studies

A. Regulatory
1. Required
2. To obtain earlier approval for marketing 
3. As a response to question by regulatory agency 
4. To assist application for approval for marketing 
elsewhere

B. Marketing
1. To assist market penetration by documenting the 
safety of the drug 
2. To increase name recognition 
3. To assist in re -positioning the drug 

a. Different outcomes, e.g., quality of life and 
economic
b. Different types of patients, e.g., the elderly 
c. New indications 
d. Less restrictive labeling 

4. To protect the drug from accusations about 
adverse effects 

C. Legal
1. In anticipation of future product liability litigation 

D. Clinical
1. Hypothesis testing 

a. Problem hypothesized on the basis of drug 
structure
b. Problem suspected on the basis of preclinical or 
premarketing human data 
c. Problem suspected on the basis of spontaneous 
reports
d. Need to better quantitate the frequency of 
adverse reactions 

2. Hypothesis generating —need depends on whether: 
a. It is a new chemical entity 
b. The safety profi le of the class 
c. The relative safety of the drug within its class 
d. The formulation 
e. The disease to be treated, including 

i. its duration 
ii. its prevalence 
iii. its severity 
iv. whether alternative therapies are available 

logic study is regulatory: a plan for a postmarketing 
pharmacoepidemiologic study is required before 
the drug will be approved for marketing. 
Requirements for postmarketing research have 
become progressively more frequent in recent 
years. For example, in the 1970s the FDA required 
postmarketing research at the time of approval for 
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selected situations, it is extremely expensive and 
less likely to be productive of scientifi cally useful 
information than most other alternatives available. 
In particular, the conduct of a purely marketing 
exercise under the guise of a postmarketing surveil-
lance study, not designed to collect useful scientifi c 
information, is to be condemned. 7 It is misleading 
and could endanger the performance of future sci-
entifi cally useful studies, by resulting in prescribers 
who are disillusioned and, thereby, reluctant to 
participate in future studies. 

Pharmacoepidemiologic studies can also be 
useful to re -position a drug that is already on the 
market, that is to develop new markets for the 
drug. One could explore different types of out-
comes resulting from the use of the drug for the 
approved indication, for example the impact of the 
drug on the cost of medical care (see Chapter 38)
and on patients ’ quality -of-life (see Chapter 39).
One could also explore the use of the drug for the 
approved indication in types of patients other than 
those included in premarketing studies, for example 
in children or in the elderly. By exploring unin-
tended benefi cial effects, or even drug effi cacy (see 
Chapter 37), one could obtain clues to and support-
ing information for new indications for drug use. 
Finally, whether because of questions about effi -
cacy or questions about toxicity, drugs are some-
times approved for initial marketing with restrictive 
labeling. For example, bretylium was initially 
approved for marketing in the US only for the 
treatment of life -threatening arrhythmias. Approval 
for more widespread use requires additional data. 
These data can often be obtained from pharma-
coepidemiologic studies. 

Finally, and perhaps most importantly, pharma-
coepidemiologic studies can be useful to protect the 
major investment made in developing and testing 
a new drug. When a question arises about a drug ’s
toxicity, it often needs an immediate answer, or else 
the drug may lose market share or even be removed 
from the market. Immediate answers are often 
unavailable, unless the manufacturer had the fore-
sight to perform pharmacoepidemiologic studies in 
anticipation of this problem. Sometimes these 
problems can be specifi cally foreseen and addressed. 
More commonly, they are not. However, the avail-

expected in the absence of the drug and, if so, how 
large is the increased risk of the disease. As an 
example, a Medicaid database was used to study 
hypersensitivity reactions to tolmetin, 5 following 
reports about this problem to the FDA ’s Spontaneous 
Reporting System. 6

Finally, drugs are obviously marketed at differ-
ent times in different countries. A postmarketing 
pharmacoepidemiologic study conducted in a 
country that marketed a drug relatively early could 
be useful in demonstrating the safety of the drug 
to regulatory agencies in countries that have not 
yet permitted the marketing of the drug. This is 
becoming increasingly feasible, as both the industry 
and the fi eld of pharmacoepidemiology are becom-
ing more international, and regulators are collabo-
rating more. 

Marketing
As will be discussed below, pharmacoepidemiologic 
studies are performed primarily to obtain the 
answers to clinical questions. However, it is clear 
that a major underlying reason for some pharma-
coepidemiologic studies is the potential marketing 
impact of those answers. In fact, some companies 
make the marketing branch of the company 
responsible for pharmacoepidemiology, rather than 
the medical branch. 

Because of the known limitations in the infor-
mation available about the effects of a drug at the 
time of its initial marketing, many physicians are 
appropriately hesitant to prescribe a drug until a 
substantial amount of experience in its use has 
been gathered. A formal postmarketing surveil-
lance study can speed that process, as well as clari-
fying any advantages or disadvantages a drug has 
compared to its competitors. 

A pharmacoepidemiologic study can also be 
useful to improve product name recognition. The 
fact that a study is underway will often be known 
to prescribers, as will its results once it is publicly 
presented and published. This increased name rec-
ognition will presumably help sales. An increase in 
a product ’s name recognition is likely to result par-
ticularly from pharmacoepidemiologic studies that 
recruit subjects for the study via prescribers. 
However, while this technique can be useful in 
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will presumably be detected at some point. The 
manufacturer also cannot change whether the 
plaintiff suffered legal damages from the adverse 
effect, that is whether the plaintiff suffered a disa-
bility or incurred expenses resulting from a need 
for medical attention. However, even if the drug 
did cause the adverse outcome in question, a man-
ufacturer certainly can document that it was per-
forming state -of-the-art studies to attempt to detect 
whatever toxic effects the drug had. In addition, 
such studies could make easier the defense of 
totally groundless suits, in which a drug is blamed 
for producing adverse reactions it does not cause. 

Clinical
Hypothesis testing
The major reason for most pharmacoepidemiologic 
studies is hypothesis testing. The hypotheses to be 
tested can be based on the structure or the chemical 
class of a drug. For example, the cimetidine study 
mentioned above 2 was conducted because cimeti-
dine was chemically related to metiamide, which 
had been removed from the market in Europe 
because it caused agranulocytosis. Alternatively, 
hypotheses can also be based on premarketing or 
postmarketing animal or clinical fi ndings. For 
example, the hypotheses can come from spontane-
ous reports of adverse events experienced by 
patients taking the drug in question. The tolmetin, 5

piroxicam,8 zomepirac, 9 and ketorolac 10–12 ques-
tions mentioned above are all examples of this. 
Finally, an adverse effect may clearly be due to a 
drug, but a study may be needed to quantitate its 
frequency. An example would be the postmarket-
ing surveillance study of prazosin, performed to 
quantitate the frequency of fi rst -dose syncope. 3 Of 
course, the hypotheses to be tested can involve 
benefi cial drug effects as well as harmful drug 
effects, subject to some important methodologic 
limitations (see Chapter 37).

Hypothesis generating
Hypothesis generating studies are intended to 
screen for previously unknown and unsuspected 
drug effects. In principle, all drugs could, and 
perhaps should, be subjected to such studies. 
However, some drugs may require these studies 

ability of an existing cohort of exposed patients and 
a control group will often allow a much more rapid 
answer than would have been possible if the study 
had to be conducted de novo. One example of 
this is provided by the experience of Pfi zer 
Pharmaceuticals, when the question arose about 
whether piroxicam (Feldene) was more likely to 
cause deaths in the elderly from gastrointestinal 
bleeding than the other non -steroidal anti -
infl ammatory drugs. Although Pfi zer did not fund 
studies in anticipation of such a question, it was 
fortunate that several pharmacoepidemiologic 
research groups had data available on this question 
because of other studies that they had performed. 8

McNeil was not as fortunate when questions were 
raised about anaphylactic reactions caused by 
zomepirac. If the data they eventually were able to 
have9 had been available at the time of the crisis, 
they might not have removed the drug from the 
market. Later, Syntex recognized the potential 
benefi t, and the risk, associated with the marketing 
of parenteral ketorolac, and chose to initiate a post-
marketing surveillance cohort study at the time of 
the drug ’s launch. 10–12 Indeed, the drug was accused 
of multiple different adverse outcomes, and it was 
only the existence of this study, and its subse-
quently published results, that saved the drug in its 
major markets. 

Legal
Postmarketing surveillance studies can theoreti-
cally be useful as legal prophylaxis, in anticipation 
of eventually having to defend against product 
liability suits (see Chapter 9). One often hears the 
phrase “What you don ’t know, won ’t hurt you. ”
However, in pharmacoepidemiology this view is 
shortsighted and, in fact, very wrong. All drugs 
cause adverse effects; the regulatory decision to 
approve a drug and the clinical decision to prescribe 
a drug both depend on a judgment about the rela-
tive balance between the benefi ts of a drug and its 
risks. From a legal perspective, to win a product 
liability suit using a legal theory of negligence, a 
plaintiff must prove causation, damages, and neg-
ligence. A pharmaceutical manufacturer that is a 
defendant in such a suit cannot change whether its 
drug causes an adverse effect. If the drug does, this 
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common diseases are important to study, as many 
patients are likely to be exposed to these drugs. 
Drugs used to treat mild or self -limited diseases also 
need careful study, because serious toxicity is less 
acceptable. This is especially true for drugs used by 
healthy individuals, such as contraceptives. On the 
other hand, when one is using a drug to treat indi-
viduals who are very ill, one is more tolerant of 
toxicity, assuming the drug is effi cacious. 

Finally, it is also important to know whether 
alternative therapies are available. If a new drug is 
not a major therapeutic advance, since it will be 
used to treat patients who would have been treated 
with the old drug, one needs to be more certain of 
its relative advantages and disadvantages. The pres-
ence of signifi cant adverse effects, or the absence 
of benefi cial effects, is less likely to be tolerated for 
a drug that does not represent a major therapeutic 
advance.

Safety versus risk

Clinical pharmacologists are used to thinking about 
drug “safety”: the statutory standard that must be 
met before a drug is approved for marketing in the 
US is that it needs to be proven to be “safe and 
effective under conditions of intended use. ” It is 
important, however, to differentiate safety from 
risk. Virtually nothing is without some risks. Even 
staying in bed is associated with a risk of acquiring 
bed sores! Certainly no drug is completely safe. Yet, 
the unfortunate misperception by the public per-
sists that drugs mostly are and should be without 
any risk at all. Use of a “safe” drug, however, still 
carries some risk. It would be better to think in 
terms of degrees of safety. Specifi cally, a drug  “is safe 
if its risks are judged to be acceptable. ”17 Measuring 
risk is an objective but probabilistic pursuit. A judg-
ment about safety is a personal and/or social value 
judgment about the acceptability of that risk. Thus, 
assessing safety requires two extremely different 
kinds of activities: measuring risk and judging the 
acceptability of those risks. 17 The former is the focus 
of much of pharmacoepidemiology and most of this 
book. The latter is the focus of the following discus-
sion. More detail is presented in Chapter 43.

more than others. This has been the focus of a 
formal study, which surveyed experts in 
pharmacoepidemiology. 13

For example, it is generally agreed that new 
chemical entities are more in need of study than 
so-called “me too ” drugs. This is because the lack 
of experience with related drugs makes it more 
likely that the new drug has possibly important 
unsuspected effects. 

The safety profi le of the class of drugs should 
also be important to the decision about whether to 
conduct a formal screening postmarketing surveil-
lance study for a new drug. Previous experience 
with other drugs in the same class can be a useful 
predictor of what the experience with the new drug 
in question is likely to be. For example, with the 
fi nding that troglitazone had an increased risk of 
liver disease, 14 that became a concern as well with 
the later thiazolidinediones, that is pioglitazone 
and rosiglitazone. 15 Similarly, with the fi nding that 
rofecoxib was associated with myocardial infarc-
tion, that became a concern as well with celecoxib. 16

The relative safety of the drug within its class 
can also be helpful. A drug that has been studied 
in large numbers of patients before marketing and 
appears safe relative to other drugs within its class 
is less likely to need supplementary postmarketing 
surveillance studies. An extension of this approach, 
of course, is comparative effectiveness research (see 
Chapter 32).

The formulation of the drug can be considered 
a determinant of the need for formal screening 
pharmacoepidemiologic studies. A drug that will, 
because of its formulation, be used mainly in insti-
tutions, where there is close supervision, may be 
less likely to need such a study. When a drug is 
used under these conditions, any serious adverse 
effect is likely to be detected, even without any 
formal study. 

The disease to be treated is an important deter-
minant of whether a drug needs additional post-
marketing surveillance studies. Drugs used to treat 
chronic illnesses are likely to be used for a long 
period of time. As such, it is important to know 
their long -term effects. This cannot be addressed 
adequately in the relatively brief time available for 
each premarketing study. Also, drugs used to treat 
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Notably, this is  not a question of the relative risk of 
the disease due to the exposure, but a question of 
the excess risk (see Chapter 3). Use of tampons is 
extraordinarily strongly linked to toxic shock: prior 
studies have shown relative risks between 10 and 
20. However, toxic shock is suffi ciently uncom-
mon, that even a 10 to 20 -fold increase in the risk 
of the disease still contributes an extraordinarily 
small risk of the toxic shock syndrome in those 
who use tampons. 18

In addition, the particular disease caused by the 
drug is important to one ’s tolerance of its risks. 
Certain diseases are considered by the public to be 
so-called “dread diseases, ” diseases that generate 
more fear and emotion than other diseases. 
Examples are AIDS and cancer. It is less likely that 
the risk of a drug will be considered acceptable if it 
causes one of these diseases. 

Another relevant factor is whether the adverse 
outcome is immediate or delayed. Most individuals 
are less concerned about delayed risks than imme-
diate risks. This is one of the factors that have 
probably slowed the success of antismoking efforts. 
In part this is a function of denial; delayed risks 
seem as if they may never occur. In addition, an 
economic concept of “discounting” plays a role 
here. An adverse event in the future is less bad than 
the same event today, and a benefi cial effect today 
is better than the same benefi cial effect in the 
future. Something else may occur between now 
and then, which could make that delayed effect 
irrelevant or, at least, mitigate its impact. Thus, a 
delayed adverse event may be worth incurring if it 
can bring about benefi cial effects today. 

It is also important whether the adverse outcome 
is a Type A reaction or a Type B reaction. As 
described in Chapter 1, Type A reactions are the 
result of an exaggerated but otherwise usual phar-
macological effect of a drug. Type A reactions tend 
to be common, but they are dose -related, predict-
able, and less serious. In contrast, Type B reactions 
are aberrant effects of a drug. Type B reactions tend 
to be uncommon, are not related to dose, and are 
potentially more serious. They may be due to 
hypersensitivity reactions, immunologic reactions, 
or some other idiosyncratic reaction to the drug. 
Regardless, Type B reactions are the more diffi cult 

Risk tolerance

Whether or not to conduct a postmarketing surveil-
lance pharmacoepidemiologic study also depends 
on one ’s willingness to tolerate risk. From a manu-
facturer’s perspective, one can consider this risk in 
terms of the risk of a potential regulatory or legal 
problem that may arise. Whether one ’s perspective 
is that of a manufacturer, regulator, academician, 
or clinician, one needs to consider the risk of 
adverse reactions that one is willing to accept as 
tolerable. There are several factors that can affect 
one’s willingness to tolerate the risk of adverse 
effects from drugs (see Table  5.2). Some of these 
factors are related to the adverse outcome being 
studied. Others are related to the exposure and the 
setting in which the adverse outcome occurs. 

Features of the  adverse outcome
The severity and reversibility of the adverse reac-
tion in question are of paramount importance to its 
tolerability. An adverse reaction that is severe is 
much less tolerable than one that is mild, even at 
the same incidence. This is especially true for 
adverse reactions that result in permanent harm, 
for example birth defects. 

Another critical factor that affects the tolerabil-
ity of an adverse outcome is the frequency of the 
adverse outcome in those who are exposed. 

Table 5.2 Factors affecting the acceptability of risks 

A. Features of the adverse outcome 
1. Severity
2. Reversibility
3. Frequency
4. “Dread disease ”
5. Immediate versus delayed 
6. Occurs in all people versus just in sensitive people 
7. Known with certainty or not 

B. Characteristics of the exposure 
1. Essential versus optional 
2. Present versus absent 
3. Alternatives available 
4. Risk assumed voluntarily 
5. Drug use will be as intended versus misuse is likely 

C. Perceptions of the evaluator 
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Whether any alternative treatments are availa-
ble is another determinant of the acceptability of 
risks. If a drug is the only available treatment for a 
disease, particularly a serious disease, then greater 
risks will be considered acceptable. This was the 
reason zidovudine was allowed to be marketed for 
treatment of AIDS, despite its toxicity and the 
limited testing which had been performed. 4

Analogously, studies of toxic shock syndrome asso-
ciated with the use of tampons were of public 
health importance, despite the infrequency of the 
disease, because consumers could choose among 
other available tampons that were shown to carry 
different risks. 18

Whether a risk is assumed voluntarily is also 
important to its acceptability. We are willing to 
accept the risk of death in automobile accidents 
more than the much smaller risk of death in airline 
accidents, because we control and understand the 
former and accept the attendant risk voluntarily. 
Some people even accept the enormous risks of 
death from tobacco -related disease, but would 
object strongly to being given a drug that was a 
small fraction as toxic. In general, it is agreed that 
patients should be made aware of possibly toxic 
effects of drugs that they are prescribed. When a 
risk is higher than it is with the usual therapeutic 
use of a drug, as with an invasive procedure or an 
investigational drug, one usually asks the patient 
for formal informed consent. The fact that fetuses 
cannot make voluntary choices about whether or 
not to take a drug contributes to the unacceptabil-
ity of drug -induced birth defects. 

Finally, from a societal perspective, one also 
needs to be concerned about whether a drug will 
be and is used as intended or whether misuse is 
likely. Misuse, in and of itself, can represent a risk 
of the drug. For example, a drug is considered less 
acceptable if it is addicting and, so, is likely to be 
abused. In addition, the potential for over -
prescribing by physicians can also decrease the 
acceptability of the drug. For example, in the con-
troversy about birth defects from isotretinoin, there 
was no question that the drug was a powerful tera-
togen, and that it was a very effective therapy for 
serious cystic acne refractory to other treatments. 

to predict or even detect. If one can predict an 
adverse effect, then one can attempt to prevent it. 
For example, in order to prevent aminophylline -
induced arrhythmias and seizures, one can begin 
therapy at lower doses and follow serum levels 
carefully. For this reason, all other things being 
equal, Type B reactions are usually considered less 
tolerable.

Finally, the acceptability of a risk also varies 
according to how well established it is. The same 
adverse effect is obviously less tolerable if one 
knows with certainty that it is caused by a drug 
than if it is only a remote possibility. 

Characteristics of the exposure 
The acceptability of a risk is very different, depend-
ing upon whether an exposure is essential or 
optional. Major adverse effects are much more 
acceptable when one is using a therapy that can 
save or prolong life, such as chemotherapy for 
malignancies. On the other hand, therapy for self -
limited illnesses must have a low risk to be accept-
able. Pharmaceutical products intended for use in 
healthy individuals, such as vaccines and contra-
ceptives, must be exceedingly low in risk to be 
considered acceptable. 

The acceptability of a risk is also dependent on 
whether the risk is from the presence of a treat-
ment or its absence. One could conceptualize 
deaths from a disease that can be treated by a drug 
that is not yet on the market as an adverse effect 
from the absence of treatment. For example, the 
6-year delay in introducing beta -blockers into the 
US market has been blamed for resulting in more 
deaths than all recent adverse drug reactions com-
bined.19 As a society, we are much more willing to 
accept risks of this type than risks from the use of 
a drug that has been marketed prematurely. 
Physicians are taught primum non nocere — fi rst do 
no harm. This is somewhat analogous to our will-
ingness to allow patients with terminal illnesses to 
die from these illnesses without intervention, while 
it would be considered unethical and probably 
illegal to perform euthanasia. In general, we are 
much more tolerant of sins of omission than sins 
of commission. 
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with a discussion of the various reasons why one 
might perform pharmacoepidemiologic studies, it 
reviewed the difference between safety and risk. It 
concluded with a discussion of the determinants of 
one’s tolerance of risk. Now that it is hopefully clear 
when one might want to perform a pharmacoepi-
demiologic study, the next section of this book will 
provide perspectives on pharmacoepidemiology 
from some of the different fi elds that use it. 
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CHAPTER 6 

The Role of Pharmacoepidemiology in 
the Health -Care System and Academia 
  Jerry     Avorn  
Division of Pharmacoepidemiology and Pharmacoeconomics, Department of Medicine, Brigham and Women ’s Hospital, and 
Harvard Medical School, Boston, MA, USA 

Every year the health -care system has more medi-
cations at its disposal, each with its own effi cacy, 
side effects, and cost. But when a new drug is 
introduced into practice, its benefi t -to-risk relation-
ship is often understood in only a preliminary way, 
as is its cost -effectiveness. This provides a limited 
perspective on how it ideally should fi t into daily 
practice and into the health -care delivery system as 
a whole. High -profi le withdrawals of drugs for 
safety reasons, along with prominent warnings 
about widely used medications that remain on the 
market, have caused physicians, patients, and poli-
cymakers to become more aware of drug safety 
concerns. At the same time, health -care systems all 
over the globe are struggling with how to provide 
the most appropriate care in the face of costs rising 
more quickly than infl ation, and increasingly tight 
fi scal constraints. Pharmacoepidemiology can serve 
as a key tool for helping to address all of these 
concerns. These issues are growing in importance 
throughout the heath -care system, and are becom-
ing particularly acute in academic medical centers. 

Once a drug is approved for marketing, its pre-
scription, its use by patients, and its outcomes tra-
ditionally move into a kind of “automatic pilot ”
status. Until recently, scant attention has been paid 
to systematic surveillance of these areas, except for 
the atypical settings of some integrated health -care
delivery systems. The prevailing view has been that 
after the US Food and Drug Administration or com-

parable national authority approves a drug, it is 
used at the discretion of the physician, with little 
formal follow -up of the appropriateness or conse-
quences of such decisions. The problem is made 
more acute by the fact that many regulatory agen-
cies purposely (and often by statute) do not base 
their approval decisions on a medication ’s clinical 
or economic value compared to similar products; 
often superiority over placebo is suffi cient for a drug 
to be approved. In addition, it is generally no one ’s
responsibility (other than the harried prescriber) to 
determine how faithfully patients are adhering to 
the prescribed regimen. It is only recently that more 
attention has been paid to assessing the outcomes 
of medication use on a population level, considering 
what its useful and harmful effects are when it is 
taken by hundreds, thousands, or even millions of 
patients rather than by single individuals in a clini-
cal trial or in routine practice. This shift is being 
brought about by several factors. The fi rst is the 
understanding that some adverse events can be 
identifi ed and their risk adequately quantifi ed only 
by observing its use in large numbers of patients. 
The second is the growing (though still nascent) 
sense that the best perspective on the impact of a 
medication on the health of the public requires 
measuring those outcomes in the health -care
system itself, rather than one person at a time. It is 
here that the insights of pharmacoepidemiology can 
play an increasingly central role. 
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some patients, any approval must by defi nition be 
based on a judgment that a drug ’s effi cacy is  “worth
it” in light of the known and unknown risks of the 
treatment. Yet the trials conducted by a given drug 
manufacturer to win approval are often powered 
(see Chapter 4) to demonstrate success for that 
single product in achieving a prespecifi ed therapeu-
tic endpoint. Especially when this is demonstration 
of superiority over placebo, and/or when the 
required endpoint is reaching a surrogate outcome 
(e.g., a change in a laboratory test such as hemo-
globin A1c or low density lipoprotein [LDL] cho-
lesterol), the number of subjects required for these 
exercises is often inadequate to reveal important 
safety problems, if present. This is exacerbated by 
the extensive exclusion criteria for study participa-
tion, and the often brief duration of these trials. 1

As a result, additional methods often need to be 
applied even to preapproval data to aggregate 
adverse events from multiple study populations to 
provide the power needed to assess safety. If one 
extends the defi nition of pharmacoepidemiology to 
include such systematic aggregation and meta -
analysis (see Chapter 40) of adverse effects data 
from multiple preapproval trials, this represents the 
fi rst opportunity to use these tools to inform the 
appropriate use of medications. An example of this 
is the combining of fi ndings from different smaller 
studies—many of them conducted before the drug 
in question was approved —to produce evidence of 
potential harm for drugs such as rofecoxib (cardio-
vascular harm), 2 rosiglitazone (myocardial infarc-
tion),3 or the selective serotonin reuptake inhibitors 
(SSRIs) used in children (suicidality). 4 Thus, the 
methods of pharmacoepidemiology can begin to 
play a role in addressing drug safety questions to 
inform policy and utilization decisions early in a 
drug’s life cycle. 

Prescribing  practices

Once a drug has entered the health -care delivery 
system, a growing literature documents several 
areas in which prescribing often falls short of exist-
ing knowledge. These issues as well can be eluci-
dated using the tools of pharmacoepidemiology. 

Driven by the pressures noted above, this situa-
tion has begun to change, with growing apprecia-
tion of several important problems, each of which 
can be informed by the methods and tools of 
pharmacoepidemiology: (i) medications that seem 
acceptably safe on approval may prove to have 
important risks which were unnoticed or under -
appreciated at the time of approval; (ii) in typical 
practice, physicians often make prescribing deci-
sions that do not refl ect the best evidence -base or 
guideline recommendations; (iii) this evidence base 
is often thinner than it should be because head -to-
head comparisons of drug effectiveness or safety —
either trial -based or observational —have not been 
done; (iv) as a result, inadequate information is 
available to inform decisions about which drugs 
work best, or most cost -effectively, for specifi c indi-
cations; and (v) patients frequently fail to take their 
medications as directed. 

Pharmacoepidemiology is the core discipline 
required for a rigorous understanding of each of 
these areas, and to guide the development and 
evaluation of programs to address them. Many of 
these topics are discussed in detail in the chapters 
that follow; this chapter provides an overview of 
how the fi eld and its methods can contribute to 
these larger themes in medical care delivery and 
health services research. 

The drug approval  process 

Each national health -care system must grapple 
with the following inherent paradox of pharmacol-
ogy: A new therapy must be evaluated for approval 
at a time when the available data on its benefi ts 
and harms is still modest. Yet, waiting until  “all the 
evidence is in ” can pose its own public health 
threat if this prevents an important new treatment 
from being used by patients who need it. 
Traditionally, pharmacoepidemiology has played 
only a limited role at this stage, because of the 
widely accepted belief that only randomized con-
trolled trials can provide the rigorous evidence of 
effi cacy that is required for drug approval. However, 
since any medication that is effective is bound to 
have some adverse effect in some organ system in 
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tions for the elderly. The availability of clinical 
information made it possible to determine how 
well the regimen of each patient conformed to the 
recommendations of the then -current guidelines of 
the Joint National Committee on Prevention, 
Detection, and Treatment of High Blood Pressure 
(JNC).7 This study found that a substantial propor-
tion of treated hypertensive patients were not 
receiving a regimen consistent with JNC guidelines. 
Often, such suboptimal prescribing involved omis-
sion of an indicated class (e.g., angiotensin convert-
ing enzyme inhibitors in patients with diabetes 
mellitus), or use of a calcium channel blocker when 
a beta -blocker would have been more appropriate 
(e.g., in a hypertensive patient who has had a myo-
cardial infarction). Another analysis reviewed all 
clinical encounters of patients who had fi lled pre-
scriptions for clopidogrel and found that about half 
did not have any evidence of conditions (such as 
coronary artery stenting) for which the drug had 
an approved indication, or any other evidence -
based reasons for its use. 8

Moving up an additional level in database detail, 
more sophisticated health -records systems are 
becoming available each year that integrate phar-
macy data with information from clinical laborato-
ries or data from the visit itself to measure the 
adequacy of use of cholesterol -lowering agents, 
diabetes drugs, or antihypertensives. This makes it 
possible to assess the effectiveness of prescribing 
outcomes for a given physician (or practice or 
system), by measuring how well target metrics 
such as normotension or goal LDL cholesterol or 
hemoglobin A1c are being achieved. In all these 
analyses, pharmacoepidemiology makes it possible 
to evaluate the appropriateness of medication use 
in selected populations, even if it cannot with cer-
tainty determine whether a given prescription in a 
particular patient was the best choice. 

Evaluation of patients’ use of 
drugs in the health-care  system

Beyond the problem of under - or mis -prescribing by 
physicians, under -use of needed drugs by patients 
is one of the most common medication -related

First, and often neglected, is the issue of under -
 prescribing. Studies of many important chronic dis-
eases such as hypertension, hypercholesterolemia, 
and diabetes reveal that many patients with these 
conditions have not been adequately diagnosed by 
their physicians, and when they have, they are 
often not prescribed an adequate regimen to control 
their risks, or even any regimen at all. 5 Even utiliz-
ing a database that includes only drug utilization 
information, pharmacoepidemiology makes it pos-
sible to achieve a good fi rst approximation of the 
problem of under -treatment by measuring the age -
and gender -adjusted prevalence of use of medica-
tions to manage specifi c chronic conditions by a 
given physician, or a given practice or health 
system (see Chapter 24). When patterns of use are 
combined with other research on physician char-
acteristics and decision making, it becomes possible 
to identify more clearly when and how prescribing 
is likely to fall short, insights which can then be 
used to shape programs to improve care (see 
below).6

When medications are used, there is good evi-
dence that physicians frequently do not prescribe 
regimens that are optimal, based on the available 
clinical evidence, or they choose more expensive 
drugs when comparable generic preparations 
would work as well, and be much more affordable. 
Pharmacoepidemiology makes it possible to assess 
the distribution of drugs used for a given indication 
by doctor, practice, or system, even if only drug 
utilization datasets are available, though it is neces-
sary to take into account whether a given pre-
scriber is a specialist who may see in referral most 
of the refractory patients cared for by colleagues. 

If diagnostic data are also available, as they 
increasingly are in many health -care systems, a 
more sophisticated approach can also take into 
account contraindications and compelling indica-
tions related to specifi c drug choices, in order to 
refi ne the assessment of the appropriateness of pre-
scribing in an entire health -care system, or for indi-
vidual clinicians (see Chapter 25). Numerous 
studies have documented shortfalls in several 
domains of care. For example, one study assessed 
all hypertension -related medication use and diag-
noses in one large state -funded program of medica-
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ble to readily measure the prescription -fi lling 
behavior of large numbers of people, it became 
clear that this simple assumption was often false. 11,12

Datasets based on the complete paid -claims fi les 
of drug benefi t programs provided the fi rst means 
of studying adherence in defi ned populations. 
Because such a claim is necessary before the phar-
macy can be paid, and because insured patients 
may be unlikely to pay out -of-pocket to fi ll pre-
scriptions outside the system, such datasets pro-
vided an excellent record of what medications are 
actually dispensed. 13 When such datasets are ana-
lyzed, a grim fact emerges; averaging across studies, 
about half of all medications prescribed for the 
treatment of chronic conditions such as hypercho-
lesterolemia, elevated blood pressure, osteoporosis, 
glaucoma, etc. are not taken. 14 This causes a massive 
and still under -appreciated shortfall —at both the 
clinical and public health levels —in the benefi t that 
these regimens could generate in preventing myo-
cardial infarction, strokes, fractures, or visual loss, 
respectively. 15 The full magnitude of this problem 
is still not completely appreciated by clinicians or 
policymakers.

Because many assessments of under -use are 
based on pharmacy -generated data on fi lled pre-
scriptions, it is sometimes diffi cult to know whether 
non-use of an indicated drug was the result of a 
failure of the patient to fi ll a prescription, or the 
failure of the physician to write it. The advent of 
electronic prescribing is making it possible to defi ne 
this problem more precisely. As bad as the problem 
of low refi ll rates is, these newer analyses have 
made it clear that the situation is even worse. 16 One 
large study found that a fourth of initial prescrip-
tions written electronically were never picked up 
at the pharmacy. 17 As a result, the approximately 
50% rate of non -adherence seen over time in the 
pharmacoepidemiologic datasets based on fi lled 
prescriptions is a best -case scenario, as it does not 
even take into account the additional millions of 
regimens that are not even initiated by the patient. 
Terminology has evolved to defi ne the two aspects 
of this problem: secondary non - adherence refers to the 
failure by a patient to continue on a drug regimen 
that he or she has already begun; primary non -
 adherence occurs when a physician writes a pre-

problems, and one that can be readily identifi ed by 
pharmacoepidemiology. 9 Although it is less striking 
than obvious drug -induced adverse events, under -
use is probably responsible for at least as much 
morbidity and mortality, if not more. To be fully 
understood, this requires the kind of denominator -
grounded population orientation of a pharmacoepi-
demiologic perspective, which is still lacking in 
many health -care systems. 10 Thus, the clinical trial-
ist or the treating physician focuses respectively on 
patients who are assigned to receive a drug in a 
study, or who are prescribed a drug in practice. But 
by expanding the view to the larger population of 
people of which those study subjects or patients 
make up a subsample, the pharmacoepidemiologist 
can also take into account all those people with the 
same diagnoses who are not taking a given drug or 
drug class, perhaps because their clinician did not 
prescribe treatment, or because the patient did not 
have access to the medication, or had stopped treat-
ment because of side effects. 

The failure of a patient to fi ll a prescribed medi-
cation (see Chapter 42) has been described using 
various terms, each with its own sociocultural 
baggage. (In fact, even the word “failure” is loaded 
in this way.) The word  compliance has been criti-
cized because it is seen as depicting a master –
subservient relationship between doctor and 
patient, implying that a “non-compliant” patient is 
engaging in a kind of misbehavior. Many prefer the 
term adherence, which is more neutral. Persistence
refers to the degree to which a patient sticks with 
a regimen over time. Intelligent non - adherence (or 
intelligent non -compliance) describes a situation in 
which a patient stops a therapy because it is pro-
ducing excessively burdensome side effects or 
failing to relieve symptoms effectively. 

The fi eld of modern adherence research (see 
Chapter 42) is relatively new, because assessing 
patient compliance with prescribed medications on 
a large scale required the advent of computerized 
pharmacy claims datasets to make such measure-
ments effi ciently. Until around 1990, this was an 
under -studied area, and most physicians assumed 
that after they wrote a prescription, a patient fi lled 
it and took it more or less as directed. But once the 
methods of pharmacoepidemiology made it possi-
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the coming years is the assessment of the outcomes 
of medication use in typical “real-world” popula-
tions. This perspective is based on the difference 
between effi cacy, which is the effect of a medication 
in the rigorous but idealized setting of a clinical 
trial, compared to its effectiveness, which is a measure 
of its outcomes in typical practice settings (see 
Chapters 32 and  37). These often differ. For 
example, one important conventional randomized 
trial demonstrated convincingly that addition of 
spironolactone to the regimen of patients with con-
gestive heart failure substantially improved their 
clinical status and reduced mortality. 21 However, a 
population-based time -series analysis later found 
that when these fi ndings were applied in routine 
practice by typical physicians treating a much larger 
number of typical patients, there was a signifi cant 
increase in hyperkalemia -associated morbidity and 
mortality. 22 By contrast, an analysis of prescribers ’
response to a different study that provided new 
evidence about optimal management of atrial fi bril-
lation demonstrated a more positive change in 
practice.23

Other “lost in translation ” problems document 
that, despite overwhelming randomized trial evi-
dence showing the effi cacy of warfarin use in pre-
venting stroke in patients with atrial fi brillation, 
population-based studies of older patients living in 
nursing homes revealed a surprisingly low preva-
lence of use of this therapy. 24 Such under -use was 
found to be associated with physicians ’ recent 
experience with adverse events caused by the 
drug,25 as well as by their perceptions and attitudes 
about risks and benefi ts. 26 Other pharmacoepide-
miologic studies of medication use in nursing 
homes have documented similar dramatically low 
use of other well -documented medications in these 
high risk populations, such as drugs to treat oste-
oporosis, even in patients who have already had a 
hip fracture. 27 This kind of real -world population 
research can lay the foundation for enlightened 
interventions to address such non -use, by address-
ing its underlying causes. 

Pharmacoepidemiologic methods can also be 
used to track the diffusion of new medication 
classes into practice, 28 as well as the reaction of 
practitioners in various settings to new information 

scription that the patient does not even fi ll for the 
fi rst time. 

These fi ndings about adherence have implica-
tions for other aspects of pharmacoepidemiologic 
studies, described in other chapters. First, they raise 
important concerns about the validity of large data-
bases (such as the UK General Practice Research 
Database) that defi ne drug exposure in terms of 
what a doctor prescribed, as opposed to what the 
patient actually obtained from the pharmacy (see 
Chapter 15). Second, the very high rates of non -
use in typical practice settings cast doubt on rand-
omized trial -based assumptions about the clinical 
benefi t, public health impact, and cost -effectiveness
of many regimens in widespread use. This issue 
points up the value of the “real-world” analyses 
performed by pharmacoepidemiologists using data 
from typical practice settings (see Chapters 32
and 37).

Many pharmacoepidemiologic studies have 
attempted to identify risk factors for poor adher-
ence, with the goal of helping prescribers to spot 
proactively which patients are likely to be non -
adherent.18 Yet this literature has identifi ed remark-
ably few such predictors. High drug cost has been 
one, especially in patients without adequate phar-
macy benefi t insurance. Such studies have also 
demonstrated that insured patients prescribed a 
higher -cost medication adhere less well to their 
regimens than those prescribed a lower -cost generic 
in the same therapeutic class. 19 Another consistent 
risk factor has been race, suggesting an important 
problem in physician –patient communication and/
or trust for non -white patients. 20 But other varia-
bles such as physician characteristics or patient age, 
level of education, or morbidity, have not consist-
ently been found to be associated with poor medi-
cation adherence, making the management of this 
common problem even more diffi cult. 

Assessment of the quality and 
outcomes of medication use
in populations

An application of the tools of pharmacoepidemiol-
ogy that is certain to see more widespread use in 
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drug benefi t plans, and found that the change in 
benefi t design signifi cantly improved adherence. 31

Not all such policy interventions are as well -
conceived. Hard -pressed governmental programs 
such as Medicaid must often resort to prior -approval
requirements for certain costly drugs, which require 
prescribers to seek permission from the program 
before a given medication is dispensed. Sometimes 
the criteria that determine whether permission is 
granted are evidence -based and plausible; other 
times they are not. 32,33 The methods of pharma-
coepidemiology are increasingly used to assess the 
clinical and economic consequences of such 
policies.34–36 One study documented an increase in 
use of clopidogrel in one Canadian province after 
a highly restrictive policy was replaced with a more 
lenient one; importantly, this change was associ-
ated with a signifi cant concomitant reduction in 
adverse cardiovascular outcomes. 37

Interventional
pharmacoepidemiology

Once the tools of pharmacoepidemiology make it 
possible to defi ne patterns of suboptimal use, such 
as poor drug choices, under -use, over -use, and 
problematic dosing, such surveillance can be 
employed to identify problems that may be ame-
nable to interventions to improve utilization. 
Although epidemiology is traditionally seen as 
a merely observational discipline, it can also be 
used for what might be called “interventional
epidemiology”—in this case, using the tools of 
pharmacoepidemiology to defi ne baseline medica-
tion use, to direct the implementation of programs 
to improve such use, and then to employ the same 
rigorous ascertainment of practice patterns and 
clinical events to evaluate the effectiveness of those 
interventions.

One example of such interventional pharma-
coepidemiology has been the development, testing, 
and widespread deployment of the form of educa-
tional outreach known as “academic detailing ”,
discussed in greater detail in Chapter 25. This 
approach was designed to build on observational 
data showing that prescribing patterns often appear 

about drug risks, as in the case of warnings about 
the cardiovascular toxicity of rosiglitazone. 29

Policy analysis

Usually, policy changes are implemented in the 
health-care system with no systematic plans for 
their evaluation, and no follow -up studies of their 
impact; this can be hyperbolically but poignantly 
characterized as a form of large -scale sloppy human 
experimentation without informed consent. Such 
changes in benefi t design are often applied to med-
ication use. However, even if a policy is changed in 
a way that does not anticipate an evaluation, 
population-based observational studies after the 
fact can still yield important conclusions concern-
ing its effects, both good and bad. For example, 
when the Canadian province of British Columbia 
implemented a reference -pricing policy for antihy-
pertensive medications in which it reimbursed 
only the cost of an effective generic drug in several 
classes, critics charged that any savings would 
come at the cost of increased morbidity and health -
care utilization. However, a careful time -series
analysis of all medication use, physician visits, and 
hospital care in the province before and after policy 
implementation provided compelling evidence that 
the new reimbursement system produced no 
important clinical downsides, but did achieve sub-
stantial savings for the provincial health -care
budget.30 Such observational methods have also 
been combined with population -based randomized 
policy trials, and were found to yield similar 
results.30

Similarly, one large U.S. employer introduced a 
change in its drug benefi t plan that reduced or 
eliminated patient co -payment requirements for 
cholesterol-lowering drugs and an expensive anti -
platelet agent. While this new policy seemed intui-
tively appealing, no plan had been put in place to 
determine whether the additional costs incurred by 
the employer would result in patient benefi t. A 
pharmacoepidemiologic analysis compared adher-
ence rates to these medications by employees of 
that company with rates for comparable people 
insured by similar employers with less generous 
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Economic assessment of 
medication-related issues

Once assessments of drug use are performed in a 
population-based dataset that contains information 
on expenditures as well as utilization, it is possible 
to assess the economic impact of such prescribing 
issues as well (see also Chapter 38). The above 
study of patients treated for hypertension, for 
example, found that better adherence to the guide-
line recommendations of JNC would not only have 
led to more evidence -based prescribing (and there-
fore better clinical outcomes), it would also have 
resulted in savings of $1.2 billion annually if the 
fi ndings were projected nationally. 7 Similarly, the 
clopidogrel-use study suggested that if aspirin had 
been substituted in patients who lacked an 
evidence-based or FDA -approved indication for use 
of the more costly drug, it would have saved $1.5 
billion at a national level. 8

Another important application of pharmacoepi-
demiology to the economic assessment of medica-
tions builds on its capacity to model the effects of 
clinical trials well beyond their often brief dura-
tion.43 For example, although statins usually must 
be taken for a lifetime, the randomized trials dem-
onstrating their benefi t often last for a much 
shorter time, often under 2 years. Epidemiologic 
methods make it possible to project the likely tra-
jectories of simulated study subjects in both the 
experimental and control arms of a study. Based 
on differences observed during the trial itself, 
and some assumptions about their durability —
assumptions that should be both transparent and 
conservative—it becomes possible to estimate the 
lifelong benefi ts, risks, and costs of use of such 
treatments.44

The academic medical center

The academic medical center represents a special 
case of inquiry for pharmacoepidemiology, and one 
where it can make particularly useful contribu-
tions. These centers are the home base for many 
researchers in the fi eld, and such settings are more 
likely than many routine practices to have available 

to be shaped by the promotional efforts of drug 
manufacturers more strongly than by evidence -
based guidelines. This is in large part because drug 
companies are much more effective in communi-
cating their messages about what clinicians should 
prescribe than are academics. Much of this success-
ful behavior change results from the activities of 
pharmaceutical sales representatives, known as 
“detailers,” who go to the physician ’s offi ce and 
engage in interactive conversations with the clini-
cian that are specifi cally designed to change pre-
scribing behavior. By contrast, most traditional 
continuing medical education offered by the aca-
demic world is far more passive; the physician is 
expected to proactively come to a central location 
to attend a didactic presentation, usually with little 
interaction or feedback, and no clear -cut behavio-
ral goal. 

In the early 1980s, the academic detailing 
approach was developed, which used the engaging 
interactive outreach of the pharmaceutical indus-
try, but put it in the service of transmitting 
messages based solely on evidence -based recom-
mendations of optimal prescribing, developed by 
academic physicians. 38 Building on pharmacoepi-
demiologic assessment of overall prescribing pat-
terns in a given area, the method was then tested 
in several population -based randomized trials in 
which it was shown to be effective in improving 
prescribing, as well as in reducing unnecessary 
medication expenditures. 39–41

The fi rst academic detailing programs represent 
some of the earliest uses of population -based medi-
cation use datasets (in this case, from US Medicaid 
programs) to defi ne medication use by large and 
well-defi ned populations of practitioners and 
patients. The availability of complete data on actual 
claims from the programs ’ pharmacy datasets made 
possible a rigorous assessment of their effi cacy as 
well as of their cost -effectiveness. Based on these 
initial observations, such programs have been sub-
jected to over 60 subsequent randomized trials, and 
are now in widespread use globally. 42 In the US, the 
largest of these is the non -profi t Independent Drug 
Information Service (www.RxFacts.org), which 
serves state -funded health -care programs in several 
states.
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Consortia of academic
medical center programs for 
pharmacoepidemiologic research 

As the fi eld of pharmacoepidemiology matures, 
new collaborations are emerging to enhance the 
capacity of the health -care delivery system and of 
academic centers to address important questions in 
medication use. Such collaborations can bring 
together large groups of patients for study, increas-
ing the size of populations available for research, 
as well as their diversity and representativeness. 
Equally importantly, such consortia can bring 
together the expertise of several groups whose 
skills may be complementary in addressing the dif-
fi cult methodologic issues inherent in observa-
tional studies of drug use and outcomes. The 
European Medicines Agency has created ENCePP, 
the Euro pean Network of Centres for Pharma-
coepidemiology and Pharmacovigilance. 50 This 
consortium has several features that hold promise 
of advancing the use of pharmacoepidemiology in 
the health -care setting. The project has developed 
an inventory of European research centers and 
data sources in pharmacoepidemiology and phar-
macovigilance, and provides a public index of such 
resources. ENCePP has also developed an elec-
tronic register of studies that provides a publicly 
accessible means of identifying all registered 
ongoing projects in pharmacoepidemiology and 
pharmacovigilance. In order to be registered and 
receive formal ENCePP approval, study investiga-
tors must agree to a Code of Conduct 51 which sets 
forth a set of principles for such studies concerning 
methodologic practices and transparency; they 
must also agree to adhere to a checklist of meth-
odologic standards. 52 It is anticipated that ENCePP 
will also make study designs and data available 
publicly, to enable others to scrutinize methods 
and even re -analyze study data. This should help 
to increase the standards for pharmacoepidemio-
logic research globally. 

In the United States, the federal Agency for 
HealthCare Research and Quality (AHRQ) has 
established the DEcIDE network (Developing 
Evidence to Inform Decisions about Effectiveness), 
to help inform policymakers about the comparative 

the electronic datasets that make such analyses 
possible. Although the patients cared for in the 
acute hospital setting comprise a temporary popu-
lation, data on the medications they receive and 
the outcomes that result can nonetheless benefi t 
from the perspectives and tools of pharmacoepide-
miology. For example, one study assessed the use 
of erythrocyte stimulating agents such as erythro-
poietin to defi ne how it was being used, as well as 
the adequacy of concurrent treatment with other 
required therapies, such as iron. 45 Similarly, aca-
demic medical centers can provide an opportunity 
to study medication -related adverse outcomes 
in patients undergoing invasive procedures. For 
example, conventional pharmacoepidemiologic 
methods make it possible to defi ne cohorts of 
cardiac surgery patients exposed to agents such as 
aprotinin or hetastarch, and then observe peri - and 
postoperative outcomes including hemorrhage and 
other postoperative morbidity and mortality. In 
each of these cases, pharmacoepidemiology applied 
to routine use of inpatient medications made it 
possible to defi ne serious adverse events whose 
frequency and severity had been previously 
under -appreciated.46,47

The application of population -based approaches 
can then make it possible to subject problematic 
prescribing in an academic medical center to data -
guided interventions, particularly if a computer -
based order -entry system is being used (see Chapter 
45).48 Until recently, this was possible only in 
advanced comprehensive health -care organiza-
tions. But in any institution in which prescriptions 
are written on a computerized order -entry system, 
prompts can be installed to propose more evidence -
based medication use. 49 In addition, academic 
detailing programs or other interventions can then 
be deployed to address specifi c prescribing prob-
lems, and evaluated using the same order -entry
data.40 For academic medical centers that evolve in 
the coming years to become the hubs of compre-
hensive “accountable care organizations, ” the 
availability of such data and investigator teams will 
make it possible to use these epidemiologic tools to 
study—and improve —the patterns of use and out-
comes of medications across the entire inpatient –
outpatient continuum of care. 
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of their own products, and more than clinicians ’
received wisdom or traditional prescribing habits. 
Nor will the interest of some insurers in fi nding the 
most inexpensive medication necessarily lead to 
optimal outcomes clinically, economically, or ethi-
cally. Pharmacoepidemiology (and its spinoff disci-
pline, pharmacoeconomics) bring to an increasingly 
challenged health -care system the tools that make 
possible rigorous quantitative assessment of the 
good and harm that specifi c medications provide, 
and hold the promise of applying science to thera-
peutic decisions that are still too dominated by 
other forces. 

The development of new approaches and pro-
grams in this emerging discipline, and their growing 
uptake to guide real -world decision making at both 
the clinical and policy levels, bode well for the 
evolution of health -care delivery into a more data -
driven enterprise. If these encouraging trends 
continue, it will mark the transition of pharma-
coepidemiology from a small, under -populated dis-
cipline at the fringe of the worlds of health -care
delivery and academic medicine, to a vibrant, 
growing discipline at their very center. 
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effectiveness and safety of alternative treatment 
approaches (see also Chapter 32 on comparative 
effectiveness research). It has established a particu-
lar focus on methodologic issues, since they play 
such a critical role in the validity and generalizabil-
ity of non -randomized comparative effectiveness 
studies. The CERTs program (Centers for Education 
and Research in Therapeutics) is another AHRQ 
program, designed to support academic programs 
seeking to study medication risks and benefi ts, and 
to optimize the use of those medications. 

Other examples in the United States of consortia 
of delivery systems and/or academic centers to 
further pharmacoepidemiologic research are the 
Sentinel Initiative of the FDA, mandated to perform 
postmarketing surveillance of adverse events (see 
Chapter 30), and the HMO Research Network (see 
Chapter 12). These are described in later chapters. 

A major milestone in the real -world application 
of pharmacoepidemiologic methods in the US 
health-care system was the establishment in 2010 
of the Patient -Centered Outcomes Research 
Institute (PCORI). A product of the health -care
reform program enacted the same year, PCORI 
was designed to be a stable source of ongoing 
funding for comparative effectiveness research, 
which will largely involve the study of medications, 
often by means of observational studies (see also 
Chapter 32).53

The future 

The continuing evolution of health -care systems in 
both the industrialized and the developing worlds 
will likely bring about a growing role for pharma-
coepidemiology in a wide variety of settings. 
Continuing research on the fundamental mecha-
nisms of disease is leading to new medications of 
unprecedented effi cacy that also carry daunting 
risks of toxicity, and often enormous costs. Health -
care systems all over the world face pressures as 
never before to provide only those interventions 
that have the best effi cacy and safety, but also at 
the most affordable price. To accomplish this will 
require a reliance on more than manufacturers ’
assessments of the utility, safety, or economic value 
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CHAPTER 7 

The Role of Pharmacoepidemiology 
in Industry 
  Jingping     Mo  ,     Nicolle M.     Gatto  ,     Rachel E.     Sobel  , and     Robert F.     Reynolds  
Pfi zer Inc., New York, NY, USA 

Introduction 

Epidemiology is recognized as a key component of 
risk management and safety assessment activities 
during pre - and postapproval drug development. In 
addition to risk management, epidemiology con-
tributes to several other important functions within 
a biopharmaceutical company, including product 
planning, portfolio development, and the commer-
cialization of drugs. The use of epidemiology to 
support the commercialization and appropriate 
marketing of drugs, including studies of benefi cial 
drug effects, health economics, and quality -of-life
measures, are discussed elsewhere in this book (see 
Chapters 37 to  39). The most visible contribution 
of epidemiology in the biopharmaceutical industry 
is arguably drug safety evaluation, including the 
contextualization of safety signals and examination 
of specifi c research hypotheses. To meet these aims, 
epidemiologists design and implement background 
epidemiologic studies among indicated popula-
tions, risk management interventions and evalua-
tions, and postapproval safety studies. Additionally, 
epidemiologists contribute strategy, content, and 
expertise to global risk management plans (RMP), 
pediatric investigation plans (PIP), and orphan 
drug applications and are key contributors in inter-
actions with regulatory authorities. This chapter 

discusses the specifi c application of pharmacoepi-
demiology to safety assessment throughout the 
development lifecycle from the perspective of epi-
demiologists working within the biopharmaceuti-
cal industry. 

Regulatory and industry focus
on risk management and 
epidemiology

Biopharmaceutical risk management is fundamen-
tally concerned with preserving a favorable benefi t –
risk balance in patients using a medicine, vaccine, 
or device. There are many tools by which this 
goal can be achieved, but risk assessment and  risk
mitigation are the two primary components of 
risk management. Epidemiologists play a vital role 
in the quantifi cation and interpretation of risk. 
Preapproval, they contextualize risks emerging 
from clinical studies by understanding the back-
ground rates of occurrence in the indicated popula-
tion; postapproval, they assess the safety of drugs 
as used in actual clinical practice. Epidemiologists ’
training in observational research, data analysis 
and interpretation, and survey and program design, 
also contributes to effective risk mitigation program 
planning and assessment. 

The views expressed are those of the authors, which are not necessarily those of Pfi zer Inc.
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public questioned the effectiveness of the FDA ’s
methods to assess and approve drugs. The Institute 
of Medicine (IOM) was tasked with evaluating the 
US drug safety system and making recommenda-
tions for improvements to risk assessment, safety 
surveillance, and the safer use of drugs. The IOM 
focused on the US FDA ’s structure and function, 
but also assessed the role of the biopharmaceutical 
industry, academia, the health -care system, the leg-
islature, patients, and the public. The IOM commit-
tee made numerous recommendations, several of 
which pertained to epidemiologists. The IOM rec-
ommended that the FDA receive additional funding 
and staff; improve communications on drug safety, 
including a larger role for the drug safety staff; and, 
most importantly, be given additional authority 
and enforcement tools. 3

As a result of the IOM report and other stake-
holder research and advocacy, Congress passed the 
Food and Drug Administration Amendment Act 
FDAAA 2007 (PL 110 -85). The FDAAA further 
strengthened the FDA ’s oversight of risk manage-
ment activities (see Chapter 29). Previously, 
RiskMAPs and postapproval commitment studies 
were defi ned agreements between industry and the 
Agency. Although the FDA frequently required 
such studies of sponsors of new drugs, its legal 
authority to require and enforce completion of 
these activities postapproval was perceived by 
many to be limited. With FDAAA, the FDA was 
granted the ability to mandate postapproval studies 
(postmarketing requirements, or PMR) and risk 
mitigation evaluation strategies (REMS; see section 
later in this chapter for further information) by 
imposing substantial fi nes for non -compliance or 
denial/revocation of drug approval. FDAAA also 
allowed for voluntary postmarketing commitments 
(PMC), that is studies that may not necessarily be 
required but could provide important public health 
information. Observational studies could be either 
PMRs or PMCs, and are further described in the 
guidance issued in 2011. 4

Europe had similar legislation passed in 2005, 
The Rules Governing Medicinal Products in the European 
Union - Volume 9A, which provide guidelines on 
pharmacovigilance and risk management between 
companies and the European Medicines Agency 

The evolution of biopharmaceutical
risk management
Between food, drugs, and cosmetics, it is estimated 
that the US FDA is responsible for regulating 25% 
of the US gross national product. 1,2 Safety has 
been a central theme in biopharmaceutical regula-
tion since the fi rst Food and Drug Act of 1906, 
which prohibited the manufacture and sale of mis-
labeled or adulterated drugs. It was not until 1938 
however that manufacturers and marketers were 
required to demonstrate the safety of drugs as a 
result of more than 100 deaths from an adulterated 
sulfanilamide preparation. Amendments in 1962 
extended the requirement to both effi cacy and 
safety after birth defects were found to be associ-
ated with the use of thalidomide. In the interven-
ing years, the FDA handled risk management type 
activities on a case -by-case basis, such as requiring 
manufacturers to communicate to prescribers and 
patients via Dear Healthcare Professional Letters 
or Patient Package Inserts, respectively. The fi rst 
restricted distribution product came in 1990 with 
clozapine, in which patients could not receive a 
prescription until safe -use conditions, i.e., no 
agranulocytosis, were demonstrated (the “no blood 
no drug ” campaign). 

Public pressure to speed drug approvals for HIV 
and cancer drugs led to the Prescription Drug User 
Fee Act (PDUFA). Ten years later, the concern 
that speed might come at the expense of fully eval-
uating safety led to the inclusion of a risk manage-
ment framework for safety assessment in PDUFA 
III of 2002. For the fi rst time, dedicated funding 
was provided to the FDA for risk management 
resources. In response to this regulation, the FDA 
issued three guidances in 2005 on: (i) Premarketing 
Risk Assessment, (ii) Pharmacovigilance and 
Pharmacoepidemiology, and (iii) Risk Minimization 
Action Plans (RiskMAPs). By 2007, at least 16 
products had RiskMAPs, which could include any 
combination of enhanced education, reminder 
systems, or performance -linked access, such as 
restricted distribution, to minimize risks and main-
tain a positive benefi t –risk profi le in appropriate 
patient populations. 

After a number of widely used drugs were with-
drawn in 2004 and 2005 for safety reasons, the 
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safety of drugs: the clinical trials supporting the 
New Drug Application (NDA) and, once the drug 
is marketed, spontaneous reports received through-
out the world (see Chapter 10). Clinical trials and 
spontaneous reports are useful and have a unique 
place in assessing drug safety. However, both 
sources have limitations that can be addressed, in 
part, by the proper use of observational epidemiol-
ogy. Epidemiologic studies complement these two 
sources of data to provide a more comprehensive 
and pragmatic picture of the safety profi le of a drug 
as it is used in clinical practice. 

Pharmacoepidemiologic study designs
Pharmacoepidemiologic studies can be descriptive 
or analytic in nature, may involve existing data 
or primary data collection, and may be used to 
generate or examine hypotheses. Industry epide-
miologists compile drug safety information from 
published epidemiologic literature, pooled clinical 
trials, trial extensions, electronic health records 
(e.g., insurance claims data or electronic medical 
records), and de novo observational studies (see 
Part III of this book). Commonly used study 
designs include the prospective or retrospective 
cohort study, case –control study, or cross -sectional
study (see Chapter 3). To address any specifi c 
product safety concern, it is important to consider 
all potential study design options before choos-
ing the most appropriate one and implement 
epidemiologic study in accordance with the 
Guidelines for Good Pharmacoepidemiology Practices 
(GPP).5

In addition to typical epidemiologic designs, 
depending on the specifi c safety research hypoth-
esis, epidemiologists design and implement 
enhanced surveillance studies, large simple trials, 
and case -crossover studies. Enhanced surveillance 
studies can be defi ned as descriptive studies 
intended to solicit information on adverse events 
among a specifi ed population such that the numer-
ator and denominator are as complete as possible, 
potentially allowing calculation of incidence. An 
example describing the enhanced surveillance 
program established for juvenile idiopathic arthritis 
can be found later in this chapter in the section on 
pediatrics.

(EMA). EU law requires companies to submit a 
formal risk management plan (RMP) with each 
marketing authorization application (MAA). The 
EU defi nes risk management as a set of pharma-
covigilance activities and interventions designed to 
identify, characterize, prevent, or minimize 
risks relating to medicinal products, including the 
assessment of the effectiveness of those interven-
tions. The RMP contains two key sections: (I) Safety 
Specifi cation/Pharmacovigilance Plan and (II) 
Evaluation of the Need for Risk Minimization 
Activities, and the associated plan if applicable. 
Safety Specifi cations include known and hypothet-
ical risks, or areas of missing information. The RMP 
also requires the MAA to provide extensive back-
ground epidemiologic data on the incidence and 
prevalence of the risks (safety specifi cations) in the 
underlying disease population, in addition to the 
incidence and prevalence of the disease itself. 
The Pharmacovigilance Plan section describes 
any planned and ongoing studies, for example 
pharmacoepidemiologic or non -clinical studies, or 
enhanced surveillance activities. In addition, 
Volume 9A defi nes the criteria and reporting obli-
gations for “post authorization safety studies, ” or 
PASS, which includes most postapproval epidemio-
logic studies to monitor the safety of drugs in actual 
clinical practice. Finally, the  “Evaluation” section of 
the RMP summarizes any risk minimization activi-
ties and their evaluation plans, similar to REMS in 
the US. While epidemiology has become increas-
ingly important to risk management over the last 
three decades, FDAAA and Volume 9A have further 
solidifi ed epidemiology ’s role in informing the 
benefi t –risk of medicines throughout the develop-
ment lifecycle. 

Epidemiology in drug safety
evaluation

Background 
The safety profi le of any drug refl ects an evolving 
body of knowledge extending from preclinical 
investigations through the postapproval lifecycle of 
the product. Drug manufacturers traditionally 
relied on two major sources for information on the 
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A large simple trial (LST) is a hybrid design that 
combines randomization to treatment with obser-
vational follow -up of patients (see Chapter 36).
This design allows for theoretical balance of known 
and unknown confounding factors, while main-
taining more real -world safety assessment than 
typical clinical trials. By maintaining simplicity in 
study procedures, including the study ’s inclusion/ 
exclusion criteria, patients ’ use of concomitant 
medications and the frequency of patient monitor-
ing, the LSTs approximate real life practice. Further, 
the large study size provides the power needed to 
evaluate small absolute and relative risks. An 
example of a LST is illustrated in ziprasidone ’s
ZODIAC Large Simple Trial in Case study  7.1.

The case -crossover study design, which is analo-
gous to a traditional matched case –control design 
and was developed to assess effects of intermittent 
exposures on diseases with abrupt onset, is cur-
rently being used to evaluate whether PDE5 inhibi-
tors (i.e., sildenafi l, vardenafi l, and tadalafi l), as a 
class, trigger the onset of acute non -arteritic ante-
rior ischemic optic neuropathy (NAION). 14 It would 
be very challenging to identify appropriate controls 
with a standard case –control study design. Thus, 
the case -crossover study was considered the pre-
ferred design as compared to the matched case –
control study since: PDE5 inhibitors are taken on 
an as -needed basis, which constitute an intermit-
tent exposure; acute NAION is characterized by 
sudden onset and is experienced by the patient as 
an abrupt visual change, often fi rst detected upon 
awakening; and each case subject is effectively 
matched to himself, so that the potential effects of 
confounders that vary over long periods of time, 
such as age, diabetes, and hypertension, are effec-
tively held constant. 

Data sources for 
pharmacoepidemiologic studies
In order to respond rapidly and responsibly to 
safety issues, high quality and valid data resources 
must be available. As a result of this need, the 
development and use of record linkage and auto-
mated databases, including hospital databases, has 
experienced considerable growth over the past two 
decades (see Part IIIB of this book). These databases 

offer several advantages over de novo epidemio-
logic studies or expanding the scope of clinical 
trials. First, automated databases are usually large 
in size, ranging from hundreds of thousands to mil-
lions of patients, often with many years of “obser-
vation.” A second advantage is speed; since 
information on study subjects is already computer-
ized, the data can be accessed quickly rather than 
waiting years for results of studies in which patients 
are identifi ed and followed over time. The third 
advantage is cost relative to prospective studies. 
Clinical trials or other prospective observational 
studies may cost millions of dollars, compared to 
hundreds of thousands of dollars for database 
studies.

Considerable progress has been made in the 
development of new and existing research data-
bases containing information on drug usage and 
health-related outcomes. This progress is advanta-
geous as a variety of data sources are necessary for 
research in pharmacoepidemiology. The limitations 
of many automated datasets are well established 
and need to be considered before conducting a 
study on a newly marketed medication. Each data 
source will have its own strengths and limitations, 
which are usually related to important factors: the 
reasons for collecting the data (e.g., research, moni-
toring clinical practice, or reimbursement); the type 
of data collected and its coding systems; the 
resources devoted to evaluating and monitoring 
the research quality of the data; and national or 
regional variations in medical practice (see also 
Chapter 11). A common research limitation of 
automated data sources is that suffi cient number of 
users may not yet be recorded, or the medication 
may not be marketed in the country where the 
database is located. Some data resources suffer 
from a considerable “lag-time” between data entry 
and availability for research purposes. Further, 
even though many health maintenance organiza-
tions have overall enrollments of hundreds of 
thousands of members, these numbers may be 
inadequate to study the risks of extremely rare 
events associated with a specifi c drug or the drug 
may not be contained in the HMO ’s limited research 
database. Finally, results from these sources are 
often limited in their generalizability. 
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Case study 7.1 Risk management: ziprasidone
The FDA approved ziprasidone for the treatment of 
schizophrenia in February 2001. Initially, in June 1998, 
the Sponsor (Pfi zer Inc.) of the ziprasidone NDA received 
a not approvable letter based on “the judgment that 
ziprasidone prolongs the QTc and that this represents a 
risk of potentially fatal ventricular arrhythmias that is 
not outweighed by a demonstrated and suffi cient 
advantage of ziprasidone over already marketed 
antipsychotic drug products ”.6 The letter of non -approval
recommended that the Sponsor perform an additional 
study to determine the QTc effect of ziprasidone at peak 
plasma concentration in comparison with other atypical 
antipsychotics and with several standard antipsychotics. 6

The Sponsor conducted a comparative clinical study of 
six antipsychotics which indicated ziprasidone ’s QT c
interval at steady state was 10 milliseconds greater than 
that of haloperidol, quetiapine, olanzapine, and 
risperidone and approximately 10 milliseconds less than 
that of thioridazine; further, the results were similar in 
the presence of a metabolic inhibitor. 7 Following the 
1998 non -approval, the sponsor also conducted 
descriptive and comparative epidemiologic studies to 
quantify the risk of mortality and cardiovascular disease 
among schizophrenic patients receiving 
pharmacotherapy, and conducted an innovative 
postapproval study for assessing the safety of 
ziprasidone.

Descriptive epidemiologic studies

Numerous studies have documented that patients with 
schizophrenia have higher mortality rates than the 
general population but few had examined if these rates 
changed following the introduction of atypical 
antipsychotics. Prior to approval, and as part of the 
ziprasidone epidemiology program during the drug ’s
development, two descriptive epidemiologic studies were 
conducted: one in the US used United Healthcare ’s
Research Database 8 and another in Canada used 
Saskatchewan Health ’s database. 9 The results confi rmed 
that patients with schizophrenia have higher background 
rates of mortality and cardiovascular outcomes, 
regardless of treatment type. 

Comparative epidemiologic studies

In an effort to determine the  “real-world” effects of the 
use of QT c prolonging drugs among patients with 
schizophrenia, the sponsor also conducted two 
comparative epidemiologic studies of antipsychotics 
already on the market using data from the US Medicaid 
system10 and the UK General Practice Research 

Database.11 These studies compared antipsychotics with 
varying propensities for QT c prolongation, from lower to 
higher: haloperidol, risperidone, clozapine, and 
thioridazine. The results indicated that rates of sudden 
death and cardiac events are similar among users of 
haloperidol, clozapine, risperidone, and low -dose
thioridazine, but that users of high -dose thioridazine 
have higher rates of these events. 

Postapproval  safety study: ZODIAC large
simple trial

The Ziprasidone Observational Study of Cardiac 
Outcomes (ZODIAC) was a large simple trial designed to 
examine the “real-world” cardiovascular safety of 
ziprasidone compared with olanzapine. 12 The defi ning 
characteristics of ZODIAC included:
• Prospective study large enough to detect small risks: 

18154 patients from 18 countries: Argentina, Brazil, 
Chile, Hong Kong, Hungary, Korea, Malaysia, Mexico, 
Peru, Poland, Romania, Singapore, Slovakia, Sweden, 
Taiwan, Thailand, Uruguay, and the United States. 

• Control for confounding by indication with 1 :1
random assignment to ziprasidone or olanzapine. 

• No additional study monitoring or tests required after 
randomization.

• Patients followed up during usual care over 12 months 
regardless of how long the patient stayed on 
randomized medication. 

• Primary endpoint: non -suicide mortality. Secondary 
endpoints: all -cause mortality, mortality due to suicide, 
cardiovascular mortality, mortality due to sudden 
death, all -cause hospitalization, hospitalization for 
arrhythmia, myocardial infarction, or diabetic 
ketoacidosis, and rate of discontinuation of 
randomized treatment. 

• Three independent scientifi c committees: a Scientifi c 
Steering Committee responsible for general oversight 
of the study, a Data Safety Monitoring Board 
safeguarding study participants, and an Endpoint 
Committee, blinded to treatment status, and charged 
with assessing whether reported events meet study 
endpoint criteria. 

The primary analyses found no difference between the 
ziprasidone and olanzapine treatment arms with respect 
to non -suicide mortality (RR = 1.02, 95% CI: 0.79 –1.39).
The risk of all -cause hospitalization was 39% higher 
among persons randomized to ziprasidone versus 
olanzapine (RR = 1.39, 95% CI: 1.29 –1.50). Analyses of 
the remaining secondary outcomes indicated no 
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collect additional information directly from patients 
or physicians through phone interviews or mailed 
questionnaires to supplement data from existing 
data sources. 20,21 This is an effi cient approach by 
combining secondary and primary data collection. 

Contributions of preapproval 
epidemiology
Before evaluation of a potential medicine can 
begin, extensive preclinical research is conducted, 
involving lengthy in vitro and  in vivo testing. 
Preclinical safety studies evaluate and identify 
potential toxic effects of the drug, which include 
assessing whether a medicine is carcinogenic, 
mutagenic, or teratogenic. Although the informa-
tion generated from preclinical studies provides 
guidance on the selection of a safe starting dose for 
the fi rst administration -to-human study, the limited 
predictability of animal studies to the toxicity of 
drugs in human is well recognized. However, these 
studies can provide important information about 
hypothetical drug risks. 

Randomized clinical trials provide abundant 
data about identifi ed and hypothetical risks, but 
still have several limitations. Preapproval rand-
omized clinical trials typically involve highly 
selected subjects, followed for a short period of 
time, and in the aggregate include at most a few 
thousand patients. These studies are suffi ciently 
large to provide evidence of a benefi cial clinical 
effect, to exclude large increases in risk of common 
adverse events, and to identify the most common 
and acutely occurring adverse events. However, 
they are rarely large enough to detect small differ-
ences in the risk of common adverse events or to 
reliably estimate the risk of rare events. Typically, 

Many of these data collection systems were 
designed for administrative purposes, rather than 
for epidemiologic research studies. As a result, 
information needed to assess a specifi c safety issue 
may be unavailable and the quality of medical 
information may be inadequate. Often it is desira-
ble to validate fi ndings based solely on diagnostic 
or procedural codes used for reimbursement pur-
poses through a detailed review of at least a subset 
of medical records, as the usefulness of this type of 
research to answer an important safety question 
may be limited if the data are not properly vali-
dated. For some databases, medical record review 
may not be feasible because of concerns about 
patient confi dentiality or anonymity, especially fol-
lowing enacted legislation on the privacy of health 
records (e.g., the Health Information Portability 
and Accountability Act, HIPAA). Continuing studies 
of the research validity of these databases is crucial, 
and should be pursued when feasible. 15–19 Further 
information on specifi c data sources can be found 
in Chapters 11–18 of this book. 

Epidemiologic studies with primary data collec-
tion are considered when it is not feasible to address 
safety issues using existing databases. The NAION 
case-crossover study described earlier, the 
International Men ’s Health Study conducted for 
sildenafi l (see below), the pegaptanib prospective 
cohort study in Europe (Case study 7.2), and the 
ziprasidone large simple trial (Case study 7.1) illus-
trated in this chapter are examples of epidemiologic 
studies that involved primary data collection. 
Obviously, these types of studies take a relatively 
long time for data collection and are more costly. 
In some instances, it is possible to identify patients 
or physicians in automated databases and then 

difference between the ziprasidone group and the 
olanzapine group. 13

The design of ZODIAC carries several advantages over 
more commonly used observational postmarketing study 
designs. Random allocation of patients provides for an 
unbiased comparison between groups; the large study 
size provides the power needed to evaluate small risks, 
both absolute and relative; and the simplicity of an 
uncontrolled trial minimizes the artifi ciality imposed by 
controlled premarketing trials. 

Key points:
• Epidemiologic studies can be used to establish baseline 

rates of disease in the patient population and compare 
the rates of adverse effects of drugs used for the same 
indication.

• Prospective epidemiologic studies, such as large simple 
trials, can be used to evaluate potentially small risks in 
a “real-world” context. 
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Case study 7.2 Risk management: pegaptanib
Pegaptanib was the fi rst ocular antivascular endothelial 
growth factor (VEGF) therapy approved in the US in 2004 
and in the EU in 2006 for the treatment of all forms of 
neovascular age -related macular degenerations (AMD), 
the leading cause of vision loss in people 55 years of age 
and older in the developed world. 22 The drug product is 
a sterile, aqueous solution supplied in a single -dose,
prefi lled syringe, administered every 6 weeks as an 
intravitreal injection into the eye. Endophthalmitis is an 
infrequent but known serious adverse event associated 
with intravitreal injection procedure, rather than 
pegaptanib.23 The reported incidence of endophthalmitis 
in the pegaptanib clinical development program is 
comparable with the rates observed with other 
intraocular injection drugs. 23

Before marketing approval, the Sponsor (Pfi zer Inc.) 
and regulators suspected that the incidence of 
endophthalmitis might be higher when pegaptanib was 
used in clinical practice since detailed instructions on 
how to perform intravitreal injection procedure were 
provided to investigators in the pegaptanib clinical 
development program, whereas only the approved 
pegaptanib label would be available to ophthalmologist 
as reference when the drug is used in the real world. As 
part of the pegaptanib epidemiology program conducted 
during its development, the Sponsor initiated one 
epidemiologic study and designed two epidemiology 
studies to quantify the risk of endophthalmitis among 
AMD patients who received intravitreal injections both 
before and after pegaptanib approval. 

Pre - and  postapproval  epidemiologic studies
in the US

Two complementary epidemiologic studies, designed to 
evaluate the trend of endophthalmitis incidence 
associated with intravitreal injection among AMD 
patients before (2000 –2003) and after (2005 –2006)
pegaptanib became commercially available were 
conducted using Medicare databases in the US. Medicare 
data were considered the most appropriate existing data 
source as it is representative of the US population aged 
65 years and older with approximately 98% of elderly 
enrolled in Medicare. Since AMD is predominantly a 
disease of the elderly, the study population is 
representative of AMD patients treated with intravitreal 
injection in the US. 

It was found that the frequency of intravitreal 
injections for the treatment of AMD increased 
signifi cantly from 2000 to 2006 (973 injections in 2000 
and 2001, 4678 injections in 2002, 14 056 injections in 
2003, 206 616 injections in 2005, and 494 514 injections in 

2006) and the incidence of intravitreal injection -related
endophthalmitis decreased signifi cantly over the same 
period (1.92, 1.42, 0.42, 0.16, and 0.12 per 100 injections 
in 2000 –2001, 2002, 2003, 2005, and 2006). 24,25 These 
fi ndings suggested that with the introduction of 
intravitreal injection of anti -VEGF for the treatment of 
neovascular AMD, the incidence of endophthalmitis is 
low. The study investigators indicated that the most 
likely explanation for the decreased incidence is that 
ophthalmologists became more skilled in performing the 
intravitreal injection procedure as intravitreal anti -VEGF
agents have become the standard of care for the 
treatment of neovascular AMD and more practicing 
ophthalmologists used standardized injection procedure 
following the introduction of intravitreal injection 
guidelines.26

Postapproval  epidemiologic study in Europe 

A similar, but  de novo, epidemiology study was conducted 
in Europe to quantify the risk of endophthalmitis among 
pegaptanib-treated patients at the time of approval in the 
EU in 2006. This study was necessary since ocular 
medications were not routinely administered in Europe via 
an intravitreal injection at that time and there were 
differences in performing intravitreal injection procedures 
between Europe and the US. However, the Sponsor was 
unable to identify an existing database with 
ophthalmology specialty care data in Europe. Therefore, 
the Sponsor designed and implemented a prospective 
epidemiologic cohort study with primary data collection 
to estimate the incidence of endophthalmitis and other 
ocular events in patients receiving pegaptanib injections 
for neovascular AMD in 13 European countries, including 
Belgium, Cyprus, Czech Republic, Denmark, France, 
Germany, Greece, Ireland, Italy, Poland, Slovakia, Spain, 
and Sweden. Approximately 500 patients treated with 
pegaptanib for AMD at ophthalmic hospital clinics, private 
ophthalmic practices, and academic ophthalmic centers 
have been enrolled and these patients are now being 
followed for up to 2 years. 

Key points:
• Early planning for and implementation of 

epidemiology studies during the development program 
provided estimates of the risk of adverse events before 
and after the commercially available of a new 
treatment.

• Epidemiology studies with primary data collection 
should be considered when existing data sources are 
not available to estimate the risk of event of interest 
in the indicated patient population. 



Chapter 7: The Role of Pharmacoepidemiology in Industry 91

internal decision making such as trial design, data 
monitoring committee decisions to stop/continue 
trials, decisions to move/not move to next phase of 
development, risk management and mitigation 
planning, and regulatory approvals. 

As an example, two preapproval descriptive 
studies were conducted to support the fi ling of 
ziprasidone for treatment of schizophrenia (see 
Case study 7.1). While studies had previously 
shown that patients with schizophrenia have 
higher rates of mortality than the general popula-
tion, it was unknown whether these rates changed 
following the introduction of atypical antipsy-
chotics. These descriptive database studies con-
fi rmed that patients with schizophrenia have higher 
background rates of mortality and cardiovascular 
outcomes, and provided more appropriate back-
ground mortality rates for patients likely to take 
ziprasidone.

To support pegaptanib fi lling for the treatment 
of all forms of neovascular age -related macular 
degeneration (AMD), two complementary studies 
were designed and proposed to regulators prior to 
approval. These studies were conducted in Medicare 
databases (see Chapter 14) to evaluate the trend of 
the endophthalmitis incidence associated with 
intravitreal injection among AMD patients before 
and after pegaptanib became commercially availa-
ble in the US (see Case study 7.2).

In addition to summarizing the existing relevant 
literature and designing and executing background 
epidemiologic studies, industry epidemiologists 
are often involved in safety signal evaluation, 
observational analyses of RCT data (e.g., as -treated
or observed versus expected analyses), and design-
ing postapproval epidemiologic studies during 
development. Planning for successful postapproval 
epidemiologic studies often begins well before 
approval. During the preapproval phase, epidemi-
ologists may conduct feasibility assessments for 
planned postapproval studies, start postapproval 
studies (e.g., identifying key external partners 
such as contract research organizations and scien-
tifi c steering committee members for the design 
and conduct of the study), and contribute to 
regulatory submissions, responses and negotia-
tions (e.g., responding to regulatory inquiries 

these trials have a total patient sample size up to 
several thousands. Using the “rule of three”, where 
the sample size needed is roughly three times the 
reciprocal of the frequency of the event, at least 
300 patients would be required in a trial in order 
to observe at least one adverse event that occurs at 
a rate of 1/100. Likewise, a sample of 3000 is 
needed to observe at least one adverse event with 
95% probability if the frequency of the event is 
1/1000. (See Chapter 4 for more discussion of the 
sample sizes needed for studies.) While clinical 
trials are not intended or designed to address all 
potential safety issues related to a particular drug, 27

like preclinical studies, they often give rise to 
signals that cannot be adequately addressed from 
trial data alone. 

Preapproval epidemiology complements safety 
data from preclinical and clinical studies and pro-
vides a context for signals arising from clinical 
trials. Comprehensive reviews of the epidemiologic 
literature are complemented by epidemiologic 
studies to establish among patients expected to use 
the new medication (i.e., indicated populations) 
the background epidemiology (e.g., incidence, 
prevalence, mortality) of the indication; expected 
prevalence/incidence of risk factors, co -morbidities
and complications; patterns of health -care utiliza-
tion and prescribing of currently approved treat-
ments; and background rates of mortality and 
serious non -fatal events. Epidemiologists use this 
information to complete epidemiologic sections of 
key regulatory documents such as risk manage-
ment and pediatric investigation plans and orphan 
drug applications. 

Epidemiologic studies conducted before or 
during the clinical development program are also 
useful to place the incidence of adverse events 
observed in clinical trials in perspective. Data are 
often lacking on the expected rates of events in the 
population likely to be treated. For example, studies 
examining the risk factors for and rates of sudden 
unexplained death among people with epilepsy 
were able to provide reassurance that the rates 
observed in a clinical development program were 
within the expected range for individuals with 
comparably severe disease. 28–30 These background 
epidemiologic data can be a key component for 
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groups such as the elderly, pregnant women, or 
children are frequently excluded from trials. 31

Patients in clinical trials also tend to be treated 
for well -defi ned indications, have limited and 
well-monitored concomitant drug use, and are 
closely followed for early signs and symptoms of 
adverse events which may be reversed with proper 
treatment.

In contrast, once a drug is marketed, it is used in 
a “real -world” clinical context. Patients using the 
drug may have multiple co -morbidities for which 
they are being treated simultaneously. Patients 
may also be taking over -the-counter medications, 
“natural” remedies, or illicit drugs unbeknownst to 
the prescribing physician. The interactions of various 
drugs and treatments may result in a particular drug 
having a different safety profi le in a postmarketing 
setting compared to the controlled premarketing 
environment.32 An example is the drug mibefradil, 
which was withdrawn from the market after less 
than a year by the manufacturer as a result of new 
information about multiple potentially serious drug 
interactions.33 Adherence to medications also often 
differs between closely monitored trials and general 
postapproval use, as is the case with antihyperten-
sives34 (see also Chapter  42). 

Because of the logistical complexity, high cost, 
and low external validity, large controlled trials 
have not been widely used for the postmarketing 
evaluation of drugs. Regulators and the medical 
community have communicated a desire for safety 
data from the populations that actually use the 
drugs in “real-world” clinical practice. This has led 
to a greater emphasis on the use of observational 
methods to understand the safety profi le of new 
medications after they are marketed. 

The postapproval epidemiologic work conducted 
in support of sildenafi l provides an example of how 
observational methods can be successfully used to 
provide additional scientifi c evidence regarding 
the safety of a newly approved medication. 
Sildenafi l was approved in the US for the treatment 
of erectile dysfunction (ED) in March 1998, fol-
lowed by an approval in the EU in May 1998. 
Immediately following the launch of sildenafi l in 
the US, spontaneous reports of death and myocar-
dial infarction among users of sildenafi l were 

related to epidemiology, participate in regulatory 
meetings).

Contributions of postapproval 
epidemiology
The need for a postapproval epidemiologic study can 
be known and devised preapproval or can arise once 
a new drug is marketed. Postapproval signals may 
come from clinical trial extension data, spontaneous 
reports, published case series, or signal detection of 
electronic health -care data. Postapproval, epidemi-
ologists execute postapproval commitments (e.g., 
epidemiologic studies, enhanced surveillance studies, 
other registries, REMS evaluations, PIP observa-
tional studies, etc.); conduct studies evaluating the 
effectiveness of risk mitigation activities; perform 
signal detection in existing cohorts (e.g., via claims 
or electronic patient record data); and design and 
implement new studies as additional signals arise 
(e.g., from spontaneous reports, signal detection, or 
other sources). Epidemiologists also communicate 
scientifi c fi ndings through oral and poster presenta-
tions at scientifi c conferences and in peer -reviewed 
publications. 

Spontaneous reporting systems are the most 
commonly used pharmacovigilance method to gen-
erate signals on new or rare adverse events not 
discovered in clinical trials. However, there are 
several important limitations in interpreting sponta-
neous report data (also see Chapter 10). Because of 
the lack of complete numerator (number of cases) 
and the need to estimate the denominator (total 
number of patients actually exposed to the drug) 
data, it is not possible to determine the incidence of 
a particular event from spontaneous reports. Further 
evaluation of an apparent association between a 
drug and an adverse reaction usually requires 
postapproval epidemiologic studies. 

Likewise, the nature of preapproval clinical 
trials often necessitates further safety evaluation 
through postapproval epidemiology. In addition to 
the limited sample size and length of follow -up of 
preapproval RCTs, with respect to drug safety, an 
additional limitation of these studies is the common 
strict inclusion/exclusion criteria. Patients included 
in preapproval clinical studies may be the healthi-
est segment of that patient population. Special 
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Germany, France, Spain, and Sweden was followed 
for approximately 18 months on average to assess 
cardiovascular risk factors, cardiovascular events, 
and use of ED treatments. 39 The rates of cardiovas-
cular disease events were found to be comparable 
to previously published fi gures from clinical trial 
and population -based epidemiologic data, provid-
ing further evidence supporting the cardiovascular 
safety of sildenafi l. 

These postapproval studies did not examine 
comparative safety, since sildenafi l was the fi rst in 
its class of drugs. 40 However, epidemiologic studies 
are often used to examine the comparative risks 
associated with particular drugs within a therapeu-
tic class, as they are actually used in clinical prac-
tice. For example, one large study determined that 
among antiulcer drugs, cimetidine was associated 
with the highest risk of developing symptomatic 
acute liver disease. 41 Other studies, examining the 
risk of hip fractures in users of benzodiazepines, 
found that users of long -acting agents were at 
greater risk than those using short -acting agents. 42,43

Purely observational epidemiologic studies may 
not always be the most appropriate method of 
evaluating safety signals or comparing the safety 
profi le of different medications, especially when 
there are concerns of confounding by indication. 
Confounding by indication occurs when the risk of 
an adverse event is related to the indication for 
medication use such those actually exposed are at 
higher (or lower) risk of the adverse event than 
those unexposed, even in the absence of the medi-
cation. As with any other form of confounding, one 
can, in theory, control for its effects if the severity 
of the underlying illness (i.e., any conditions speci-
fi ed as labeled indications or contraindications, or 
included in the precautions or warnings) can be 
validly measured (see Chapter 37). Confounding 
by indication is more of an issue when a particular 
property of the drug is very likely to affect the type 
of patient it is used by or prescribed to. In these 
cases, studies using randomization to treatment 
may be necessary. 

As discussed above, the LST is a design used by 
epidemiologists when confounding is a large 
concern but real -world follow -up is critical (see 
Chapter 36). This was the approach adopted 

received by the manufacturer and regulatory 
authorities. The volume of sildenafi l spontaneous 
reports, in particular those from consumers, was 
unlike patterns seen for other new drugs at the 
time, and was unusual enough to raise regulatory 
concerns about its safety. Studies conducted prior 
to sildenafi l ’s approval highlighted the prevalence 
of cardiovascular risk factors in patients with ED 
and evidence that ED can be an early warning sign 
of cardiovascular disease, 35 but the exact risk and 
predictors of acute cardiovascular events that occur 
among men with ED who seek and receive treat-
ment were unknown at the time. Thus, in response 
to concerns raised by European regulators, two 
postapproval safety studies were initiated to inves-
tigate the postmarketing safety of sildenafi l. 

To obtain data on sildenafi l ’s postmarketing 
safety in a timely manner, the fi rst study under-
taken was a two -stage UK Prescription Event 
Monitoring (PEM) study, 36 conducted by an inde-
pendent academic center, the Drug Safety Research 
Unit (DSRU) at Southampton University in the UK 
(see Chapter 20). In this case, a PEM study was the 
only feasible data source by which results could be 
obtained rapidly, as it was not possible to use auto-
mated administrative or medical records databases 
since sildenafi l was not reimbursed by these health 
systems. In all, more than 28 000 men were fol-
lowed for a mean of 17.5 months. 37,38 The age -
standardized mortality ratio in men using sildenafi l, 
compared to the general English male population, 
indicated that mortality among sildenafi l users was 
not elevated when compared to the 1998 rates in 
English men. These studies supported clinical trial 
evidence that the incidence of death due to cardio-
vascular disease among men receiving a prescrip-
tion for sildenafi l in a clinical practice setting is 
similar to the rate observed in men not using silde-
nafi l. 38 Further, and most importantly, no cardio-
vascular or cerebrovascular safety signals were 
identifi ed from the PEM study. 

In addition to the UK PEM study, a prospective 
observational study, the International Men ’s Health 
Study (IMHS), was initiated to assess the occur-
rence of cardiovascular events in men receiving 
sildenafi l for the treatment for ED. This cohort of 
3813 men receiving prescriptions for sildenafi l in 
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during pregnancy often resting largely on animal 
reproductive toxicology studies, whose extrapola-
tion to humans is questionable. While postmarket-
ing spontaneous adverse event reporting of 
pregnancy outcomes may be helpful for identifying 
extremely rare outcomes associated with medica-
tion use during gestation, the limitations of these 
data are well -established (see Chapter 10). The 
paucity of data is potentially a serious concern for 
public health, particularly if the medication will be 
used by many women of childbearing potential, 
since approximately half of all pregnancies in the 
US are unplanned. 46 Observational follow -up
methods are an effective way to monitor and assess 
the effects of medications on pregnant women and 
the fetus, in addition to birth outcomes and infant 
and child development. 

Epidemiologic methods have been used to study 
cancers in individuals exposed to drugs in utero,
periconceptually, or immediately after birth, and to 
examine possible teratologic effects of various 
agents (see Chapter 28). A classic example of expo-
sure in utero is the association between maternal 
use of diethylstilbestrol and clear -cell adenocarci-
noma of the vagina. 47,48 Other examples include the 
possible association between prenatal exposure to 
metronidazole and childhood cancer, 49 and child-
hood cancers and the use of sedatives during 
pregnancy. 50 A number of studies have examined 
the potential association between childhood 
cancer and exposure to vitamin K in the neonatal 
period.51–54 Finally, although animal teratology 
testing is part of the preapproval process of all 
drugs, questions about a possible relationship 
between a specifi c drug and birth defects may arise 
in the postmarketing period. In these cases, epide-
miologic methods are necessary to gather and eval-
uate the information in the population actually 
using the drug to examine possible teratogenicity. 
Such studies include those examining diazepam 
use and oral clefts; 55 spermicide use and Down ’s
syndrome, hypospadias, and limb reduction 
deformities;56 pyridoxine with doxylamine use and 
oral clefts, cardiac defects, and pyloric stenosis; 57,58

and antiviral drugs and birth defects. 59

In certain circumstances, registries are used to 
obtain information about the safety of new medica-

for ziprasidone, an atypical antipsychotic for the 
treatment of schizophrenia launched in the US in 
2001.12 In typical psychiatric practice, patients 
treated with a new medication may be systemati-
cally different from those treated with other drugs, 
due to prescribers ’ channeling of the drug to 
patients with more severe schizophrenia and/or co -
morbidities and risk factors. This possibility existed 
because ziprasidone would be a new atypical agent, 
and therefore most likely to be used initially among 
patients who had failed prior therapies. In addition, 
there were concerns that patients treated with 
ziprasidone might differ from those treated with 
other antipsychotic drugs, due to prescribers ’ chan-
neling of the drug to patients with underlying car-
diovascular disease or metabolic illnesses, especially 
given the low propensity for weight gain associated 
with ziprasidone. 44 Given these likely selection 
phenomena, random allocation of patients was 
the only approach providing the certainty of an 
unbiased comparison between groups. Thus, 
the Ziprasidone Observational Study of Cardiac 
Outcomes (ZODIAC) Large Simple Trial was 
designed to compare the safety of ziprasidone and 
olanzapine under real -world conditions (see Case 
study 7.1). ZODIAC demonstrated that there was 
no difference between the ziprasidone and olanza-
pine treatment arms with respect to non -suicide
mortality (RR = 1.02, 95% CI: 0.79 –1.39), and that 
the risk of all -cause hospitalization was 39% higher 
among persons randomized to ziprasidone versus 
olanzapine (RR = 1.39, 95% CI: 1.29 –1.50).13

Drug safety evaluation in special
populations

Pregnancy and  birth outcomes
Unless a medication is being developed specifi cally 
to treat a pregnancy -related condition, pregnant 
women are generally excluded from clinical trials 
for ethical reasons, because of potential risks to the 
developing fetus and newborn. 45 In addition, most 
clinical trials that enroll women cease study of 
pregnant women upon detection of pregnancy. 
Thus, at the time of introduction to market, the 
effects of many medications on pregnancy are not 
well known, with the foundation of drug safety 
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treatment. In practice, however, it is usually not 
feasible to meet these criteria because it is diffi cult 
to enroll pregnant women who are disease -free or 
not using medication. Thus, in many cases, only 
pregnant women with the disease using the drug 
of interest, or other treatments for the disease, are 
followed.

In general, when analyzing data from pregnancy 
registries, those cases identifi ed prospectively, 
(prior to knowledge of pregnancy outcomes) 
should be separated from those cases identifi ed ret-
rospectively, (after pregnancy outcome has been 
determined by prenatal diagnosis, abortion, or 
birth) as the latter will be biased towards reporting 
of abnormalities. To minimize ascertainment bias, 
incidence rates will ideally be calculated only from 
those cases identifi ed prospectively. Also, since 
losses to follow -up may represent a higher propor-
tion of normal pregnancy outcomes than abnormal 
pregnancy outcomes, participants in pregnancy 
registries should be intensively followed to obtain 
complete pregnancy outcome reports. 

The FDA ’s Offi ce of Women ’s Health is now 
maintaining a list of pregnancy exposure registries 
online,62 including some for HIV/AIDS medica-
tions, the human papillomavirus and hepatitis B 
vaccines, and drugs for depression, migraines, dia-
betes, and other conditions. 

Pregnancy registries may be sponsored by 
university-based research groups, by government 
agencies, by biopharmaceutical companies, or by 
collaborative efforts on the part of all three entities. 
While standard epidemiologic methods for estimat-
ing risks for pregnancy outcomes associated with 
drug exposures using data from pregnancy expo-
sure registries have not yet been agreed upon, 
potential methods have been proposed and await 
further validation. 63

Case–control studies are often considered more 
effi cient for the study of rare outcomes, presenting 
the opportunity to test hypotheses generated by 
pregnancy registries. However, these studies tend 
to rely on maternal interviews after birth to estab-
lish data on drug exposure during pregnancy, 
which can introduce recall bias. 

Large computerized health -care databases are 
increasingly being used to monitor exposure during 

tions during pregnancy (also see Chapter 21). The 
information provided by such registries allows 
health-care professionals and patients to make 
more informed choices on whether to continue or 
initiate drug use during pregnancy, or provides 
reassurance after a pregnancy has occurred on 
therapy, based on a benefi t –risk analysis that can 
be conducted for each individual. The FDA and the 
European Medicines Agency (EMA) have issued 
guidelines on when it is appropriate to establish a 
pregnancy registry. 60,61

A pregnancy exposure registry is typically pro-
spective and observational, conducted to actively 
collect information about medication exposure 
during pregnancy and subsequent pregnancy 
outcome. Such registries differ from passive post-
marketing surveillance systems in that they collect 
data from women prior to knowledge of the preg-
nancy outcome, proceeding forward in time from 
drug exposure to pregnancy outcome rather than 
backward in time from pregnancy outcome to drug 
exposure; this has the effect of minimizing recall 
bias. The prospective nature of properly designed 
pregnancy registries also allows them to examine 
multiple pregnancy outcomes within a single study. 
Ideally, a pregnancy registry will allow for increased 
generalizability by being population -based. It will 
allow for a less biased measure of drug exposure by 
being prospective in nature; by collecting informa-
tion on the timing of drug exposure, detailed treat-
ment schedule, and dosing; by using standard and 
predefi ned defi nitions for pregnancy outcomes and 
malformations; and by recording these data in a 
systematic manner. The registry will ideally also 
follow offspring of medication -exposed women for 
a prolonged period after birth, to allow for detec-
tion of any delayed malformations in children 
who seem normal at birth. Finally, a pregnancy 
registry should also allow for effects of the medica-
tion on pregnancy outcome to be distinguished 
from the effects of the disease state warranting the 
treatment, if applicable, on pregnancy outcome. 
This criterion is ideally met by enrolling two com-
parator groups: pregnant women who are disease -
free and not on the medication under study, and 
pregnant women with the disease who are not 
undergoing treatment or who are on different 
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Disease or postmenopausal osteoporosis), or when 
it is critical to fi rst demonstrate adult safety and 
effi cacy. The FDA may issue a written request for 
specifi c pediatric non -clinical and clinical studies, 
which can often be used to simultaneously satisfy 
the BCPA and PREA requirements. 

The legislative revisions instituted in 2007 also 
created an internal Pediatric Review Committee 
(PeRC) within the FDA to better coordinate pedi-
atric matters at the Agency, such as within the 
review division, but also to enhance transparency 
and communication of pediatric reviews and label 
changes with the public. The revisions include 
enhanced adverse event surveillance by requiring 
all spontaneous reports to be submitted with BCPA 
and PREA applications, as well as mandating public 
advisory committee review of pediatric adverse 
events. As BCPA and PREA were only renewed for 
5 years, this legislation will expire in 2012; its 
renewal status is unknown as of publication. 

In the EU, a substantial change to drug develop-
ment for all biopharmaceutical companies resulted 
from the 2007 legislation that established the 
Paediatric Investigation Plan (PIP) process. The EU 
mandates that all new drugs, and any supplemental 
applications for new indications, even if not 
intended for pediatric use, submit a PIP no later 
than completion of adult pharmacokinetic studies 
(i.e., Phase I), or in advance of the supplemental 
application fi ling in the latter case. 

Prior to the law, companies often did not begin 
pediatric study planning until the safety and effi -
cacy of the drug had been established in adults and 
after at least one adult marketing authorization/
approval was obtained. Like PREA, the new legisla-
tion allows very few exceptions, such as when the 
disease occurs in adults only. Similar to the EU -
RMP, the PIP fi ling requires extensive information 
on the background epidemiology of the disease in 
children by age and other demographic and geo-
graphic subgroups, for which epidemiologists may 
play an important role in providing this informa-
tion. The PIP process also requires that the adult 
RMP be expanded to include pediatric indications 
and to expand or conduct relevant safety studies, 
if applicable. This often results in separate pediatric 
observational safety studies as conditions of 

pregnancy with the development of maternal –
infant record linkages. These databases, based on 
primary care data in Europe and health insurance 
claims in the US, represent large populations, 
giving studies substantial power. Internal control 
groups can be identifi ed representing the general 
population and women with the same underlying 
condition exposed to no drug or other drugs within 
the class of interest. Although the bias associated 
with self -reported exposure data is avoided in these 
data sets, exposure data are based on prescription 
records which assume that the women took the 
medication close to the time the prescription was 
written or fi lled as instructed. Data on confounding 
variables are usually limited in these data sources. 

Pediatrics
In the context of drug development, children are 
considered a special population. This categorization 
is due to the unique physiologic characteristics of 
children; developing organ systems often result in 
different and unpredictable pharmacokinetic and 
pharmacodynamic profi les from adults, beyond 
standard adjustments for smaller body size and 
weight (also see Chapter 3). The special popula-
tion designation is also a result of the special 
ethical issues associated with testing unapproved 
substances in this vulnerable population who cannot 
provide true informed consent (also see Chapter 35). 

There is drug development legislation specifi cally 
for pediatrics in both the EU and US. In the US in 
2007 under FDAAA, two separate laws were 
renewed: the Best Pharmaceuticals for Children Act 
(BCPA) and the Pediatric Research Equity Act 
(PREA). The BCPA provides a voluntary incentive 
to study a drug in children by granting an additional 
6 months of patent exclusivity on the moiety if 
adequate pharmacokinetic and effi cacy –safety 
studies are conducted; this patent extension may be 
granted even if the drug was shown not to be effec-
tive or safe in children. Furthermore the company 
ultimately may choose not to market the drug even 
if it was approved for pediatric usage by the FDA. 
PREA, however, is mandatory and is limited to the 
indication under development. In addition, few 
exceptions are permitted except in cases where the 
disease does not exist in childhood (e.g., Alzheimer ’s
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may require creative approaches to design and data 
source selection that would not be necessary in 
adult populations. 

One example is in juvenile idiopathic (rheuma-
toid) arthritis (JIA). The incidence of JIA ranges 
from approximately 8 to 226 per 100 000 chil-
dren,64 whereas in US adults, rheumatoid arthritis 
(RA) is estimated to occur in approximately 1%, 65

or approximately 1000 per 100 000 population. 
Although there are explanations for some of these 
differences, a substantial disparity in incidence 
rates between adult and children remains. 

The rarity of JIA versus RA highlights the need 
for creative long -term safety monitoring approaches. 
In the last decade, new treatments for both RA and 
JIA have emerged, such as the biologic tumor 
necrosis factor alpha (TNF α) inhibitors and T -cell
costimulatory modulators, or traditional “small
molecule” drugs such as the selective cyclo -
oxygenase-2 (COX -2) inhibitors. These drugs were 
approved for adult RA based on testing programs 
that typically ranged in size from 2000 to 5000 
patients;66–68 for JIA, the largest program was less 
than 250 patients and were of substantially shorter 
duration.

The RA postmarketing safety programs in the 
US often utilize existing large insurance or other 
automated health -system databases to conduct effi -
cient studies. 69 However for JIA, most biopharma-
ceutical companies have had to create independent 
multicenter prospective cohort studies or single -
drug registries because the number of JIA patients 
exposed to the product of interest is very small and/
or it would take many years to collect enough 
exposure in JIA patients to adequately assess rare 
outcomes in an automated database; further, the 
validity of many of these JIA diagnoses in auto-
mated databases would be suspect. By utilizing 
existing pediatric rheumatology networks and con-
centrating studies at centers that specialize in treat-
ing JIA patients, adequate sample sizes can be 
assembled more quickly and longer -term follow up 
is maximized because continuity of care is generally 
maintained even when insurance plans change (a 
limitation to which large insurance claims database 
studies are often prone). Maintaining long -term
follow-up is critical in a growing population. 

approval, given the lack of long -term safety data 
that is typically available in this population. 

Similar to the US, the EU legislation of 2007 also 
created a 6 -month exclusivity incentive if the 
company satisfactorily fulfi lls its obligations out-
lined in the PIP, even if the drug was not shown to 
be safe or effective in children. It also created a 
pediatric scientifi c advice group, called the Pediatric 
Committee (PDCO), within the EMA to review the 
PIPs to assess the waiver and deferral requests, to 
assess whether a company has complied with ele-
ments agreed to in the PIP, and to review the data 
contained in the PIP for demonstration of adequate 
quality, effi cacy, and safety of the product. 

An important consequence of the PIP legislation 
is that companies are now required to integrate 
pediatric planning much earlier in development 
than before. It also requires that epidemiologists 
become more familiar with general pediatric 
research issues, as well as pediatric population 
sources and research networks, since any patent -
protected or patent -eligible drug or biologic with a 
European fi ling, regardless of the point in its life-
cycle, must submit a PIP. The regulatory changes in 
the US and general attention towards enhanced 
safety monitoring of vulnerable populations have 
also strengthened the need for postapproval obser-
vational safety studies in pediatrics. 

Unlike drug development programs in adults, 
which typically encompass thousands of individu-
als treated prior to approval, many pediatric drug 
development programs comprise a single pivotal 
clinical study of several hundred children. This 
small study size may be due to the lower incidence/ 
prevalence of the disease in children or the reluc-
tance of parents to expose their children to experi-
mental therapies. The small sample sizes drive the 
need for and increased focus on adequate long -
term safety monitoring beyond traditional passive 
surveillance (i.e., spontaneous reports) in pediat-
rics, yet raise interesting methodologic challenges 
for epidemiologists studying the safety of drugs in 
children. One is frequently faced with assessing 
both a very rare exposure and a very rare outcome 
of interest. This conundrum necessitates observa-
tional approaches because a traditional randomized 
clinical trial cannot be feasibly conducted, but also 



98   Part II: The Role of Pharmacoepidemiology in Different Sectors

ascertainment of all patients in participating prac-
tices (see Chapter 21).

Rheumatology is not the only area where these 
methodologic, operational, and ethical issues arise; 
the study of pediatric oncology treatments faces 
many of the same concerns. In other instances, 
children are the primary target or vector for disease, 
as in many common infectious diseases. Adequate 
sample size may no longer be the primary meth-
odologic limitation facing the epidemiologist, but 
instead fi nding an unexposed comparator group, 
such as when studying a vaccine that is part of a 
universal vaccination campaign. More information 
on the nuances of vaccine safety evaluation is 
available in Chapter 26. Both situations highlight 
the need for novel approaches and methods to 
better support long -term safety monitoring of biop-
harmaceuticals in children. 

Epidemiology in evaluation of 
risk-mitigation interventions

Epidemiology not only plays an important role in 
evaluation of the drug safety profi le pre - and 
postapproval but also makes signifi cant contribu-
tions to the evaluation of the effectiveness of risk 
mitigation intervention measures (see also Chapter 
29). In the last 5 years, this component of biophar-
maceutical risk management has grown consider-
ably. Guidances, such as the US FDA ’s Risk 
Minimization Action Plan (RiskMAP) issued in 
2005 and associated with PDUFA III, outlined the 
tools industry could use to help reduce known or 
hypothetical risks when traditional minimization 
approaches (i.e., the product label) were insuffi -
cient.74 These tools generally fall into three catego-
ries: enhanced education, for example patient 
labeling or prescriber training programs; reminder 
systems, for example patient consent forms or spe-
cialized packaging; or performance -linked access 
systems, for example requiring documentation of 
laboratory tests before each prescription or restrict-
ing distribution only to those who are certifi ed 
prescribers. A critical addition to this guidance that 
was particularly relevant to epidemiologists within 
industry was the suggestion to perform assessments 

There are also novel enhanced surveillance and 
pharmacovigilance techniques that can be utilized 
to complement the information obtained from tra-
ditional observational studies. For example, a 
comprehensive risk management program for 
celecoxib use in JIA is comprised of a long -term
observational registry, an enhanced surveillance 
program, a short -term randomized clinical trial, 
and formation of an external expert panel to 
review safety data from spontaneous reports and 
the three postapproval studies. 70–72 One of the 
unique aspects of this multifaceted program is the 
enhanced surveillance approach to identify all 
serious adverse events (SAEs) that occur in JIA 
patients, regardless of therapy, via a national 
network of pediatric rheumatologists. A very brief 
email survey is sent monthly to solicit possible cases 
and a simple form is used to capture critical infor-
mation on any SAEs that have occurred. Sites also 
provide the total number of unique JIA patients 
seen to allow for calculation of more accurate 
reporting (incidence) rates than would normally be 
available using traditional spontaneous reporting 
rate estimates. Preliminary data suggest that the 
SAE rates identifi ed in the simple JIA active sur-
veillance program are comparable to those seen in 
other long -term observational studies of JIA 
patients.73

In Europe, the general lack of publicly available, 
large, automated data sources that contain special-
ist care information has stimulated a number of 
large, well -designed disease -based or drug -based
registries to monitor the safety of biologics used in 
RA. These registries are unique because they are 
not a single -drug study supported by its manufac-
turer, but broad collaborations between govern-
ment, professional rheumatologic societies, and 
multiple biopharmaceutical companies that have 
postmarketing commitments to monitor the long -
term safety of their drugs. Similar JIA registries 
have emerged (e.g., the British Society of Pediatric 
and Adolescent Rheumatology in the UK or the JIA 
Register in Sweden) and some are beginning to link 
to the adult RA registries, allowing for follow -up
well into adulthood. Of course, such registries raise 
issues of selection bias when they are not popula-
tion based, especially if they do not have complete 
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When determining whether to require a REMS, 
the REMS statute states that the FDA must consider 
the estimated size of the target use population, the 
seriousness of the treated condition, the expected 
treatment benefi t, the treatment duration, the 
severity of known or potential adverse events, and 
whether or not the drug is a new molecular entity. 
All drugs and biologics may be eligible for REMS 
designations. Sponsor –Agency agreement on the 
necessity and scope of potential REMS is an element 
to be resolved during the drug or REMS approval 
process. Moreover, the possibility of a REMS 
remains throughout a product ’s lifecycle, and the 
FDA may impose civil monetary penalties for viola-
tions or non -compliance.

In September 2009, the FDA published a draft 
guidance for REMS, providing a framework for 
REMS submissions. 77 All REMS for patent -protected
products must include a timetable for submission 
of the REMS assessments, typically at 18 months, 
3 years, and 7 years following REMS approval. 
FDA may waive the 7 -year requirement. Currently, 
the vast majority ( ∼75%) of REMS only require a 
medication guide and assessment. 78 Medication 
guides are thus viewed as the primary tool in 
enhanced risk mitigation efforts, despite several 
studies suggesting dubious effectiveness. 79,80 The 
results of REMS assessments should provide further 
important insight to this much -needed area of 
research.

Epidemiologists play a critical role in the design 
and implementation of these assessments because 
of their expertise in observational study design, 
survey design, data analysis, and program evalua-
tion. For example, using an automated health -care
or claims database, assessments may measure com-
pliance with monitoring guidelines or measure 
whether a contraindicated population is prescribed 
the drug. Assessments may also examine the fre-
quency of occurrence of an adverse event of inter-
est before and after implementation of the risk 
minimization tool. Most commonly, however, 
assessments measure prescriber, pharmacist, or 
patient comprehension of risk information, and 
require the epidemiologist to design cross -sectional
surveys specifi c for each recipient, drug, and associ-
ated unique risk profi le, given that standardized or 

of the effectiveness of these risk minimization tools 
and to submit these to the Agency for review. 

The same year in Europe, Volume 9A of  The
Rules Governing Medicinal Products in the European 
Union— Guidelines on Pharmacovigilance for Medicinal 
Products for Human Use outlined the requirement to 
submit risk management plans for all new medici-
nal products, or new indications/dosage forms of 
existing products, or when requested by a compe-
tent authority. These risk management plans have 
an explicit section dedicated to “Ensuring the effec-
tiveness of risk minimization activities/Assessment 
of risk minimization ”. Thus, in addition to requir-
ing the fi ling of risk management plans, this legisla-
tion gives the EMA or any competent authority the 
right to require risk minimization activities such as 
restricted distribution or other evaluation of risk 
mitigation effectiveness. 75

Risk evaluation and mitigation
strategies ( REMS)
Under FDAAA, the FDA can require a sponsor to 
submit a proposed risk evaluation and mitigation 
strategies (REMS) as part of its initial application if 
the FDA fi nds that a REMS is necessary to ensure 
the benefi ts of the drug or biological product out-
weigh the risks. The FDA may also require a REMS 
postapproval based upon “new safety information. ”
FDAAA has defi ned this as any information 
obtained during the initial review process, as a 
result of postapproval studies, or spontaneous 
reports.76 The REMS requirement is an expansion 
of RiskMAPs described in the Risk Management 
Guidances issued by the FDA in 2005. Conceptually 
the tools have remained similar, but the emphasis 
has shifted to medication guides, the mandatory 
patient information that is required to be distrib-
uted with each prescription for drugs under a 
REMS. Medication guides are intended to directly 
inform patients about the most important risks in 
lay language, in contrast to the lengthy and com-
prehensive information contained in product labels 
intended for prescribers. In addition, REMS can 
include communication plans or elements to assure 
safe use (ETASU), which correspond to the activi-
ties utilized in the “performance-linked access 
systems.”
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validated questionnaires that measure drug -specifi c 
medication guide comprehension do not exist. An 
example of a comprehensive natalizumab REMS 
program is shown in Case study 7.3.

The implementation of the REMS and EU -RMP
legislation has highlighted a number of diffi culties. 
The mandated assessment timelines associated with 
REMS may be diffi cult to achieve for many reasons: 
the need to develop and pilot knowledge/compre-
hension surveys unique to each drug covered 
under a REMS; to design, implement, and assess 
complex safe use programs; the scarcity of patients 
treated with the drug of interest; or diffi culties in 
identifying them through automated channels. The 
fractured health -care and prescription delivery 
system in the United States presents a barrier to 
effi cient distribution of medication guides and edu-
cational materials, and certainly to the implemen-
tation of many safe use elements. 

In addition, as of publication, there is no FDA 
or EMA guidance that provides detailed informa-
tion on the preferred methods to assess the 
effectiveness of risk mitigation activities. There is 
little information in the peer -reviewed literature 
to provide a scientifi c basis for the utility of medica-
tion guides, or to provide information on what 
constitutes an “effective” risk mitigation program, 
on what constitutes an “important” or  “mean-
ingful” change in knowledge/comprehension, or 
what is the minimally acceptable level of 
comprehension.85–87 The lack of regulatory or sci-
entifi c guidance currently leaves the industry and 
regulators in a position of exploration and building 
iterative knowledge about the preferred methods 
for behavioral risk intervention, including how 
they vary across and within patient populations. 
Better information in this area is especially critical 
when the ideal measurement of the true effective-
ness of a risk mitigation program —a decrease in or 
elimination of the adverse event of interest associ-
ated with a drug —may be diffi cult to measure, or 
infer that it is a result of the intervention. 
Knowledge in these areas is expected to mature as 
more companies and the regulatory agencies garner 
additional experience. 

Risk mitigation evaluation is thus an emerging 
area for epidemiologists in industry. Specialized 
expertise in survey design and implementation, 

observational study experience using both primary 
and secondary data collection methods, program 
and behavioral risk intervention evaluation, and 
data analysis are clearly critical to successful evalu-
ation of risk mitigation activities now required by 
legislation in the US and EU. 

Collaborations in research  efforts 
and drug safety initiatives

Pharmacoepidemiology is a constantly evolving 
fi eld, with changes in areas such as pharmacoge-
nomics (Chapter 34) and comparative effectiveness 
research (Chapter 32) occurring rapidly; future 
directions in the fi eld are also covered in the fi nal 
chapter of this book (Chapter 48). Nonetheless, 
there are some emerging topics that are important 
specifi cally for those involved in or with industry. 
The most important is the increased collaboration 
across all disciplines, including collaboration 
between biopharmaceutical companies to further 
pharmacoepidemiologic research approaches and 
sources, and to enhance the study of drug safety in 
general. The goal of these cross -sector collabora-
tions is to combine data to increase scientifi c/
logistical effi ciency and sample size, and to pool 
scarce resources. These collaborations tend to be 
either (i) disease area - or subpopulation -specifi c, or 
(ii) broad drug safety initiatives. 

In the sphere of disease area - or subpopulation -
specifi c collaborations, there are several ongoing 
and successful examples. One is the Highly Active 
Antiretroviral Therapy Oversight Committee 
(HAART OC), comprised of manufacturers of 
antiretroviral medications for the treatment of HIV/
AIDS, US and European regulatory agencies, aca-
demics, and patient advocates. HAART OC has col-
lectively sponsored observational studies to fulfi ll 
multicompany postapproval commitments to assess 
the risk of cardiovascular morbidity and mortality 
of these drugs, as well as to construct validated case 
defi nitions of clinical phenomena such as 
lipodystrophy. 88–90 Similar consortia exist to study 
the risk of birth defects potentially associated with 
antiepileptic drug (AED) use during pregnancy in 
North America (the North American AED Pregnancy 
Registry) and Internationally (EURAP, the European 
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     Figure 7.1     TOUCH risk minimization system.  
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 Case study 7.3   Risk  m anagement:  n atalizumab  REMS  
 The program entails all REMS elements: a patient 

medication guide; additional physician education and 
accompanying assessments of knowledge and behavior; 
prescriber and patient attestation of risk understanding 
at enrollment; restricted distribution of the drug; and 
mandatory certifi cation of physicians and infusion 
centers. 

 Based on this comprehensive program and a FDA 
Advisory Committee review in 2006, the clinical hold 
was lifted and natalizumab was reintroduced to the 
market in June of that year. Biogen/IDEC and regulatory 
agencies continue to closely monitor the incidence of 
PML potentially associated with natalizumab use 
(approximately 1 in 1000 in clinical trials) and 
communicate the updated safety information monthly 
to all stakeholders (e.g., neurologists, nurses, regulatory 
agencies). Additional research on risk factors and risk 
stratifi cation, such as the impact of duration of use, 
the total number of infusions, and the role of JC - virus 
infection continue to be evaluated. The program has 
demonstrated a high degree of PML awareness and 
compliance with the requirements; most importantly, 
the fatality and disability rates appear lower than 
observed in clinical trials and the literature. 
Natalizumab was approved by the FDA in January 2008 
for another indication, Crohn ’ s disease, further 
supporting the effectiveness of the risk mitigation 
program.  82,84   

  Key  p oints: 
     •      Comprehensive risk assessment and mitigation plans 

(REMS) can preserve a positive benefi t – risk balance in 
appropriate patient populations.  

   •      Effective programs combine strict controls and tailored 
education, yet are dynamic (i.e., evolve as information 
becomes available and clinical practice and treatment 
options change over time).  

   •      Transparent and frequent communication involving all 
stakeholders is critical, even if the safety profi le is 
unknown or emerging.      

    The FDA approved natalizumab, the fi rst humanized 
monoclonal antibody for the treatment of relapsing 
multiple sclerosis (MS) via accelerated approval in 
November 2004. Approximately 3 months later, in 
February of 2005, Biogen/IDEC voluntarily suspended all 
sales and ongoing clinical studies due to two cases of 
progressive multifocal leukoencephalopathy (PML), one 
of which was fatal, in MS patients in long - term extension 
studies. Although no spontaneous reports had yet been 
reported to either the Sponsors or the FDA, the 
suspension was driven by the concern that the 
association between PML and natalizumab use was 
unclear, that PML is almost universally fatal, and that 
other patients may have undetected early - stage PML 
who would otherwise continue to receive the 
medication.  81   A third fatal case was identifi ed in a 
Crohn ’ s disease patient shortly thereafter.  82   

 At the time of suspension, little was known about the 
risk of PML in the general or MS population. In the 
general population, PML is extremely rare, and seldom 
occurs in immunocompetant individuals. It is estimated 
that 1 – 5% of AIDS patients may be diagnosed during 
their lifetime. PML also occurs in organ transplant 
recipients and cancer patients who have received 
immunosuppressive medications, but no cases in MS 
patients had previously been documented.  81   

 The Sponsors designed a comprehensive program to 
better understand the risk factors associated with PML 
development and developed a comprehensive RiskMAP 
program (later converted to a  “ Deemed REMS ”  under 
FDAAA) called the TOUCH ™  (Tysabri Outreach: Unifi ed 
Commitment to Health) Prescribing Program (Figure 
 7.1 ).  83,84   The goals of TOUCH ™  are as follows.   

 Risk assessment goals:
    •      determine the incidence and risk factors for PML  

   •      assess long - term safety in clinical practice.    

 Risk minimization goals:
    •      promote informed benefi t – risk decisions  

   •      minimize the risk of PML  

   •      potentially minimize death and disability.    
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pline, it must be properly understood and appro-
priately utilized. Industry has an opportunity to 
contribute to the development of the fi eld and the 
responsibility to do so in a manner that expands 
resources while assuring scientifi c validity. With 
the passage of the 2007 FDAAA legislation, the 
need for scientists with training and research 
experience in pharmacoepidemiology has never 
been greater. To best support drug safety evaluation 
epidemiologic strategies must: (i) begin early in 
development, (ii) continue throughout the life-
cycle of the drug, (iii) evolve as new safety infor-
mation becomes available, and (iv) be innovative, 
requiring epidemiologists to be aware of new 
methods and methods specifi c to the disease 
area. Epidemiologists within industry have an 
opportunity to build on the successes of the last 30 
years by collaborating with academics, non -profi t 
organizations, and regulators to advance the 
methods of drug safety evaluation and risk 
management.
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larly in the postapproval phase, and evaluation of 
risk mitigation interventions. Like any other disci-
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Introduction 

The role of regulatory agencies in the regulation of 
medicines is broad, spanning the life cycle of a 
medicine, from the fi rst human studies through the 
entire marketing period. While the range of indi-
vidual activities is wide, the fundamental purposes 
of drug regulation include overseeing clinical res-
earch and the protection of human subjects in the 
prelicensing phase, granting access to medicines via 
licensing, monitoring the safety of medicines in the 
postlicensing phase, monitoring pharmaceutical 
advertising and promotion in the postlicensing phase, 
and insuring the quality of medicines. The regulator ’s
approach is one with a public -health focus, based in 
science, and executed in the context of applicable 
laws and regulations. Within that framework, phar-
macoepidemiology is playing a growing role. 

At its core, pharmacoepidemiology seeks to 
describe the use and effects of medicines in a popula-
tion. For a drug regulator, this is clearly a relevant 
science, one which contributes robust data upon 
which to make sound decisions regarding licensing, 
postlicensing safety monitoring, and, increasingly, in 
managing the known risks of marketed medicines. 

For the regulators, three aspects of pharmacoep-
idemiology are particularly important at this time. 

First, as the scope of pharmacoepidemiology broad-
ens, it is used increasingly throughout the lifecycle 
of a medicine. The roles of pharmacoepidemiology 
vary across the lifecycle, but at all times seek to 
understand the impact of medicines and their use 
in the population. 

Second, the synthesis of data from multiple 
sources, many of which may rely heavily on phar-
macoepidemiology, is critical for sound regulatory 
decisions. Synthesizing the data is challenging, but 
it is critical for the regulator to weigh all sources of 
evidence and arrive at a regulatory action that is 
based on a clear and transparent integration of all 
available data. 

Third, building capacity and collaboration in 
pharmacoepidemiology is essential, both within and 
outside of regulatory agencies, in order for regula-
tors, industry, and academia to meet the demand for 
high-quality pharmacoepidemiologic investigations. 

The scope of 
pharmacoepidemiology
throughout the  product  lifecycle

In the past two decades, the role of pharmacoepi-
demiology, from the regulator ’s perspective, has 

The views expressed herein are those of the authors, and not necessarily of the US Food and Drug Administration or the 

European Medicines Agency. 
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per 10 000 persons in the EU is used. 2 When all rare 
diseases are taken together, their public -health
impact is signifi cant; approximately 25 million 
people in North America are affected by these dis-
eases.3 (A less widely used provision of the orphan 
drug regulations in the US designates orphan drug 
status to a drug intended for diseases or conditions 
affecting 200 000 or more people if there is no rea-
sonable expectation that costs of research and 
development of the drug for the indication can be 
recovered by sales of the drug in the United States. 
A similar,  “insuffi cient return on investment ”
clause exists in the EU Orphan Regulation and is 
also little used.) 

Pharmacoepidemiology is central to the designa-
tion of a product as an orphan drug product, as 
determination of prevalence is the basis for such 
designation. Methods for determining prevalence 
can include administrative health -care databases, 
electronic medical record systems, registries, and 
surveys. Most of these methods would not cover 
the entire jurisdiction for which the orphan desig-
nation applies. Thus, some form of extrapolation 
must be performed to determine if the relevant 
population prevalence has been exceeded. For esti-
mates of population prevalence near the threshold, 
care must be taken to ensure that the most rigorous 
methods have been used. In this setting, regulators 
must ensure that the prevalence of the condition 
or disease does not exceed the threshold. The closer 
the estimated prevalence is to the threshold, the 
greater the precision needed to characterize the 
prevalence.

A review of 25 years ’ experience with the orphan 
drug program in the United States indicated that 
1892 orphan designations had been granted. The 
median prevalence of the condition being treated 
was 39 000; the most common patient prevalence 
was 10 000 or fewer patients. Relatively few preva-
lence estimates were near the 200 000 threshold. 1

Planning drug development programs 
Regulators understand that there are not adequate 
therapies for certain serious or life -threatening dis-
eases, and that development programs that require 
defi nitive evidence of an effect on irreversible mor-
bidity or mortality may be very long and delay 

grown beyond postapproval risk assessment to 
encompass assessing the need for medicines, plan-
ning certain aspects of drug development programs, 
evaluating preapproval clinical safety data, plan-
ning postapproval safety studies, monitoring 
postapproval safety, assessing actual use patterns of 
a medicine, and measuring the impact of regulatory 
actions. Each of these aspects is discussed in more 
detail below. 

Assessing the need for medicines
Pharmacoepidemiology, and clinical epidemiology 
more broadly, can be used in drug development 
long before a medicine is licensed or even tested in 
humans. Population -based databases can be used 
to characterize the frequency and distribution of 
specifi c diseases, so that relevant populations can 
be included in the developmental clinical trials. 
Health-care databases can be used to estimate the 
frequency of co -morbid conditions in the setting of 
the specifi c underlying disease to be treated, so that 
relevant background rates can be derived to place 
potential adverse events that arise during develop-
ment in context. This is especially useful for clinical 
events that are seen more frequently in patients 
with the disease for which the new treatment is 
being tested, but which could also represent an 
adverse drug reaction. This situation, known as 
confounding by indication, is a well known meth-
odologic problem in non -randomized pharmacoep-
idemiologic studies (see also Chapters 3 and  37),
but can also complicate the interpretation of 
adverse events in clinical trials, especially if the trial 
is not designed or powered to analyze these events. 
In these situations, careful understanding of back-
ground rates can be important. 

Characterizing the frequency of specifi c diseases 
can also be important in the development of medi-
cines for rare diseases. For example, orphan drug 
programs are designed to provide incentives to 
pharmaceutical manufacturers who develop medi-
cines for rare conditions, known as “orphan drugs. ”
In the United States, an orphan drug designation is 
given to a drug or biologic that has shown promise 
as a therapy intended to treat disease affecting 
fewer than 200 000 persons in the United States. 1

In the European Union (EU), a prevalence of fi ve 
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precisely measured than overall survival. The phar-
macoepidemiologist can play a role in establishing 
the relationship between this type of surrogate 
marker and a clinical outcome of interest. 

Preapproval  review of clinical safety
data
The traditional role of pharmacoepidemiology, 
from a regulatory standpoint, has been the assess-
ment of the safety of medicines in the postlicensing 
period. The limitations of prelicensing clinical trials 
in defi ning the full scope of adverse drug reactions 
are well known. Clinical trials are relatively small 
in size, compared to the size of the population of 
patients who will ultimately take the medicine 
once it is marketed. Patients who participate in 
clinical trials may have fewer co -morbidities and 
take fewer concomitant medications than those 
treated in actual practice. Prelicensing clinical trials 
generally provide relatively few data, or no data at 
all, in certain populations such as children, the 
elderly, and pregnant women. These groups, 
however, are often treated with the medicines in 
the course of clinical practice. 

The analytic methods of clinical trials are best 
suited for data arising from randomized, compara-
tive trials. Many clinical trials of medicines intended 
for chronic or long -term use, including those trials 
in preapproval drug development programs, may 
have single -arm, open -label extensions after par-
ticipants have completed the randomized portion 
of the trial. For data generated from this portion of 
the clinical trial, the techniques of observational 
pharmacoepidemiology may be appropriate. In 
addition to tallying the frequencies of specifi c 
adverse events, data from long -term extension 
studies can be examined to characterize patterns of 
adverse event onset over time. If appropriate, anal-
yses based on person -time can be performed. In 
this setting, the interpretations of adverse events 
must take into account the prior treatment received 
during the randomized portion of the trial, the 
duration of treatment, the underlying frequency 
of medical outcomes in the population with the 
disease being treated, and other factors. Pharma-
coepidemiology can inform this approach. The 
same approach can be applied to protocols designed 

access of effective therapies to patients. To allow 
patient access as rapidly as is feasible, and to assure 
that defi nitive evidence of effectiveness is obtained, 
the concept of “accelerated approval ” has been 
developed. Under this framework, the FDA may 
grant marketing approval for a new drug product 
on the basis of adequate and well -controlled clinical 
trials establishing that the drug product has an 
effect on a surrogate endpoint that is reasonably 
likely, based on epidemiologic, therapeutic, patho-
physiologic, or other evidence, to predict clinical 
benefi t, or on the basis of an effect on a clinical 
endpoint other than survival or irreversible morbid-
ity. 4 A key regulatory tool in the EU to fulfi ll unmet 
medical needs is the conditional marketing authori-
zation which has reduced data requirements linked 
to a 1 -year time -limited authorization where the 
authorizations renewal is linked to further data 
submission.5 Under the applicable regulations, 
manufacturers must study the drug further once it 
is approved, to verify and describe its clinical benefi t, 
where there is uncertainty as to the relation of the 
surrogate endpoint to clinical benefi t, or of the 
observed clinical benefi t to ultimate outcome. At 
the time of approval, postmarketing studies would 
usually already be underway. 

Understanding the relationship between a sur-
rogate endpoint and a disease outcome is an oppor-
tunity for pharmacoepidemiologists to contribute to 
drug development. The hallmark of a surrogate 
marker is that it is reasonably likely to predict a 
clinical outcome of interest, even if it is not itself a 
direct measure of that clinical outcome. For 
example, in the fi eld of oncology, improved overall 
survival is an outcome of clinical interest. 6 Although 
this outcome measure can be reliably measured in 
clinical trials, it can take a long time to generate the 
data needed to demonstrate an improvement in 
overall survival. To accelerate drug development, 
alternative outcome measures, which do not require 
such lengthy trials but which are believed to predict 
overall survival, can be used. Such surrogate meas-
ures could include disease -free survival, objective 
response rate, complete response rate, and progres-
sion free survival. However, these measures have 
not been validated as surrogates for overall survival 
in all settings. In addition, these outcomes are less 
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approach and, of necessity, a reactive approach. 
Proactive strategies involve carefully identifying 
important gaps in the safety profi le of a medicine, 
and designing observational studies or clinical trials 
to address the unanswered questions. The approach 
to studying the cardiovascular risk of antidiabetic 
agents, noted above, is an example of a proactive 
step taken at the time of approval. However, the 
identifi cation of knowledge gaps can come any-
where in the life cycle of a medicine, and can be 
based on data from clinical trials or observational 
studies of the medicine, or safety fi ndings from 
other medicines in the same class. In these cases, 
careful review of the available data can allow the 
regulator, working with industry, to develop a 
proactive approach to drug safety issues in the 
postapproval period. In the EU, the planning of 
postapproval studies is formalized as the Pharma-
covigilance Plan, part of the EU Risk Management 
Plan where identifi cation of risks and of knowledge 
gaps is based on the Safety Specifi cation. 8

Reactive approaches are also needed in regula-
tory pharmacoepidemiology because the adverse 
effects of medicines can become recognized at any 
time, including several years, after approval. To the 
extent that regulators can use proactive pharma-
coepidemiologic approaches, reactive approaches 
can be minimized. But not all drug safety issues can 
be predicted, so regulators will continue to need 
reactive approaches. These approaches require effi -
cient review of the existing data, careful and timely 
assessment of the need for immediate or near -term
regulatory action, and interaction with the prod-
uct’s manufacturer to plan further study. Reactive 
approaches become necessary, for example when a 
new safety issue is identifi ed from spontaneously 
reported suspected adverse drug reactions (see 
Chapter 10), or when drug safety fi ndings are pub-
lished by independent groups, and neither the 
regulator nor the manufacturer is aware of them. 
Reactive approaches may also be needed when 
events such as manufacturing -related product 
recalls result in a large number of adverse event 
reports that need to be reviewed in a short period 
of time. 9

The specifi c scientifi c approach to an individual 
postapproval safety issue is beyond the scope of 

to grant expanded access to a medicine before it is 
approved, such as may occur during a “treatment
protocol” in the United States. Such protocols are 
typically single -arm, open -label studies. 

Planning for postapproval  safety
studies
At the time a medicine is approved, it is well known 
that there are uncertainties and unknowns regard-
ing the safety profi le of the medicine. In many 
cases, the nature of the safety issues that will unfold 
postapproval cannot be predicted at the time the 
product is brought to market. In some cases, 
however, a careful review of the clinical data at the 
time of approval can lead to a proactive approach 
to obtaining more safety information. 

An example of a proactive approach is the strat-
egy the US FDA has developed to require sponsors 
of antidiabetic agents to characterize as fully as 
possible the cardiovascular risks of these medi-
cines.7 The strategy starts prior to approval, when 
data from clinical trials are examined to determine 
the cardiovascular risk of the new medicine relative 
to that of comparative agents. A relative risk esti-
mate is calculated. If the upper limit of the 95% 
confi dence limits of this estimate exceeds 1.8, the 
product will require a large cardiovascular out-
comes clinical trial prior to approval. If the upper 
bound of the 95% confi dence limit falls between 
1.3 and 1.8, the product can be marketed, provided 
that all other criteria for approval are met, and the 
manufacturer will be required to conduct a postap-
proval clinical trial to determine the frequency of 
adverse cardiovascular outcomes relative to other 
antidiabetic agents. If the upper limit of the 95% 
confi dence interval is below 1.3, and the product 
otherwise qualifi es for approval, no further cardio-
vascular study is needed. This strategy provides a 
tiered approach, spanning the pre - and postap-
proval periods, to assessing the cardiovascular risks 
of antidiabetic agents, and accounts for the level of 
uncertainty in the preapproval data. 

Monitoring postapproval  safety
For the regulator, the postlicensing assessment of 
the safety of medicines involves both a proactive 
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facturer was subsequently required to add addi-
tional warning to the product ’s label, cautioning 
against prolonged use. 11

The case of acetaminophen (paracetamol) illus-
trates use of public -health databases compiled not 
specifi cally for pharmacoepidemiologic purposes, 
but which can offer important insights into how 
medicines are used. Acetaminophen is one of the 
most widely used medications, and is available in 
several single -ingredient and multi -ingredient,
over -the-counter, and prescription products. Alth-
ough acetaminophen is generally safe when used 
as directed, misuse and overdose can cause acute 
liver failure, sometimes resulting in transplantation 
or death. In fact, acetaminophen is the leading 
cause of drug -induced liver failure in the United 
States.12 Overdoses can be either intentional or 
unintentional. For the regulator, understanding the 
conditions that lead to toxicity is of critical impor-
tance, since interventions can only be designed if 
the conditions of use are well understood. To 
understand the patterns of use that give rise to 
toxicity, Nourjah and colleagues at the FDA exam-
ined several national databases to quantify this 
problem.13 Using the National Hospital Ambulatory 
Medical Care Survey (NHAMCS), they determined 
that an estimated 56 000 Emergency Department 
visits occurred annually between 1993 and 1999 
for acetaminophen overdoses; an estimated 12 650
of these overdoses were unintentional. Using data 
from the National Hospital Discharge Survey 
(NHDS), they estimated that for the years 1990 to 
1999, there were 26 000 hospitalizations annually 
for acetaminophen overdoses, with 2240 of these 
related to unintentional overdose annually. Using 
the National Multiple Cause of Death Files, they 
estimated that 458 deaths occurred annually from 
acetaminophen overdose —100 of which were due 
annually to unintentional overdose. These data-
bases provide quantitative data on both the overall 
magnitude of acetaminophen overdoses in the 
United States as well as on the proportion of the 
overdoses that occur unintentionally. Data such as 
these are critical for the regulator. By providing a 
context for the environment in which toxicity 
occurs, these data allow for the design of targeted 
risk mitigation interventions, as well as for 

this chapter. From the regulator ’s point of view, 
scientifi c undertakings to address new safety issues 
in the postapproval setting must be designed in 
ways that address the specifi c questions that regu-
lators have, so that the results of these scientifi c 
undertakings can appropriately inform regulatory 
actions. As a regulator will use scientifi c informa-
tion to reach sometimes urgent regulatory deci-
sions that impact directly on the use of a medicine 
and therefore on product safety, the scientifi c 
investigations must be those that answer the ques-
tion as accurately as possible in as little time as 
possible.

Assessing actual use patterns 
of a medicine
Regulators are interested not only in whether a 
medicine meets the relevant regulatory standards 
for approval, but also in how a medicine is actually 
used in clinical practice. Understanding the actual 
use of a medicine in practice allows regulators to 
assess the degree to which the medicine is used in 
ways that are consistent with the safe use of the 
medicine. To do so, regulators can use a variety of 
pharmacoepidemiologic resources, including admi-
nistrative claims data, electronic medical records, 
or other public -health databases. 

For example, Kaplan and colleagues examined 
the use patterns of metoclopramide, a medicine 
associated with tardive dyskinesia after prolonged 
cumulative exposure. 10 The authors used prescrip-
tion claims data to estimate duration of therapy and 
the extent of therapy beyond the maximum time 
period of 12 weeks evaluated in the clinical trials 
and recommended in the label. During the study 
period, almost 80% of approximately 200 000 par-
ticipants had only one episode of therapy. The 
length of the longest episode for most patients 
(85%) varied from 1 to 90 days, yet 15% of the 
patients appeared to have received prescriptions for 
metoclopramide for a period longer than 90 days. 
Cumulative therapy for longer than 90 days was 
recorded for almost 20% of the patients. These data 
indicate that a substantial percentage of patients 
were taking metoclopramide for longer than the 
recommended duration of treatment. The manu-



112   Part II: The Role of Pharmacoepidemiology in Different Sectors

the concomitant administration of CYP 3A4 inhibi-
tors.17 In 1995, the FDA required that Boxed 
Warning be added that contraindicated the use of 
cisapride in patients taking CYP 3A4 inhibitors. A 
Dear Health Care Professional Letter was also sent 
at that time. As more information gathered that 
concomitant use of medicines that prolong the QT 
interval could be dangerous in patients taking cis-
apride, the FDA in 1998 strengthened the Boxed 
Warning to include contraindication of medicines 
that prolong the QT interval. During the time 
between the fi rst Boxed Warning and the second, 
cisapride use continued to grow. A second Dear 
Health Care Professional Letter was sent in June 
1998 to 800 000 health -care professionals. To assess 
the impact of these regulatory actions on cisapride 
use, Smalley and colleagues used electronic data 
from two managed care programs and one state 
Medicaid program to compare the proportion of 
cisapride users for whom cisapride use was con-
traindicated, based on the product ’s label, in two 
time periods, the 1 year before the June 1998 
action (July 1997 –June 1998) and the 1 year after-
ward (July 1998 –June 1999). 18 In the databases 
examined the proportions of cisapride users for 
whom the medication was contraindicated in the 
year before the June 1998 action were 26%, 30%, 
and 60%. In the year following the actions, the 
corresponding proportions were 24%, 28%, and 
58%. The authors concluded that FDA ’s actions 
had no substantial effect on the use of cisapride 
in patients for whom it was contraindicated. 
Weatherby and colleagues used outpatient phar-
macy claims data from a large New England (USA) 
insurer to address the same question, and found a 
58% decline in the rate of co -prescription of medi-
cations that were explicitly mentioned as contrain-
dicated medicines in the Dear Health Care 
Professional Letter. 19 However, there was no similar 
decline in the co -prescription of medicines that 
were mentioned as examples of member of drug 
class or implied as drug class members. In 2000, the 
manufacturer, in consultation with FDA, decided 
to discontinue marketing the product, and made 
the product available to patients who met clearly 
defi ned eligibility criteria through an investiga-
tional limited access program. 

monitoring their impact once interventions have 
been implemented. In the UK, regulators have 
undertaken reduction of package size as a risk -
mitigation measure. 14 In the US, the FDA has 
asked drug manufacturers to limit the strength of 
acetaminophen in prescription acetaminophen -
containing products to 325 mg per tablet, capsule, 
or other dosage unit. 15 The FDA is also considering 
what steps may be taken to minimize the occur-
rence of serious liver damage related to over -the-
counter acetaminophen use. 

Assessing the impact of regulatory
actions
Because of its public health focus, drug regulation 
must ensure that its actions lead to the intended 
public health outcomes. For serious safety issues, it 
is sometimes not enough simply to add a warning 
to a product label. 16 The impact of this regulatory 
action must be assessed. Because many regulatory 
actions recommend certain conditions of use for a 
medicine, it is possible to measure adherence to 
these conditions, rather than directly measuring 
the health outcome of interest. As formal risk 
management programs become increasingly used 
to manage specifi c serious risks of medicines, 
scientifi cally rigorous assessments of these pro-
grams will be needed to insure that the goals of 
the program are being met (see Chapter 29).
Pharmacoepidemiology is critical to these endeav-
ors, as it can relate drug usage both to patient 
characteristics and patterns of use of other medi-
cines as well as to patient outcomes. The case 
below illustrates the measurement of adherence to 
labeled recommendations regarding contraindi-
cated medicines. 

Cisapride, an agent used to promote motility of 
the upper gastrointestinal tract, was fi rst marketed 
in the United States in September 1993. Between 
that time and April 1996, the US FDA received 
reports of 34 patients who developed torsade de 
pointes while on cisapride, and 23 reports of 
patients developing a prolonged QT interval while 
on cisapride. Further investigation revealed that 
these cases were associated with elevated serum 
cisapride levels, which in many cases were due to 
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medicine. Thus, strict reliance on clinical trials to 
determine that a certain medicine is associated with 
aplastic anemia or acute liver failure would be mis-
guided. In other situations, a safety outcome might 
be suffi ciently uncommon, or occur with such long 
latency, that it might not be feasible to study it in 
clinical trials. If the outcome may nonetheless be 
seen in patients with the condition for which the 
medicine is given, case reports will not be helpful. 
In these situations, carefully designed observational 
studies would be appropriate. 

Recently, there has been renewed attention to 
the role of synthesizing evidence from many 
sources, and to the notion that the traditional hier-
archies of evidence may not always be appropriate 
for assessment of drug safety. 20 Because of their 
rigid, step -wise approach to evidence, hierarchies 
are not well suited to integrating diverse sources of 
information. To make the issue more challenging, 
data from experimental settings (i.e., clinical trials) 
may yield one estimate of effect, while observa-
tional data may yield a quantitatively different esti-
mate. These differences in effect size between study 
settings may be suffi cient to result in different 
interpretations of the risk –benefi t balance. 21 In 
practice, however, data on a safety issue do come 
from diverse sources. The challenge for regulators, 
who must use the data to make public health deci-
sions, is to integrate the available information opti-
mally. This may be particularly challenging when 
trying to integrate and balance clinical trial results 
relating to benefi t and pharmacoepidemiologic 
study results relating to risk. The best ways to do 
this have not yet been established, and will likely 
be a topic of much interest in the coming decade. 

Building capacity and collaboration
in pharmacoepidemiology

Pharmacoepidemiology is a complex fi eld, and 
relies on epidemiology, clinical pharmacology, 
pharmacy, medicine, statistics, and other disci-
plines, for its full execution (see also Chapters 2
and 3). Acquiring expertise in pharmacoepidemiol-
ogy thus requires an environment that provides 
access to experts in all the relevant disciplines. 

Integrating data from  multiple
sources 

Central to the role of a drug regulator is determin-
ing the benefi t –risk balance of a medicine and, to 
date, pharmacoepidemiology has been particularly 
central to determining the risk part of this balance. 
The entirety of the pharmacoepidemiologic arma-
mentarium is involved. Case reports, case series, 
non-randomized epidemiologic studies, clinical 
trials, and meta -analyses are amongst the most 
common techniques used. These topics are covered 
extensively in this book (see Chapters 3, 5, 23, 33,
36, 37, and 40), and their technical aspects will not 
be discussed here. While the regulator must be 
familiar with these techniques, the regulator ’s
approach to pharmacoepidemiology must be one 
that integrates fi ndings from various data sources 
that have been analyzed with various techniques. 
Other sources of data, such as clinical pharmacol-
ogy fi ndings (see Chapter  2) and the results of 
animal toxicology studies, may also contribute to 
the overall body of data. Indeed, the ability to inte-
grate fi ndings from diverse data sources depends, 
in large part, on a thorough understanding of the 
data and the methods of analysis. Beyond the tech-
nical issues, the regulator is faced with determining 
the signifi cance of the data at hand, and what regu-
latory action, if any, must be taken. 

There is no one single approach to synthesizing 
data from multiple data sources. Rather, a careful 
and structured approach must be taken in each 
case. Considerations include the risk being studied, 
the magnitude of the effect seen, the sources of 
the data used, the control for bias and confounding 
in each study, the robustness of each fi nding, 
biological plausibility, and prior fi ndings. There is 
no simple algorithm that can be used in all 
situations.

Standard hierarchies of evidence have been 
published, though these are not always relevant for 
the drug regulator in making a decision about the 
safety of a medicine. For example, case reports and 
case series, which are usually accorded the lowest 
status in an evidence hierarchy (see Chapter 3),
may be the only practical way to determine that 
rare, serious adverse events are associated with a 
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regulatory agencies can promote the fi eld of 
pharmacoepidemiology. 

In addition to providing guidance on best prac-
tices for pharmacoepidemiologic studies, FDA has 
funded formal pharmacoepidemiologic studies. 
One early effort in this area was funding for the 
development and use of the Computerized On -Line
Medicaid Pharmaceutical Analysis and Surveillance 
System (COMPASS), a computerized database of 
inpatient and outpatient medical claims and outpa-
tient pharmacy claims of participants in the 
Medicaid program, a health benefi t program in the 
US for certain low -income individuals and families 
who meet defi ned eligibility criteria. 25 As additional 
large, population -based databases have become 
available for pharmacoepidemiologic studies, FDA ’s
funding has focused on experts in pharmacoepide-
miology who have access to relevant data and who 
collaborate with FDA epidemiologists on drug 
safety questions of mutual interest, and on funding 
studies using many of the data sources described 
elsewhere in this book. 

Because pharmacoepidemiology depends on 
many areas of expertise, fostering collaboration is 
another potential role that regulators can play. 
Through a project funded by the Innovative 
Medicines Initiative (IMI) in March 2010, the 
EMA, along with the national drug regulatory 
agencies from Denmark, Spain, and the United 
Kingdom, have partnered with a number of public 
and private organizations, academic organizations, 
and pharmaceutical companies to form IMI 
PROTECT (Pharmacoepidemiological Research on 
Outcomes of Therapeutics by a European 
Consortium), a consortium dedicated to strength-
ening the methods used to monitor the benefi ts 
and risks of medicines. 26 Topic areas covered by 
PROTECT include enhancing data collection from 
consumers; improving early and proactive signal 
detection from spontaneous reports, electronic 
health records, and clinical trials; developing, 
testing, and dissemination methodologic standards 
for the design, conduct, and analysis of pharma-
coepidemiologic studies; developing methods for 
continuous benefi t –risk monitoring of medicines; 
and testing and validating various methods devel-
oped in PROTECT. 

Furthermore, this discipline relies on population -
based health -care data, which experts in the above 
fi elds may not have. As more and more drug safety 
questions arise that require expertise in pharma-
coepidemiologic and appropriate data, it is crucial 
that there be suffi cient capacity, in the form of well -
trained pharmacoepidemiologists, and that there 
also be appropriate venues for collaboration. 
Regulators can play a role in reaching these goals. 

To strengthen the postapproval monitoring of 
medicines, the European Medicines Agency (EMA) 
developed The European Network of Centres for 
Pharmacoepidemiology and Pharmacovigilance 
(ENCePP)22 (see also Chapter  6). EMA identifi ed 
available expertise and research experience in the 
fi elds of pharmacovigilance and pharmacoepidemi-
ology across Europe, and developed a network of 
centers with the capacity to perform postauthoriza-
tion studies focusing on safety and benefi t –risk. The 
ENCePP Database of Research Resources, launched 
in early 2010, is a publically available searchable, 
electronic index of European research resources in 
pharmacovigilance and pharmacoepidemiology. 
The database covers both centers and networks, as 
well as data sources in the European Union. The 
ENCePP Code of Conduct, also released in 2010, 
provides a set of rules and principles for pharma-
covigilance and pharmacoepidemiologic studies, 
with regard to best practices and transparency. A 
parallel Checklist of Methodological Standards for 
ENCePP Study Protocols allows researchers to be 
aware of and consider important methodologic 
considerations. The ENCePP e -Register of Studies, 
also released in 2010, provides an important trans-
parency, tracking, and results dissemination tool 
focused on pharmacoepidemiologic studies. 23 The 
ENCePP project illustrates one way that a regula-
tory agency can be involved in building capacity. 

The US FDA, as one of its commitments under 
the re -authorization of the Prescription Drug 
User Fee Act in 2007, was tasked with develop-
ing a guidance document, with input from 
academia, industry, and others,  “that addresses epi-
demiologic best practices and provides guidance on 
carrying out scientifi cally sound observational 
studies using quality data resources. ”24 This task 
illustrates another mechanism through which 
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depend not only on the efforts of regulatory agen-
cies, but also on collaborations with academia and 
industry. 
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CHAPTER 9 

Pharmacoepidemiology and the Law 
  Aaron S.     Kesselheim  
Division of Pharmacoepidemiology and Pharmacoeconomics, Department of Medicine, Brigham and Women ’s Hospital, and 
Harvard Medical School, Boston, MA, USA 

Introduction 

The law describes the basic rules under which 
people live in modern society. Tort law, for example, 
provides a system of corrective justice and a coher-
ent set of principles to decide whether a person 
deserves compensation for an injury he or she sus-
tained. As another example, contract law provides 
a structure for adjudicating agreements between 
parties. In both of these cases, the existence of 
governing law helps infl uence the way people act. 
For example, knowing of the existence of tort lia-
bility rules should incentivize people to take care 
to prevent accidents from happening. 

Pharmacoepidemiologists in their daily work 
encounter many different aspects of the law. 
Perhaps the most recognizable connection occurs 
when patients seek redress in tort law for adverse 
effects from a medical product. In these cases, phar-
macoepidemiologic studies may provide the scien-
tifi c underpinning for the claim, helping determine 
whether a manufacturer is at fault. Often, pharma-
coepidemiologists are called as expert witnesses to 
interpret scientifi c fi ndings for judges and juries. 
Other basic legal principles may also have impor-
tant effects on the practice of pharmacoepidemiol-
ogy. For example, pharmacoepidemiologists must 
navigate contract law when they develop research 
agreements with funding sources or owners of 
databases. Pharmacoepidemiologists interface with 
property law when they attempt to secure owner-

ship rights over their discoveries (or “intellectual
property”), often through the use of patents. 

This chapter outlines three of the most impor-
tant intersections of pharmacoepidemiology and 
the law: tort law, contract law, and intellectual 
property law. The chapter defi nes and describes 
basic legal rules in these subject areas, and uses 
these rules as a basis for additional discussion about 
practical and ethical implications for pharmacoepi-
demiologists. In each example, US law is used as 
the paradigm (given the legal background of the 
author) but, since much of the discussion is based 
on principles that are generally similar in other 
highly developed legal systems, the lessons are 
applicable to pharmacoepidemiologists around the 
world.

Tort  law and product  liability
lawsuits

Product liability lawsuits provide an opportunity 
for individuals harmed by a drug to seek damages 
from its manufacturer. Recent widely reported 
cases have included the non -steroidal anti -
infl ammatory drug (NSAID) rofecoxib (Vioxx ®),
the antidepressant paroxetine (Paxil ®) and other 
selective serotonin reuptake inhibitors (SSRIs), 
olanzapine (Zyprexa ®) and other atypical antipsy-
chotics, the cholesterol -lowering agent cerivastatin 
(Baycol®), the antidiabetic/ anti -infl ammatory 
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hazardous or dangerous. Courts rationalized that 
some products contained an inherent risk of harm, 
so manufacturers that chose to sell such products 
needed to bear the responsibility when the prod-
ucts caused injury. As a result, starting in the early 
1960s, judges started applying the theory of strict 
liability to certain product liability cases. Strict lia-
bility merely requires demonstration that the dan-
gerous product caused the injury; as distinguished 
from negligence, the question of whether the 
defendants followed customary practices or exer-
cised reasonable precautions is moot. The strict 
liability principle permitted plaintiffs to argue that 
they should receive compensation for injuries 
merely because the product was designed a certain 
way, irrespective of other mitigating factors. For 
example, the product could have a “manufacturing
defect,” meaning that the product did not comply 
with the manufacturer ’s own standards, or a 
“design defect, ” meaning that the product was 
designed in a way that conferred inherently unrea-
sonable risk for the consumer. 

Strict product liability grew quickly in popular-
ity. In 1965, legal scholars proposed a consensus 
understanding of the area in the infl uential 
Restatement (Second) of Torts, fi nding that a seller 
of a product that is “in a defective condition unrea-
sonably dangerous to the user or consumer ” should 
be strictly liable even if the seller “exercised all pos-
sible care in the preparation and sale of the 
product.”3 Notably, the authors commented that 
warnings could be employed to prevent any product 
from being deemed “unreasonably dangerous, ”
although such warnings needed to address risks of 
which the seller “has knowledge, or by application 
of reasonable, developed human skill and foresight 
should have knowledge. ”4 Thus, strict product lia-
bility also allowed plaintiffs to bring causes of 
action against manufacturers based on a warning 
defect—otherwise known as a “failure to warn. ”

Some courts were hesitant to apply strict 
product liability to cases emerging from the phar-
maceutical fi eld. This reticence was refl ected in the 
Restatement (Second) of Torts, which included an 
important annotation relevant to prescription 
drugs. In Comment k, the Restatement noted that 
a pharmaceutical product “properly prepared, and 

troglitazone (Rezulin ®), and the serotoninergic 
anorectic drug dexfenfl uramine (Redux ®). In this 
chapter, we will review how product liability law-
suits are adjudicated according to some common 
law principles. A basic understanding of product 
liability law is essential for pharmacoepidemiolo-
gists, even for those who might never fi nd them-
selves in a courtroom, because such lawsuits also 
exert substantial infl uence on the fi eld itself. Tort 
litigation brought by government agencies and 
individual patients can help uncover previously 
unavailable data on adverse effects, questionable 
practices by manufacturers, and fl aws in drug regu-
latory systems. 1

The legal theory of product  liability
In the centuries -old common law tradition of 
England, which forms the basis for legal systems in 
the US and a number of other countries, a con-
sumer injured by a defective or contaminated phar-
maceutical product was not permitted a right of 
action unless the consumer happened to purchase 
the preparation directly from the manufacturer. 
The emergence of product liability law altered that 
state of affairs. Product liability law as a legal theory 
generally arose in the US around the time of the 
Industrial Revolution as a variation of tort law, 
permitting consumers harmed by the many prod-
ucts sold widely in interstate commerce to seek 
redress for their injuries. 2 Originally, product liabil-
ity was grounded in the theory of negligence, 
which meant that defendants would be liable for 
causing plaintiffs ’ injuries if the defendants engaged 
in wrongful or unreasonable conduct, even if it was 
unintentional. To make out a claim for negligence, 
plaintiffs needed to show: (i) that defendants had 
a duty to exercise reasonable care; (ii) that defend-
ants’ conduct diverged from customary practices 
that would be followed by other manufacturers or 
members of the industry; (iii) that there was a 
causal link between the defendants ’ lack of care 
and the outcome at issue; and (iv) that the preced-
ing three factors led to damages. 

However, courts found that negligence theory 
did not allow enough deserving plaintiffs to be 
compensated for product -related injuries they suf-
fered, particularly in cases in which products were 
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be considered to have a design defect if “reasonable
health care providers, knowing of such foreseeable 
risks and therapeutic benefi ts ” prescribed the drug 
to the patient . 9

Even in jurisdictions amenable to strict product 
liability for pharmaceuticals, the vast majority of 
FDA-approved drugs are likely to meet courts ’ bal-
ancing test. As a result, when a person is injured 
by a prescription drug, a “design defect ” lawsuit 
based on the claim that the product was avoidably 
unsafe is very unlikely to succeed. Rather, plaintiffs 
usually seek to demonstrate “failure to warn ” by 
the manufacturer about the adverse event at issue 
(nominally a strict liability claim). Alternatively, 
plaintiffs could sue based on a negligence theory 
that the manufacturer failed to take reasonable care 
in marketing its product, an analysis which also 
largely hinges on the appropriateness of the accom-
panying warnings. Practically speaking, the ulti-
mate disposition of a case fi led under strict liability 
failure to warn or negligence theory turns on the 
question of whether the warning is reasonable. 10

After these historical twists and turns in legal 
theory in this area, the claim for “failure to warn ”
has become the most common basis for litigation 
over pharmaceutical products. 

Failure -to-warn  claims
Whether based on strict liability or negligence, a 
failure-to-warn product liability action includes 
three main contentions: (i) knowledge of the drug 
risk by the manufacturer, (ii) improper warning of 
the drug risk, and (iii) causation of damages. 

Knowledge
First, the plaintiff must demonstrate that a pharma-
ceutical manufacturer knew, or should have 
known, of the risk. Apart from the rare case decided 
based on a strict liability design defect, a manufac-
turer of a pharmaceutical product is not held 
accountable for risks about which it could not have 
known. For example, in one case, a plaintiff brought 
a lawsuit claiming that her oral contraceptive medi-
cation led to her having a cerebrovascular acci-
dent.11 The court remarked,  “Dates are thus vitally 
important as there is no duty to warn of unknown 
or unforeseeable risks, and the question is whether 

accompanied by proper directions and warning, is 
not defective, nor is it unreasonably dangerous. ”5

The Restatement effectively excluded most pre-
scription drugs from the strict liability based on 
manufacturer or design defects. The authors sepa-
rated pharmaceutical products from other products 
because they believed the marketing and use of 
pharmaceutical products “are fully justifi ed, not-
withstanding the unavoidable high degree of risk 
which they involve. ” Prominent legal scholar 
William Prosser summed up the justifi cation for 
treating prescription drugs differently:

The argument that industries producing potentially 
dangerous products should make good the harm, 
distribute it by liability insurance, and add the cost 
to the price of the product, encounters reason for 
pause, when we consider that two of the greatest 
medical boons to the human race, penicillin and cor-
tisone, both have their dangerous side effects, and 
that drug companies might well have been deterred 
from producing and selling them. Thus far the courts 
have tended to hold the manufacturer to a high 
standard of care in preparing and testing drugs of 
unknown potentiality and in giving warning; but in 
the absence of evidence that this standard has not 
been met, they have refused to hold the maker liable 
for unforeseeable harm. 6

Ultimately, a minority of courts implemented 
the Comment k principle and offered pharmaceuti-
cal manufacturers a blanket protection from strict 
liability for manufacturer or design defect claims. 7

However, the majority of courts charted a slightly 
different course. For example, in New Jersey, the 
state Supreme Court declined to adopt Comment k 
in the case of an infant who suffered severe tooth 
discoloration after being prescribed Declomycin, a 
tetracycline-based antibiotic. The court ruled that 
the Comment k shield should only apply to drugs 
that were “more vital to the public health and 
human survival than others, ” while less useful 
drugs would continue to be evaluated under strict 
liability. 8

In 1997, the Restatement (Third) of Torts: 
Product Liability was published with the intention 
to clarify the question about liability for design 
defects. It re -emphasized that judicial risk –utility
analysis was improper, arguing that a drug cannot 
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public, a new FDA health advisory in 2004 warned 
physicians to “carefully monitor patients receiving 
antidepressants for possible worsening of depres-
sion or suicidality ” and emphasized that only the 
SSRI fl uoxetine (Prozac ®) had been approved to 
treat pediatric major depressive disorder. 15

Constructive knowledge is sometimes called  “legal
knowledge,” because it is knowledge that the law 
assumes should be present, even if it is not. 
Constructive knowledge is knowledge that a person 
did not have, but could have acquired by the exer-
cise of reasonable care. For example, the cholesterol -
lowering drug cerivastatin (Baycol ®) was removed 
from the market in 2001 after it was linked to cases 
of rhabdomyolysis, a potentially fatal kidney 
disease. The manufacturer, Bayer, was found to 
possess several reports from as early as 1999 sug-
gesting a 10 -fold risk of rhabdomyolysis relative to 
other medications in its class, but it allegedly did 
not process these reports and pass them along to 
patients or regulators. 16 A memorandum from a 
Bayer offi cial stated,  “If the FDA asks for bad news, 
we have to give [it], but if we don ’t have it, we 
can’t give it to them. ”17 In this case, Bayer could be 
said to have constructive knowledge of these con-
cerns by 1999, because the company should have 
processed the reports and acted on them by that 
time. In other cases, plaintiffs have tried to prove 
constructive knowledge by arguing that manufac-
turers should have performed different or addi-
tional analyses to better understand an important 
side effect of their product. The standard for con-
structive knowledge in these situations has been 
what a reasonably prudent company with expertise 
in this area would have undertaken. 

Warning 
If a manufacturer has the duty to provide a warning 
about adverse events associated with its product, 
then the next question is whether an adequate 
warning was provided. A proper warning has 
certain hallmarks, including relevance, timeliness, 
and accuracy. 

First, a warning about an adverse effect must be 
commensurate with the scope and extent of dangers 
associated with the drug. In the case of troglitazone 
(Rezulin®), an oral hypoglycemic approved in the 

the risk was knowable or reasonably foreseeable at 
the time when the plaintiff was still taking the 
drug.” The jury found that the particular risk the 
plaintiff claimed could not have been known at 
the time the drug was prescribed, based in part on 
the testimony of the expert pharmacoepidemiolo-
gist who reported that “new techniques to measure 
these clotting effects had not then been developed ”
at the time of the injury. According to the court, 
“The warnings contained in the package inserts 
were adequate or that the statements contained 
therein were a fair representation of the medical 
and scientifi c knowledge available at the time the 
drug was taken by the plaintiff. ”

Knowledge can be actual or constructive. Actual
knowledge is defi ned as literal awareness of a fact. 
Actual knowledge can be demonstrated by a 
showing that the manufacturer was cognizant of 
reasonable information suggesting a particular risk 
that it did not pass on to consumers, for example, 
where a defendant possesses data about certain 
adverse events that were not disclosed. In the case 
of selective serotonin reuptake inhibitors (SSRIs), 
used to treat depression, various manufacturers 
were found to have conducted clinical trials that 
showed an increased risk of suicidal ideation in 
adolescent patients taking the drug. Plaintiffs 
brought lawsuits charging that these fi ndings were 
delayed for lengthy periods of time, not released, 
or the concerns not fairly represented. 12 For 
example, the largest study of paroxetine (Paxil ®) in 
pediatric patients was conducted in the US from 
1993–1996; it showed no benefi t of the drug over 
placebo and fi ve cases (out of 93) of suicidal 
ideation, as compared to one case out of 89 in 
the placebo arm and one case out of 95 in the 
comparator (non -SSRI) arm. The manufacturer, 
GlaxoSmithKline, allegedly sought to “effectively
manage the dissemination of these data in order to 
minimize any potential negative commercial 
impact.”13 To support this contention, plaintiffs 
pointed to the fact that the data were only pre-
sented in abstract form in 1998 and published in 
2001 (when the authors concluded that the drug 
was “generally well tolerated and effective for 
major depression in adolescents ”).14 After the full 
data from this trial and others like it were made 
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drug’s offi cial FDA label was updated in 2002 to 
account for these fi ndings, subsequent lawsuits 
alleged that the warning was insuffi ciently urgent 
because the risk of cardiovascular events was 
described in vague terms and placed in the less 
prominent “precautions” section of the label. 24

Finally, a manufacturer ’s duty does not end with 
the initial warning, because it must keep up with 
emerging scientifi c data and patient reports, and 
warn of new side effects discovered after initial 
approval. In one case, plaintiffs brought a suit con-
tending that their daughter ’s serious birth defects 
were related to a teratogenic progestational agent 
(Delalutin®) manufactured by the defendant. The 
court noted that the drug manufacturer is under a 
“continuous duty … to keep abreast of scientifi c 
developments touching upon the manufacturer ’s
product and to notify the medical profession of any 
additional side effects discovered from its use. ”25

The plaintiff ’s expert medical witness testifi ed that 
there was “suffi cient scientifi c information and lit-
erature relative to progesterones ” at the time the 
drug was used to “make a prudent drug manufac-
turer do teratogenicity studies on any progesterone 
agent.”25

Causation
Another major issue in a pharmaceutical product 
liability case is whether the product at issue caused 
the alleged injury. Pharmacoepidemiologists may 
be most comfortable thinking about causation from 
a medical or scientifi c point of view. Scientists gen-
erally posit hypotheses to explain particular out-
comes and then study populations to test those 
hypotheses on the basis of studies using probabil-
istic thinking (i.e., a p value). However, legal causa-
tion usually requires a clear causal chain from 
event to outcome, in an individual. The legal stand-
ard for causation is therefore challenged by product 
liability cases, where probabilistic evidence links 
drugs to injuries. 26 Courts struggle with the ques-
tion of legal causation in these cases on two distinct 
levels: general and specifi c causation. 

General causation addresses whether a product is 
capable of causing a particular injury in the popula-
tion of patients like the plaintiff. The basic common 
law standard to prove general causation is that a 

US in 1997 and used by diabetic patients, the 
company was accused of minimizing its presenta-
tion of liver toxicity in its warning materials. 18

Elevations of hepatic enzymes in early testing were 
initially depicted in the descriptions of adverse 
effects simply as “≥3-fold”. Yet, some were appar-
ently as high as >20-fold; several of those patients 
suffered acute liver failure. In the subsequent litiga-
tion, it was alleged that the warning was defi cient 
because company did not acknowledge this clini-
cally important difference until more than a year 
after the drug was marketed. 19

Second, warnings must not be subject to undue 
delay. Some delays may be internal. In the case of 
rosiglitazone (Avandia ®), another oral hypoglyc-
emic drug, a 2007 meta -analysis linked the drug to 
life-threatening cardiovascular adverse events. 20

However, after a review of internal company docu-
ments, a US Senate Finance Committee report sug-
gested that the manufacturer knew about these 
risks many years before this article was published 
but delayed warning about them and sought to 
limit their dissemination. 21 Thus, a primary ques-
tion in lawsuits arising from use of rosiglitazone is 
whether these tactics inappropriately delayed rea-
sonable warnings about the adverse effect. 
Sometimes, interactions with regulators may cause 
delays. For example, cisapride (Propulsid ®) was a 
prokinetic agent linked to potentially fatal cardiac 
side effects. It was reported that the manufacturer 
and the FDA negotiated for 5 years over the details 
of how to change the drug ’s label to include adverse 
event data that had been submitted to the agency 
but not made fully available to the public. 22

Third, warnings must be of appropriately urgent 
tone. In the case of rofecoxib (Vioxx ®), a COX2 -
protective NSAID used for arthritis, preapproval 
clinical trials suggested enhanced risk of serious 
cardiovascular side effects, a result consistent with 
a later pivotal manufacturer -sponsored trial com-
paring the drug to another NSAID in a population 
of patients with rheumatoid arthritis (but no 
known cardiovascular disease). 23 However, in the 
published manuscript, the authors presented the 
results as suggesting that the difference was due to 
a substantial cardioprotective effect of naproxen, 
rather than a harmful effect of rofecoxib. When the 
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between an association and general causation (see 
Table  9.1).

To demonstrate  specifi c causation, a plaintiff must 
show that the product in question caused the 
alleged injury in the individual plaintiff. This can 
be a particularly complex issue for pharmaceutical 
products. In some cases, like instantaneous allergic 
reactions, the causal link between a product and an 
outcome is clear. For more subacute or later -onset
responses, however, specifi c causation may be hard 
to demonstrate, even after proving general causa-
tion. For example, in one case against Merck 
brought by a plaintiff who suffered a myocardial 
infarction shortly after starting rofecoxib, the man-
ufacturer argued that the outcome was attributable 
to the plaintiff ’s prior existing coronary artery 
disease. The plaintiff countered with the fact that 
he was in a state of stable cardiovascular health 
prior to initiation of rofecoxib, that he simultane-
ously developed two coronary artery clots after the 
drug’s initiation (a rare presentation for ischemic 
heart disease), and that many studies have con-
fi rmed the link between rofecoxib and cardiovas-
cular disease (a point relevant to general 
causation).31 While the trial court held for the 
plaintiff, the decision was reversed on appeal; the 
appeals court ruled, “although plaintiffs were not 
required to establish specifi c causation in terms of 
medical certainty, nor to conclusively exclude 
every other reasonable hypothesis, because [the 

particular product “more likely than not ” caused 
the damages. Some courts have held that legal cau-
sation must be demonstrated by more than an asso-
ciation and a mere possibility of causation, even 
though causal hypotheses based on such considera-
tions are common in the scientifi c literature. A few 
courts have even gone further and defi ned  “more
likely than not ” as having a relative risk of greater 
than 2.0, no matter how tight the confi dence inter-
vals are around a statistically signifi cant fi nding of 
association between 1.0 and 2.0. 27 Presumably this 
is based on the calculation of attributable risk in the 
exposed group exceeding 50%, when the relative 
risk exceeds 2.0. This standard has been replicated 
in the Federal Judicial Center ’s “Reference Manual 
on Scientifi c Evidence ”28 and employed in some 
cases to exclude epidemiologic evidence with 
weaker associations. For example, in the case of the 
antinausea drug pyridoxine/doxylamine (Bend-
ectin®), which was claimed to be causally linked 
with birth defects, one court noted, “In terms of 
statistical proof … plaintiffs must establish not just 
that their mothers ’ ingestion of Bendectin increased 
somewhat the likelihood of birth defects, but that 
it more than doubled it —only then can it be said 
that Bendectin is more likely than not the source 
of their injury. ”29 In one case related to litigation 
over the link between silicone breast implants and 
infl ammatory disease, a court excluded a study 
linking the product and the outcome with a relative 
risk of 1.24, noting that the fi nding was  “so signifi -
cantly close to 1.0 ” that the study  “was not worth 
serious consideration for proving causation. ”30

However, all courts do not adhere rigidly to the 
2.0 relative risk rule for general causation. Both 
clinical trials and epidemiologic studies of the 
product at issue can establish general causation 
between a pharmaceutical product and an outcome. 
Animal studies, meta -analyses, case reports/ case 
series, and secondary source materials (such as 
internal company documents) have been appropri-
ately used in court as they are in the medical 
fi eld —to help support establishing a causal link. 
Since pharmacoepidemiologic studies tend to 
assess the presence of an association, rather than 
directly addressing causation, courts sometimes 
apply the Bradford Hill criteria to build the bridge 

Table 9.1 Bradford Hill criteria 

1. Strength of association 
2. Consistency and replication of fi ndings 
3. Specifi city with respect to both the substance and 

injury at issue 
4. Temporal relationship 
5. Biological gradient and evidence of a dose -response

relationship
6. Plausibility
7. Coherence
8. Experimental removal of exposure 
9. Consideration of alternative explanation 

Source: Hill AB. The environment and disease: 
association or causation? Proc R Soc Med 1965;  58:
295–300.
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maintains a right of redress against the manufac-
turer if those dangers materialize and cause injury. 

If the manufacturer imparts an appropriate 
warning that physicians can suffi ciently grasp, then 
the manufacturer can be insulated from liability. In 
such cases, the focus of the litigation then often 
turns to the conduct of the physician and the 
physician–patient interaction. For example, in one 
case, a lawsuit was brought following the suicide 
of a patient who had been prescribed two antihy-
pertensive drugs, hydrochlorothiazide (HCTZ) and 
reserpine (Harmonyl ®). The label for HCTZ stated 
that it might “potentiate the action of other anti-
hypertensive drugs ” while the insert for reserpine 
stated that the drug should be discontinued at any 
sign of “despondence” and that there were reports 
of drug -related depression severe enough to result 
in suicide. Because the physician was presumed to 
have had constructive knowledge of both of these 
warnings, the court insulated the manufacturers 
from liability. 36

In some special situations, pharmaceutical man-
ufacturers may lose the ability to invoke the learned 
intermediary defense. If a manufacturer markets its 
product very aggressively and without suffi cient 
attention to certain risks, courts may rule that it 
has essentially undone the physician –patient pre-
scribing relationship. Direct -to-consumer advertis-
ing (DTCA) is one modality that can undercut the 
assumption that patients are largely ignorant of 
prescription drug risks and manufacturers lack 
means of interacting with patients other than 
through physicians. The New Jersey Supreme 
Court has ruled that DTCA created a limited excep-
tion to the learned intermediary defense, 37 and in 
2007 the West Virginia Supreme Court rejected the 
learned intermediary defense in its entirety on this 
basis.38 Nonetheless, in most jurisdictions, the 
learned intermediary rule still stands. 

Expertise and Daubert
Pharmacoepidemiologists will usually play the role 
of the expert witness in product liability cases. 
Pharmacoepidemiologists can help judges and 
juries understand data about drugs and help deter-
mine whether risk information was acted upon 
appropriately. Experts are usually called on to 

plaintiff ’s] preexisting cardiovascular disease was 
another plausible cause of his death, the plaintiffs 
were required to offer evidence excluding that 
cause with reasonable certainty.”32

Another important aspect of specifi c causation 
is that the plaintiff must demonstrate that the inad-
equate warnings about the adverse effect that 
resulted were relevant to the plaintiff ’s receiving 
the drug. If a defendant can demonstrate that even 
an adequate warning would have made no differ-
ence in the decision to prescribe the drug, or to 
monitor the patient postprescription, the case may 
be dismissed for lack of a proximate cause. 

Learned  intermediary defense
If a plaintiff demonstrates a prima facie case of 
product liability, manufacturers have a few defenses 
that they can offer. The most relevant in the fi eld 
of pharmaceutical law is the learned intermediary 
defense.

Originally, product liability law imposed on all 
manufacturers a duty to warn consumers about 
the risks of their products. However, starting in 
the 1960s, pharmaceutical manufacturers argued 
that it would be more effective for them to warn 
physicians, the gatekeepers of prescription medi-
cines.33 Courts accepted that physicians ’ advanced 
training and direct contact with patients put them 
in the best position to understand and relay complex 
information about possible side effects. Physicians 
are also uniquely placed to discuss risks and 
benefi ts applicable to particular clinical circum-
stances in their patients. The “learned intermedi-
ary” rule allows pharmaceutical manufacturers 
to fulfi ll their duty to warn by providing an accu-
rate and adequate warning to the prescribing 
physician.34

The implications of the learned intermediary 
defense are that the debates in plaintiffs ’ cases tend 
to focus on the propriety of the warning vis -  à  - vis
the physician, rather than the patient. Therefore, 
warnings do not have to be offered about risks 
that should be obvious or are generally known to 
skilled medical practitioners. 35 However, when the 
information given to physicians omits, underem-
phasizes, misstates, or obfuscates dangers, this defi -
ciency is legally transferred to the patient, who 
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meaningfully evaluate medical and scientifi c 
expertise.46

The effect of  regulation on 
product  liability litigation in 
the US

In the last few years, there has been a wave of 
controversy about the role of government regula-
tion of pharmaceuticals in product liability claims 
against drug manufacturers. Under the US Food, 
Drug, and Cosmetic Act, originally passed in 1938, 
the FDA is required to certify that all prescription 
drugs are relatively safe and show effi cacy for their 
intended indication before the drug can be sold on 
the US market. 47 At the time of approval, the FDA 
also endorses an offi cial drug label, which presents 
a description of the basis of the drug ’s effi cacy as 
well as safety concerns that have emerged during 
the period of preapproval testing. 48 The label, which 
is generally written by the manufacturer and 
approved by the FDA, has legal signifi cance as well. 
For example, because the FDA restricts manufac-
turer communication about unapproved (or “off-
label”) drug uses, the label determines what a 
pharmaceutical manufacturer communicates to 
physicians and the public about its product. 49 The 
FDA requires the manufacturer to mention impor-
tant warnings that are in the offi cial label when 
marketing its product, but does not require manu-
facturers to mention warnings that are not in the 
label. At the time of drug approval, the label rep-
resents the FDA ’s best judgment about risks that 
warrant disclosure and how to describe those risks. 

For most of its history, the FDA has regulated 
the drugs sold in the US without any signifi cant 
role in product liability litigation brought by con-
sumers injured by FDA -approved drugs. 50 The 
agency’s non -interventionist posture changed for 
the fi rst time in September 2002 in a product liabil-
ity case brought after a man was prescribed the 
SSRI sertraline (Zoloft ®) and immediately started 
experiencing agitation, confusion, and suicidal 
thinking, ultimately leading him to take his own 
life 1 week later. 51 The plaintiffs claimed that the 
manufacturer failed to warn appropriately about 

describe the current state of knowledge about the 
adverse event at issue, and may be asked to perform 
pharmacoepidemiologic analyses of available data 
to present before the court. 

However, courts can exclude some practitioners 
and some analyses from trial. Traditionally, the 
judge is responsible for evaluating whether expert 
witnesses lack qualifi cations or espouse scientifi c 
theories out of step with accepted knowledge. 39 In 
the 1993 case of Daubert v. Merrell Dow, the US 
Supreme Court outlined a number of markers for 
reviewing the appropriateness of expert witness 
testimony, including whether the theory was 
current and whether it had been tested or subjected 
to peer review and publication. 40 A subsequent case 
applied these rules and further refi ned them in 
evaluating a debate over the admissibility of expert 
testimony suggesting that polychlorinated biphe-
nyls (PCBs) can cause lung cancer. The research 
was excluded because the experts did not validate 
their conclusions —the epidemiologic studies did 
not report a statistically signifi cant causal link 
between PCBs and lung cancer, lacked proper con-
trols, and examined substances other than PCBs. 41

As federal Circuit Court Judge Richard Posner has 
explained in separate circumstances, “the court-
room is not the place for scientifi c guesswork, even 
of the inspired sort. ”42

In the US, some state courts have embraced the 
Daubert guidelines, which have also been taken up 
by revised Federal Rules of Evidence; 43 others 
adhere to a more basic doctrine that excludes tes-
timony containing theories that do not enjoy 
“general acceptance in the relevant scientifi c com-
munity. ”44 Thus, pharmacoepidemiologists seeking 
to present expert evidence in litigation will rou-
tinely face judicial inquiry to determine whether 
they are fi t to serve in that role. Judicial oversight 
in general sets a low fl oor for reliable expert testi-
mony, although it can be expected to exclude 
experts who lack the relevant qualifi cations, lack 
facts to back up their opinions, lack a reliable 
method, or fail to apply the methods to the facts. 45

Notably, there is considerable skepticism about the 
effectiveness of courts as a gatekeeper for expert 
witnesses, with commentators citing the argument 
that judges lack the technical knowledge needed to 
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these decisions reviewable through an alternative 
dispute resolution procedure. 56 Although this new 
authority strengthened FDA ’s hand somewhat, 
ensuring compliance can still involve a lengthy and 
resource-intensive legal process. 

Manufacturers, by contrast, are in an optimal 
position to learn about emerging safety concerns 
after FDA approval, because they closely monitor 
the use of their products, organize postmarketing 
studies, and receive spontaneous reports from phy-
sicians and other sources about adverse events 
arising in the course of therapy (see Chapter 7).
Manufacturers have a strong fi nancial incentive to 
promote the effectiveness of their drugs and 
increase sales of their products, but manufacturers 
may also sometimes be faced with their own 
safety-related data that suggest limiting use of their 
product, or withdrawing it from the market alto-
gether. Manufacturers faced with this confl ict of 
interest can make poor decisions that adversely 
affect public health. For example, when safety 
issues do emerge, some manufacturers have 
decided to downplay reports of side effects to phy-
sicians57 and the FDA. 58,59 Failure -to-warn litiga-
tion, therefore, serves an important supplementary 
regulatory function —without undermining FDA 
requirements—by providing a disincentive (in the 
form of substantial monetary penalties) for manu-
facturers’ decisions to hide or downplay reports of 
safety issues that emerge after a product reaches 
the market. Notably, former FDA commissioners 
have confi rmed that  “Although the FDA might 
later disapprove of a [strengthened warning] 
label…, the FDA ’s power to disapprove does not 
make the manufacturer ’s voluntarily strengthened 
label a violation of federal law. ”60 At any time, a 
manufacturer can strengthen the label by adding 
warnings to it without fi rst notifying the FDA and 
receiving approval to do so. In fact, the Code of 
Federal Regulations states, “The labeling shall be 
revised to include a warning as soon as there is 
reasonable evidence of an association of a serious 
hazard with a drug; a causal relationship need not 
have been proved. ”61

Despite these considerations, the FDA ’s amicus 
brief argument was repeated in subsequent failure -
to-warn cases, and the argument gained some 

the risks of suicidal behaviors. The manufacturer 
contended that such a claim could not be brought 
because the FDA had not included such a warning 
in the offi cial label, and the Supremacy Clause of 
the Constitution prevents states from imposing 
legal requirements (in this case, via a tort action in 
state court) in direct contradiction to federal law. 52

Under new political leadership, the FDA fi led an 
amicus brief in the case on behalf of the defendant 
manufacturer, arguing that imposition of product 
liability would “undermine the agency ’s authority 
to protect the public health. ”53 The FDA argued that 
an adverse court ruling forced companies to add 
warnings not approved by the FDA could upset the 
delicate risk –benefi t balancing that went into the 
construction of the drug label and could lead to 
over -warning and ultimately under -use of an effec-
tive drug. 

The major defi ciency in the arguments in favor 
of FDA preemption is that they inappropriately 
regard the FDA ’s offi cial label as the fi nal word on 
drug safety. In fact, preapproval clinical trials neces-
sarily involve only a limited sample of patients and 
are often powered to detect changes in effi cacy -
related endpoints, rather than rates of adverse 
events (see Chapter 4). The FDA may not have a 
complete picture of the safety of drugs, even at the 
time the label is written. After approval, the FDA 
lacks the resources and capability to actively 
monitor evolving knowledge about a drug. 54 Until 
the FDA Amendments Act (FDAAA) of 2007 
(Public Law 110 -85), the FDA had no authority to 
compel manufacturers to update drug label warn-
ings. After the withdrawal of rofecoxib, Sandra 
Kweder, Deputy Director of the FDA ’s Offi ce of 
New Drugs, said in testimony in a US Senate 
hearing, “We don ’t have the authority to tell a 
company,  ‘This is how your label has to look. This 
is the language that needs to go into your label. 
Here is where it goes, end of story. ’ We have to 
negotiate with the company the specifi c language 
of how things should be worded, the placement, 
those kinds of things. ”55 The FDAAA gave the FDA 
limited authority to “require” labeling changes  “if
the Secretary becomes aware of new safety infor-
mation that the Secretary believes should be 
included in the labeling of the drug, ” but made 
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After Wyeth v. Levine, there remains no contro-
versy about whether FDA approval of a drug label 
preempts failure -to-warn claims. However, the 
decision did leave open the possibility that preemp-
tion could be invoked if the FDA had “consider[ed]
and reject[ed] a stronger warning. ” That is, if the 
FDA reviews all the data surrounding a particular 
safety issue and makes a specifi c statement that a 
strong warning is not necessary, such an action 
could be invoked by a defendant to support preemp-
tion of a failure -to-warn lawsuit. 

Pharmacoepidemiology and 
contract law

Many studies in the fi eld of pharmacoepidemiol-
ogy emerge from collaborations between individu-
als at different institutions. Two researchers may 
bring different types of expertise to a project or 
different resources. 67,68 For example, researchers 
may have all the computing power they need, but 
require access to a certain external database in 
order to address a particular question. Colla-
borations may occur among academic centers, 
between non -profi t and for -profi t companies, or 
with the government. Cooperative work can allow 
more complex research to be performed and help 
advance the fi eld of pharmacoepidemiology in 
several ways. 

One type of collaborative work of particular 
public health importance is contract research. 
Contract research is undertaken by an individual, 
academic, or non -profi t investigator supported by 
a sponsor (usually an industry or governmental 
agency). Most contractual research relationships 
are defi ned by the generation of a  “deliverable,”
which can be a database, a research report, or some 
other product. The contract is the centerpiece of the 
relationship and classically represents the full 
outline of the agreement between the parties. The 
mutually agreed -upon terms are used as evidence 
of the parties ’ intentions if the agreement later runs 
into trouble and ends up in court. Relationships 
with industry are common; a recent survey of clini-
cal epidemiologists and health -services researchers 
in the US found that about 40% reported currently 

judicial traction, as a few courts expressly adopted 
the position. 62 In 2006, the FDA attempted to solid-
ify its position further in a surprise preamble to a 
set of regulations regarding the format of the label, 
in which it reiterated its new contention that any 
FDA-approved label, “whether it be in the old or 
new format, preempts … decisions of a court of law 
for purposes of product liability litigation. ”63 The 
FDA suggested that preemption should apply even 
if a manufacturer failed to warn adequately about 
a known risk, unless a patient could prove that 
the company intentionally committed fraud on 
the FDA, which is a very diffi cult legal standard 
to meet. 64

Ultimately, the US Supreme Court reviewed the 
legal foundation of the FDA preemption claim. The 
pivotal case, Wyeth v. Levine, was based on a lawsuit 
from a patient who was treated with an intrave-
nous antinausea medication for her migraine head-
ache. The product extravasated and caused 
gangrene in her forearm, leading to amputation. 
The patient sued the drug manufacturer for inad-
equately warning in the label about the known 
risks of certain intravenous uses of its medication. 
A Vermont jury determined after fully considering 
the record that the label did not suffi ciently describe 
the manufacturer ’s knowledge of the drug ’s risk 
with intravenous drip administration. The manu-
facturer appealed the verdict, and the Vermont 
Supreme Court affi rmed, fi nding that the jury ’s
verdict did not confl ict with the FDA ’s labeling 
requirements, which “create a fl oor, not a ceiling, 
for state regulation. ”65

The manufacturer appealed again to the Supreme 
Court, arguing fi rst that it was impossible to comply 
with the federally approved label and, second, that 
the state court judgment would obstruct the 
purpose of federal drug laws. The manufacturer 
charged that the FDA, not the drug manufacturer, 
had the primary responsibility for the drug label. In 
a six –three decision, the Supreme Court upheld the 
Vermont decision and struck down the notion of 
federal preemption in this fi eld. 66 Justice John Paul 
Stevens, writing for the majority, noted,  “It has 
remained a central premise of drug regulation that 
the manufacturer bears responsibility for the 
content of its label at all times. ”
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overlooked.77 In reviewing this case, one commen-
tator concluded that absence of independent access 
to all of the data in the trial may allow physician -
scientists to be manipulated by the sponsor, result-
ing in a manuscript that does not provide the most 
accurate assessment of the risks and benefi ts of the 
therapy. 77 Contracts should be carefully scrutinized 
for the way that they delineate who controls access 
to the data. 

Finally, there have been numerous confl icts 
over so -called “gag clauses ” that prevent contract 
investigators from publishing their ultimate 
results.78 For example, when a University of Toronto 
physician identifi ed safety issues related to an 
experimental drug used to treat iron overload in 
transfusion-dependent patients with thalassemia, 79

she was not granted permission to publish her 
results. When she ultimately exposed her fi ndings, 
she was the subject of a breach of contract lawsuit 
from the sponsor on the basis that her research 
contract provided that the published work -product
was “secret and confi dential ” and could not be dis-
closed except with the manufacturer ’s “prior
written consent. ”80 In the recent case of the 
cholesterol-lowering drug ezetimibe (Zetia ®), the 
outside investigator leading a large -scale clinical 
trial found the drug lacked important effi cacy in 
cardiovascular outcomes. He reportedly pressured 
the manufacturer to no avail to speed the release 
of the data, and due to contractual obligations was 
unable to come forward with the data on his own 
without such approval. 81

Such problems are not unique to private indus-
try contracts. In the US, a recent report from the 
Association of American Universities and the 
Council on Government Relations found that 
federal agencies commonly include controls on the 
dissemination of research results in their sponsored 
contracts and grants. 82

For researchers based in academic medical 
centers, institutional research administration offi ces 
usually handle the details of contract negotiation 
with research sponsors. However, a survey of aca-
demic medical centers in 2001 found that academic 
institutions routinely engage in industry -sponsored
research without suffi cient protection for investiga-
tors.83 For example, a median of 1% of research 

being involved in such relationships, while 50% 
reported forming collaborations with industry 
leading to publications. 69 In countless cases, con-
tract research in pharmacoepidemiology has led to 
important public -health fi ndings and changes in 
health-care delivery. 

However, contract research may pose various 
potential pitfalls as well. Concern about contract 
research generally centers around: (i) trial design, 
(ii) access to data and data analysis, and (iii) pub-
lication of results. It has long been known that 
there is a statistically signifi cant relationship 
between a favorable study result and the source of 
research funding. 70,71 These results can be 
explained by choices made in trial design, where 
subjective decisions about comparators 72 or the 
inclusion or exclusion of certain variables or 
potential confounders in epidemiologic and eco-
nomic studies can affect the ultimate results of the 
trial.73 Investigators should be wary of performing 
contract research in which the sponsor has the 
right to unduly infl uence the design of the trial. 
Many sponsors prefer to retain control of the data 
and insert their own statistical analyses. They 
argue that such efforts guard against “investigators
[who] want to take the data beyond where the 
data should go, ” while investigators argue that this 
arrangement provides the company with an 
opportunity to “provide the spin on the data that 
favors them. ”74 In one case of an experimental 
AIDS vaccine, after a negative trial, the sponsor 
demanded that its contradictory analyses be 
inserted into the manuscript and ultimately sued 
the investigators for $7 million after the article 
was published. 75

Access to clinical trial data is critically important 
for academic researchers. In the case of rosiglita-
zone, a clinical trial organized by the manufacturer 
sought to compare the product against other treat-
ment options for diabetes, and an independent aca-
demic steering committee was organized to oversee 
the data analysis. 76 Company documents suggest 
that the clinical trial database was exclusively con-
trolled by the company, which provided limited 
access to the investigators. 77 When members of 
the steering committee questioned the presenta-
tion of the results, their concerns were largely 
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Table 9.2 Potentially objectionable language in research contracts for pharmacoepidemiologists 

Category Contractual terms Critique

Control over 
investigator work 
product

“____ shall provide confi dential information to CONSULTANT 
for the purpose of conducting the CONSULTANT ’S
professional services. All information whether written or 
verbal provided by, or developed for ______, and all data 
collected during the performance of this Agreement is 
deemed to be the Confi dential Information of ______. ”

Broad defi nition of 
“confi dential information ”
seems to cover all information. 
Researcher’s work product 
becomes sponsor ’s confi dential 
information.

Gag clauses “No information regarding this Agreement or the interest of 
____ or Client in the subject matter hereof shall be disclosed 
to any third party without the prior written consent of _____ ”

Prevents disclosure of existence 
of the contract as a fi nancial 
source in publication. 

Opportunity to 
infl uence outcome 

Client “shall not present or publish, nor submit for 
publication, any work resulting from the Services without 
_____ prior written approval. ”

Contract allows sponsor to 
quash publication unless it 
approves analyses. 

All examples are anonymized but otherwise unchanged excerpts from actual contracts written to cover sponsored 
pharmacoepidemiologic research. 

administration offi ces (interquartile range: 0 –21%)
in US universities reported requiring that authors 
have access to all the data for multicenter trials. A 
2005 survey found little change. Nearly half of aca-
demic institutions reported that they allowed con-
tract provisions permitting the research sponsor to 
insert its own statistical analyses and draft the man-
uscript, while prohibiting investigators from sharing 
data with third parties after a trial had ended. The 
survey also found that 17% of academic research 
centers reported disputes between researchers and 
sponsors about control of, or access to, data. 84

A few expert bodies have offered recommenda-
tions on legal guidelines for the conduct of contract 
research.85 The best known and most authoritative 
has emerged from the International Committee for 
Medical Journal Editors (ICMJE). Their guidelines 
for original research articles submitted to biomedi-
cal journals require that the investigators be inde-
pendent of the sponsors ’ role in the research, fully 
accountable for the design and conduct of the trial, 
have independent access to all trial data, and 
control all editorial and publication decisions. 86

Each of these criteria must be worked out at the 
beginning of the contractual relationship between 
the sponsor and investigators. 

Whether or not they receive support from 
research administration offi ces, pharmacoepidemi-
ologists must be aware of the ICMJE guidelines and 
thoroughly evaluate contracts guiding research for 
inappropriate language regarding control of design 
of the trial, access to data, and reporting of results 
(see Table  9.2). Problematic language includes 
overly broad confi dentiality clauses, clauses that 
defi ne and assign ownership of intellectual prop-
erty, and clauses that require approval from a 
sponsor prior to publication. It may be reasonable 
to allow sponsors a limited amount of time to 
review proposed publications for inadvertent 
release of proprietary company information or to 
contribute suggestions based on their expertise. 
However, researchers have an ethical obligation to 
ensure that contracts do not unreasonably delay 
the publication of potentially important results. 
Poorly written contracts can lead to inappropriate 
secrecy of results, which can have public -health
concerns, as well as litigation against researchers. 
Balancing the contractual tightrope might not be 
easy, but it is important. As Dr Curt Furberg has 
said, “Companies can play hardball, and many 
investigators can ’t play hardball back. You send the 
paper to the company for comments, and that ’s the 



Chapter 9: Pharmacoepidemiology and the Law 129

submitting the patent document to examiners at 
institutions such as the European Patent Offi ce 
(EPO) and the United States Patent and Trademark 
Offi ce (USPTO) who have expertise in the general 
subject matter of the patent. An examiner checks 
the application for technical accuracy and evalu-
ates the innovativeness of the claimed invention 
by comparing it to previous publications and issued 
patents (in legal terminology, publicly available 
documents such as these are termed the “prior
art”), to see if all the basic criteria are met. This 
process generally involves substantial back -and-
forth between the examiner and the applicant, and 
may take several years to complete. Inventors may 
submit patent applications themselves, or enlist the 
help of specially trained patent agents or patent 
attorneys.

Inventors may have numerous rationale for 
pursuing patents. First, patents provide an incen-
tive for investment in research and an opportunity 
to recoup start -up costs after dissemination of a 
product. Other inventors may seek a way to publish 
their innovative processes while still retaining 
control over what they consider to be their intel-
lectual property. A patent is classically thought of 
as a “quid pro quo ” between inventors and 
society. 90 The government provides its police power 
to protect an inventor ’s intellectual property for a 
set length of time and, in exchange, the inventor 
makes his invention available to the public and 
fully describes it, so that others can use it and 
potentially improve on it in creating subsequent 
innovation. However, patents can also be contro-
versial. Patents over scientifi c research tools have 
been implicated in barriers to effective coopera-
tion,91 enhanced secrecy among researchers, 92 and 
restrictions on availability of the products of 
research to patients. 93

Patents have become increasingly visible in the 
practice of pharmacoepidemiology. Most fall into 
the “process” category, such as methods of analyz-
ing claims data and comparing outcomes to identify 
adverse events. The US Supreme Court has held 
that patentable processes may not include funda-
mental principles such as “laws of nature, natural 
phenomena, or abstract ideas, ”94 or purely mental 
process.95 On the other hand, applications of laws 

danger. Can you handle the changes the company 
wants? Will you give in a little, a little more, then 
capitulate? It ’s tricky for those who need money 
for more studies. ”87

Pharmacoepidemiology and 
intellectual property  law

Patent law is a fi eld of growing importance to the 
practice of pharmacoepidemiology. A patent is a 
formal grant of market exclusivity authorized by 
the federal government. The concept of a patent 
may have originated in ancient Greece, but became 
a formal legal instrument in England and Europe 
in the 14th and 15th centuries. In the US, the 
original Patent Act was passed under authority 
from the Constitution, which permits Congress to 
develop laws that “promote progress of Science and 
the Useful Arts. ”88 Patents give inventors the right 
to exclude others from making, using, offering to 
sell, or selling the invention claimed in the patent 
for 20 years from the patent application date. 89 The 
goal of a patent is to encourage inventors to invest 
in the development of their ideas, because it gives 
them a competition -free period in which to market 
a successful invention. Patents can be issued for 
any process, machine, manufacture, or composi-
tion of matter. To be worthy of a patent, an innova-
tion in one of these categories must be useful, 
novel, and non -obvious. These criteria aim to 
ensure that patents cannot be awarded for inven-
tions that already exist, or small improvements on 
those inventions that are obvious to a person of 
ordinary skill in the fi eld. In recent years, numer-
ous patents have been obtained on methods and 
techniques used in pharmacoepidemiology, includ-
ing investigating characteristics of drug use and 
adverse events. 

In fi ling for a patent, an inventor must fully 
disclose the content of the claimed invention in a 
patent document. This formalized disclosure must 
provide clear detail about the invention and must 
enable any person skilled in the art to use it, 
including the “best mode ” (if they have contem-
plated one) available for making the inventions 
work. The process for obtaining a patent involves 
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in order to enhance funding from for -profi t phar-
maceutical companies that might be interested in 
novel and non -obvious processes that link drugs 
and adverse events. 101 However, a proliferation of 
patents over processes linking drug delivery to 
reported adverse events could increase costs 
through “another layer of bureaucrats and patent 
attorneys” and hurt the public health as  “real infor-
mation could get easily lost in a blizzard of patented 
factoids.”102

Recently, the US Supreme Court has stepped 
into the controversy over process patents. In 2008, 
the Court of Appeals for the Federal Circuit, the 
highest patent appeals court below the Supreme 
Court, revisited its interpretation of what may be 
considered a patentable process. The case involved 
a patent over a business method for reducing risk 
in situations of fl uctuating prices. The Federal 
Circuit Court held that for a process to be patent-
able, it must be tied to a particular machine or 
apparatus, or transform an object into a different 
state or thing. 103 Notably, as pertaining to pharma-
coepidemiologic patents, the Federal Circuit Court 
held that “in most cases, gathering data would not 
constitute a transformation ” because  “every algo-
rithm inherently requires the gathering of data 
inputs.”104 The Supreme Court in  Bilski v. Kappos
reviewed this standard and agreed that the 
machine-or -transformation test was one valid 
way of determining whether a business method 
was patentable, although it was not the exclusive 
test.105

Despite the Supreme Court ’s reluctance to draw 
a bright -line separating patentable from non -pat-
entable processes, there may still be limits to 
attempts to patent certain epidemiology-related 
methods.106  For example, the Federal Circuit Court 
has recently reviewed a set of patents related to 
methods of immunization and adverse effect detec-
tion.107 In that case, an inventor had secured a 
patent on a method of using adverse event data 
regarding vaccine administration to inform subse-
quent health -care delivery. The patent at issue 
claimed:

A method of determining whether an immunization 
schedule affects the incidence or severity of a chronic 
immune-mediated disorder in a treatment group of 

of nature to a particular process may still be patent-
able. For example, a well -known case involved a 
patent over a method of curing synthetic rubber 
that used the Arrhenius equation to calculate the 
optimal cure time. The process was found to be 
patentable because the formula was a part of a 
larger inventive process for curing rubber. 94

In the past few years, patents related to the 
practice of pharmacoepidemiology have been 
obtained by individuals, 96 start -up companies, 97

and even large health -care data collectors such as 
Microsoft.98 For example, one patent was recently 
awarded for a “method, system, and software for 
analyzing pharmacovigilance data. ” The patent 
covers a process of:

[D]etermining a sample size -independent measure of 
association between two conditions of interest in the 
dataset of pharmacovigilance data; using a hypergeo-
metric distribution to determine a measure of statisti-
cal unexpectedness between the conditions of interest 
in said dataset … and displaying the measure of asso-
ciation with the measure of the statistical unexpect-
edness to identify a signifi cant association between 
conditions of interest.  99

The concept of “hypergeometric distribution ” may 
not be patentable as an abstract idea, but in this 
case, the USPTO clearly considered the process 
patentable overall despite its integral use of that 
principle.

There are important ethical and legal concerns 
related to patenting processes that provide exclu-
sive control over various aspects of the conduct of 
pharmacoepidemiology and pharmacovigilance 
research. First, patents that are suffi ciently broad 
could prevent others from conducting necessary 
research into drug outcomes and effects, unless 
potentially expensive third -party licenses were 
negotiated beforehand. In one case, an HIV 
researcher at Stanford has faced a patent -
infringement lawsuit over a publicly available data-
base he created to help guide antiretroviral therapy 
based on the resistance characteristics of the disease, 
because searching this database may involve a 
similar process to one previously patented (but 
never implemented) by a for -profi t company. 100 In 
another case, a patent -seeker in the fi eld has argued 
that researchers should patent the adverse reac-
tions discovered in pharmacoepidemiologic studies 
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patent their research methods, but should weigh 
the risks and benefi ts of this form of intellectual 
property. 
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Introduction 

Just about 50 years ago a concerned obstetrician 
from Australia sent a letter to the editor of the 
Lancet medical journal describing severe malforma-
tions in babies born to several of his patients, and 
posing the question: “Have any of your readers 
seen similar abnormalities in babies delivered of 
women who have taken [thalidomide] during 
pregnancy?”1 An accompanying editor ’s note gave 
the news that the drug ’s manufacturer (Distillers) 
planned to withdraw the product from marketing 
based on “reports from two overseas sources pos-
sibly associating thalidomide ( ‘Distaval’) with 
harmful effects on the fetus. ” Sadly, the number of 
babies born with thalidomide -related deformities 
has been estimated to exceed 10 000 worldwide 2

before the scope and consequences of this adverse 
drug reaction were adequately appreciated and 
effectively prevented. Today, perhaps in part as a 
result of this tragic occurrence, drug safety surveil-
lance and regulatory decision -makers are more 
vigilant in detecting safety signals and more active 
in alerting prescribers about serious adverse drug 
effects, largely through established pharmacovigi-
lance reporting systems worldwide. 

In recent years, the term “pharmacovigilance”
has become widely used to denote postmarketing 
safety activities, and is defi ned by the World Health 
Organization (WHO) as “the science and activities 
relating to the detection, assessment, understand-
ing and prevention of adverse effects or any other 
drug-related problems. ”3

Monitoring and understanding the safety of drug 
and therapeutic biologic products is a process that 
proceeds throughout the product ’s life cycle, span-
ning the period prior to fi rst administration to 
humans through the entire marketing life of the 
product. Throughout the product lifecycle, astute 
clinical observations made at the point of care con-
stitute an important source of information. While 
new technologies have enabled more thorough 
knowledge of a drug ’s actions, and computerized 
databases have enabled large -scale, population -
based analyses of drug safety investigations, these 
advancements are adjuncts to, and not substitutes 
for, careful, well -thought-out clinical observations. 

Preapproval drug safety assessment includes 
animal toxicology and pharmacologic studies, fi rst in 
humans studies (Phase I), proof -of-principle studies 
for the disease or condition under study (Phase II), 
and confi rmatory studies of safety and effi cacy 

The views expressed in this chapter are those of the authors, and not necessarily those of the US Food and Drug Administration 

or the US government.
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related, but nonetheless distinct, concepts of adverse
event and  adverse drug reaction. The International 
Conference on Harmonization of Technical 
Requirements for Registration of Pharmaceuticals 
for Human Use (ICH) E2D guideline on Post -
Approval Safety Data Management: Defi nitions 
and Standards for Expedited Reporting, 4 defi nes an 
adverse event as follows:

An adverse event (AE) is any untoward medical 
occurrence in a patient administered a medicinal 
product and which does not necessarily have to have 
a causal relationship with this treatment. An adverse 
event can therefore be any unfavorable and unin-
tended sign (for example, an abnormal laboratory 
fi nding), symptom, or disease temporally associated 
with the use of a medicinal product, whether or not 
considered related to this medicinal product. 

The same guideline describes an adverse drug reac-
tion as follows:

All noxious and unintended responses to a medicinal 
product related to any dose should be considered 
adverse drug reactions. 

The phrase “responses to a medicinal product ”
means that a causal relationship between a medi-
cinal product and an adverse event is at least a 
possibility. 

A reaction, in contrast to an event, is character-
ized by the fact that a causal relationship between 
the drug and the occurrence is suspected. If an event 
is spontaneously reported, even if the relationship is 
unknown or unstated, it meets the defi nition of an 
adverse drug reaction. 5

The principal difference between an adverse 
event and an adverse drug reaction is that a causal 
relationship is suspected for the latter, but is not 
required for the former. In this framework, adverse 
drug reactions are a subset of adverse events. In 
some countries, postmarketing pharmacovigilance 
reporting systems are focused on adverse drug 
reactions, while in others data on adverse events 
are collected. In the United States, for example, the 
scope of reporting requirements is “[a]ny adverse 
event associated with the use of a drug in humans, 
whether or not considered drug related. . . .”6

While many of the principles discussed in this 
chapter apply equally to adverse events and adverse 
drug reactions, it is important to understand the 
distinction between these two concepts. Specifi cally, 
some databases may contain only adverse drug 
reactions, while others may contain adverse events. 
These databases may behave differently when used 

(Phase III). In each of these stages of drug develop-
ment, important drug safety information is obtained.

In the preapproval review process, regulatory 
authorities review these safety data, along with 
data on the product ’s effi cacy, to determine if the 
anticipated benefi ts of the drug are likely to out-
weigh any risks with its intended use. In the US, 
as part of the approval process, the Food and Drug 
Administration (FDA) reviews the professional 
labeling (package insert), to ensure that the prod-
uct’s uses and risks are explained adequately. 

Though the preapproval testing of a drug is typi-
cally rigorous, and the review of the data is thor-
ough, there are still inevitable uncertainties about 
the complete safety profi le of a drug when it is 
brought to market. Several factors contribute to 
these uncertainties. First, the number of patients 
treated with the drug prior to approval is limited, 
generally from several hundred to a few thousand. 
Second, patients in clinical trials tend to be care-
fully selected for inclusion in these trials, and are 
thus more clinically homogeneous than patients 
treated in the course of clinical practice once a drug 
is marketed. Compared to patients in clinical trials, 
patients treated in clinical practice may have a 
broader range of co -morbidities, take a wider 
variety of concomitant medications, and have a 
wider clinical severity spectrum of the underlying 
disease being treated. Third, additional populations 
of patients, such as children or the elderly, who 
may not have been studied in large numbers in 
premarketing clinical trials, may be treated with the 
product once it is marketed. In addition, marketed 
drug products are often used for diseases or condi-
tions for which they are not indicated, or at doses 
outside of the approved range. Because of this “off-
label use ” patients treated in clinical practice are 
more diverse than those treated in clinical trials. 
For these reasons, a postmarketing drug pharma-
covigilance reporting system is necessary. 

Description

Adverse events and adverse drug
reactions
Central to an understanding of postmarketing 
pharmacovigilance reporting systems are the closely 
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practitioner or patient notes the development of 
symptoms or signs that were not present, or were 
present in less severe form, prior to the patient 
using the medicine. If this sign or symptom is not 
listed in the product ’s approved labeling, patients 
and health -care professionals may not think to 
attribute it to the medicine. If further evaluation 
reveals a clinically signifi cant process (e.g., liver 
injury, rhabdomyolysis, agranulocytosis), it is 
important to keep in mind the possibility of a side 
effect due to a medication in the differential diag-
nosis of the event. If a medication side effect is not 
included in the differential diagnosis, a potential 
association between a medicine and previously 
unrecognized side effect will not be made, and the 
patient may not be treated appropriately. If, on the 
other hand, the practitioner believes the medicine 
played a role in the development of the new clinical 
fi ndings, he or she can forward relevant clinical 
information to either the medicine ’s manufacturer 
or to a drug regulatory authority, such as the Food 
and Drug Administration in the United States 
or other national or regional authorities, as 
appropriate.

In the postmarketing period, the investigation of 
AEs/ADRs is a multidisciplinary one. The analysis 
of a complex AE/ADR can involve the fi elds of 
medicine, pharmacology, epidemiology, statistics, 
pharmacy, toxicology, and others. There are several 
methods of clinical postmarketing safety assess-
ment. These include the review of case reports and 
case series from spontaneous reporting systems, a 
wide variety of types of observational epidemio-
logic studies, and clinical trials. This chapter will 
focus on spontaneous pharmacovigilance reporting 
systems. No one method is a priori better than 
another in all settings. Rather, the choice of methods 
depends on the particular safety question to be 
answered.

Spontaneous AE/ADR reports have at times 
served as a necessary and suffi cient basis for regu-
latory actions including product withdrawals. For 
instance, in August 2001 the manufacturer of 
cerivastatin withdrew that drug from marketing 
based on “a markedly increased reporting rate of 
fatal rhabdomyolysis ” compared to the other drugs 
in the statin class. 7 Additional confi rmation of the 
unacceptably high risk of rhabdomyolysis with 

for data mining. However, because many of the 
principles of drug safety surveillance apply to both 
adverse events and adverse drug reactions, we will 
use the term AE/ADR to refer to these two terms 
collectively in this chapter, for convenience. When 
needed, we will use the individual terms if a dis-
tinction between the two is required. 

Overview of pharmacovigilance
reporting systems
The goal of a postmarketing, or postapproval, safety 
program is to identify drug -related adverse events 
(AEs), or adverse drug reactions (ADRs), that were 
not identifi ed prior to approval, to refi ne knowl-
edge of the known adverse effects of a drug, and 
to understand better the conditions under which 
the safe use of a drug can be assured. 

The scope of pharmacovigilance is broad. The 
core activity is usually the identifi cation of previ-
ously unrecognized AEs/ADRs with the use of the 
drug. However, it is not suffi cient simply to note 
that use of a drug can lead to an AE/ADR. Rather, 
an investigation into not only the potential causal 
role of the drug in the development of the AE/
ADR, but also into the conditions leading to the 
occurrence of the AE/ADR in one person or popu-
lation and not in others must be the focus of any 
postmarket drug safety effort. Factors such as dose –
response relationships, drug –drug interactions, 
drug–disease interactions, drug –food interactions, 
and the possibility of medication errors must be 
carefully considered. 

A full understanding of the factors that can lead 
to an AE/ADR may yield ideas for effective inter-
ventions to minimize the severity or occurrence of 
the AE/ADR, and thus enhance the safe use of the 
drug. For this reason, the approach to detecting and 
understanding clinically important AEs/ADRs in 
the postmarketing period must be as comprehen-
sive as possible. 

The identifi cation of a new safety issue with a 
medicinal product often begins with a single obser-
vation. Such observations may arise from animal 
studies, chemical studies and assays, or observa-
tions of human experience with the medicine. In 
the postmarketing period, such observations are 
usually clinical observations, often made at the 
point of care in the course of clinical practice. A 
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do justice to the proactive way in which many 
pharmacovigilance centers seek to operate, even if 
resource constraints often limit the ability to inter-
act adequately with reporters. Moreover,  “sponta-
neous reporting ” does not fi t well with the reporting 
situation of today, when most countries have intro-
duced or enacted legislation which mandates 
reporting from pharmaceutical companies. Report-
ing may also include canvassed or stimulated 
reporting of suspected reactions of particular inter-
est (see also below, in the section National Phar-
macovigilance Systems). 

Underlying the concept of a spontaneous post-
marketing AE/ADR pharmacovigilance reporting 
system is the notion that clinical observations made 
at the point of care are often valuable pieces of 
information in further refi ning the knowledge of a 
drug’s safety profi le. This is an important, though 
frequently underemphasized, idea. 

First, after approval, when formal study often 
ends and marketing of the medicine begins, there 
is often no further systematic way to continue the 
study of a medicine ’s safety, or even to generate 
drug safety hypotheses. While scientifi c advances 
and access to new data sources (e.g., electronic 
health-care records) may provide some opportu-
nity to monitor the safety of a marketed medicine 
(see Section IIIB and Chapter 30 of this book), 
these alternative approaches to safety signal detec-
tion remain unproven. Such sophisticated methods 
are not widely used in many regions, and, when 
used, may cover a limited number of drugs and 
outcomes. In contrast, existing pharmacovigilance 
reporting systems apply to all marketed medicines 
and are relevant to most drug safety issues of 
interest.

Second, when health -care professionals, 
patients, and consumers want to make a notifi ca-
tion of a potentially adverse effect of a medication, 
it is useful for this information to be systematically 
organized, stored, and analyzed. A reporting system 
fi lls this need. If such information were not system-
atically collected, potentially valuable data about 
medicines would be lost. 

Third, this system implies an important role for 
health-care professionals in postmarketing safety 
assessment. Though the practices and systems for 

cerivastatin was eventually available 3 years later 
when results of a well -designed epidemiologic 
study were published. 8 Clearly, that time frame 
would have been far too long to delay decisive 
action, which in retrospect was soundly based on 
the signal from spontaneous reports. The timely 
detection of this signal would not have happened 
without the efforts of the point of care clinicians 
who took the time to report rhabdomyolysis when 
it occurred in their patients. Some drug safety 
experts have argued that decisive action could 
have been taken even earlier based on clinical 
trial data with a higher unapproved dose of 
cerivastatin, coupled with early postmarketing 
experience.9

The concept of spontaneous AE/ADR
reporting
A core aspect of pharmacovigilance is the voluntary 
reporting of AEs/ADRs either directly to established 
national or regional centers, or alternatively to 
pharmaceutical manufacturers, who in turn are 
obligated to report the information to regulators. 
National reporting systems are typically run by 
regulatory agencies (e.g., the US FDA runs the 
MedWatch program 10) or by centers designated by 
the health ministry or the drug regulatory author-
ity. In a few countries, the national pharmacovigi-
lance center is run by a university or other scientifi c 
body. In the United States for example, AEs/ADRs 
in individual patients are generally identifi ed at the 
point of care. Patients, physicians, nurses, pharma-
cists, or anyone else who suspects that there may 
be an association between an AE/ADR and a drug 
or therapeutic biologic product are encouraged to, 
but are generally not required to, report the case 
to either the manufacturer or to the FDA. 

This system of AE/ADR reporting is often 
referred to as a spontaneous reporting system; 
“spontaneous” because the person who initially 
reports the AE/ADR to either the reporting center 
or to the manufacturer chooses what events to 
report. Sometimes, spontaneous reporting systems 
are also labeled as “passive”, based on the argu-
ment that the reporting center or the manufacturer 
passively receives this information, rather than 
actively seeking it out. However, this term does not 
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myolysis. The estimated extent of reporting 
was 14.8% before the letter and rose to 35.0% 
after. It is important to note that the results of this 
study apply only to reporting cases of statin -
associated rhabdomyolysis. The extent of reporting 
for different drug -adverse pairs will be different, 
and cannot be estimated from the results of 
this study. 

Once reports are received by national phar-
macovigilance centers, they are entered into AE/
ADR databases. These databases can then be 
inspected for drug safety signals, which form the 
basis of further study, necessary regulatory action, 
or both. 

Report characteristics
The individual case report is the fundamental unit 
of a postmarketing pharmacovigilance reporting 
system. The extent to which such a reporting 
system can address specifi c drug safety questions 
depends, in large part, on the characteristics 
and quality of the individual reports. Specifi c 
report formats differ across jurisdictions, though 
many countries and regions collect information 
compatible with the ICH E2B format. 15 The 
International Conference on Harmonization (ICH) 
E2B standard specifi es both administrative and 
product identifi cation information, as well as infor-
mation on the case. The standard is designed to 
work with a variety of national and international 
systems. Although potentially comprehensive in 
scope, the format also allows for limited data to be 
submitted. The principal domains of case informa-
tion in the ICH E2B standard include: (i) patient 
characteristics, (ii) reaction(s) or event(s), (iii) 
results of tests and procedures relevant to the 
investigation of the patient, (iv) drug(s) informa-
tion, and (v) a narrative case summary and further 
information.16

Regardless of the specifi c formatting require-
ments across jurisdictions, there are some funda-
mental components of an individual safety report 
that are important for a thorough review. 

Product identifi cation, in as much detail as pos-
sible, is essential for an assessment of a case report. 
For pharmaceuticals, the identifi cation of the active 
ingredient(s) is critical to product identifi cation. 

health-care professionals to report AEs/ADRs vary 
from region to region, the quality of reports is 
always dependent on the details provided by 
health-care professionals. 

Because most AE/ADR reporting systems rely 
on health -care professionals, patients, and con-
sumers to submit reports voluntarily, it is generally 
recognized that there is substantial under -reporting
of AEs/ADRs via current reporting systems. Two 
survey-based studies conducted in the US in the 
1980s, one in Maryland 11 and the other in Rhode 
Island,12 examined physician reporting to FDA, 
and concluded that fewer than 10% of AEs/ADRs 
were reported to FDA. These studies were con-
ducted prior to the development of the current 
MedWatch program 13 in 1993, and do not consider 
the contribution of reporting from sources other 
than physicians. Calculating the proportion of 
adverse event reports that a reporting system actu-
ally receives requires that the true number of AEs/
ADRs in the population be known. For most AEs/
ADRs, this number is not known or readily avail-
able. In some cases, however, data are available 
that allow an estimate of the extent of reporting to 
be calculated. For example, the extent of reporting 
to FDA of cases of hospitalized rhabdomyolysis 
associated with statin use was estimated 14 using a 
projected estimate of the number of such cases in 
the United States and comparing it to the number 
of reports of statin -associated hospitalized rhab-
domyolysis in the FDA ’s Adverse Event Reporting 
System (AERS), a database that houses the FDA ’s
postmarketing adverse event reports. The pro-
jected national estimate was obtained by using 
incidence rates from a population -based cohort 
study, and applying those incidence rates to 
national estimates of statin use. Across four statins 
(atorvastatin, cerivastatin, pravastatin, and simvas-
tatin), the estimated overall extent of adverse 
event reporting was 17.7%. For individual statins, 
the estimated extent of reporting ranged from 
5.0% (atorvastatin) to 31.2% (cerivastatin). 
Further analysis revealed that the high proportion 
of reporting of cerivastatin cases was driven by 
reports received after the dissemination of a Dear 
Healthcare Professional letter notifying physicians 
of the risks of cerivastatin -associated rhabdo-
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missing key information. For instance, 13 (2%) of 
a total 675 reports of hypersensitivity AEs/ADRs 
associated with heparin administration during an 
investigation of tainted heparin were excluded 
from a recently published analysis of AERS data 
because the reports were “not interpretable. ”18

Similarly, in a recent published analysis of the 
clinical spectrum and causality assessment of spon-
taneous reports of telithromycin -associated hepa-
totoxicity, several potentially relevant cases were 
not included in the case series because of “insuffi -
cient clinical or laboratory information to enable 
assessment.”19

Information on product use should include the 
start date(s), stop date(s), doses, frequency of use, 
and indication for use. Dosage information is 
important in exploring dose –event relationships. 
Duration of use is important for characterizing the 
time course of AEs/ADRs relative to initiation of 
product use. Indication for use is also an important 
piece of information, as many products are used for 
more than one indication (either on -label or off -
label). Certain AEs/ADRs may be related to specifi c 
indications. Alternatively, concomitant medications 
and other factors related to one indication, but not 
others, may confound the interpretation of the AE/
ADR. For these reasons, indication for use is an 
important element of a case report. 

Patient information should include age, gender, 
medical history, and concomitant medication 
usage. The presence of factors that could confound 
the relationship of the drug to the AE/ADR, espe-
cially elements of the medical history and con-
comitant medication usage, are critical to the 
interpretation of individual case safety reports. 

A description of the AE/ADR that allows for 
independent medical assessment is critical. A simple 
listing of coded diagnostic and procedure terms is 
generally insuffi cient for adequate assessment of 
the report. A narrative of the event that includes 
the temporal relationship of drug usage to the 
development of the AE/ADR, the clinical and diag-
nostic features, the clinical course, any measures 
instituted to treat the AE/ADR, the response to 
these measures, and the clinical outcome are all 
essential components of a high -quality case report. 
Results of laboratory tests, imaging, and pathology 

However, other factors can also be important, 
depending on the specifi c safety question. For 
example, the formulation of the product can be 
important, as certain active ingredients may be 
present in a variety of formulations. Many opioid 
agents come in oral, injectable, and transdermal 
formulations. Because the pharmacokinetic and 
other pharmaceutical properties can differ across 
these formulations, information on the formula-
tion is important in determining if there are 
formulation-specifi c effects, including those that 
may result from medication errors. Additionally, if 
the drug safety question involves the assessment of 
an AE/ADR related to a product quality defect, 
information on both manufacturer and lot/batch 
number can be very important, as product quality 
problems typically involve specifi c lots from an 
individual manufacturer. 

Reports describing medication errors, or the 
potential for medication errors, ideally contain 
information on the product involved, the sequence 
of events leading up to the error, the work environ-
ment in which the error occurred, and the type of 
error that occurred. 17

Characteristics of a good quality case report 
have been published. 16,17 As discussed below, these 
characteristics include adequate information on 
product use, patient characteristics, medical history, 
and concomitant treatments, and a description of 
the AE/ADR, including response to treatments and 
clinical outcome. Our experience, based on many 
years of reviewing case reports, is that while a 
substantial amount of useful clinical information 
can be written in a succinct narrative, most narra-
tives are incomplete, many to the extent that they 
are uninterpretable. While follow -up with the 
reporter is sometimes feasible for drug safety ana-
lysts during case review, this has been the excep-
tion not the rule, often due to resource constraints. 
Incomplete and uninterpretable case reports limit 
the effectiveness of postmarket pharmacovigilance 
reporting systems. Attempts to improve the systems 
will need to address the problem of poor case report 
quality rather than merely increasing the number 
of reports. Unfortunately, it is not unusual for FDA 
to receive potentially important spontaneous 
reports which cannot be evaluated because of 
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seven of 55 responding countries indicated that 
they had no designated system in place, and fewer 
than half of the respondents had a budget for phar-
macovigilance.20 Consequently, lack of funding was 
mentioned as a hindrance to the development of 
pharmacovigilance, together with lack of training 
and a culture that does not promote AE/ADR 
reporting. Suggested key developments included: 
training for health workers and pharmacovigilance 
program managers; active surveillance methods, 
sentinel sites, and registries; and better collabora-
tion between pharmacovigilance centers and public 
health programs, with a designated budget for 
pharmacovigilance included in the latter. 

The World Health Organization (WHO) is now 
working together with major donor organizations 
to address the urgent need for capacity building in 
low- and middle -income countries. The strategy 
will be focused on sustainable development, cover-
ing not only the implementation of reporting 
systems, technical support, and training of health -
care professionals, but also improvements in 
governance and infrastructure to support pharma-
covigilance activities. 

The perceived responsibility of health -care pro-
fessionals to report AEs/ADRs often varies around 
the world. Because the largest gaps in drug safety 
knowledge are believed to be for recently approved 
medicines, most countries emphasize the need to 
report AEs/ADRs, even less serious ones, for this 
group of medicines. For example, in the United 
Kingdom, recently approved drugs containing new 
active ingredients are marked in the British National 
Formulary with a black triangle, 21 a symbol used to 
denote a drug product whose active ingredient has 
been newly licensed for use in the UK. In some 
cases, drug products meeting certain additional cri-
teria are also marked with a black triangle, even if 
the active ingredient has been previously approved. 
The aim of the black triangle program is to prompt 
health professionals to report all suspected adverse 
reactions associated with the use of these products. 
In New Zealand, the Intensive Medicines Monitoring 
Programme monitors cohorts of all patients taking 
selected new drugs, and specifi cally requests that 
all clinical events be reported, not just suspected 
adverse drug reactions. 22 In some countries, it is 

results facilitate an independent interpretation of 
the report. Information on de -challenge (the reso-
lution of the AE/ADR when the medication is with-
drawn) and re -challenge (the re -development of 
the AE/ADR when the drug is re -introduced), if 
available, can be invaluable. 

National pharmacovigilance systems
The organization of postmarketing safety reporting 
systems and national pharmacovigilance systems 
varies around the world. The fundamental feature 
is that health professionals, and in some cases 
patients or consumers, are encouraged to send 
reports of AEs/ADRs to one or more specifi ed loca-
tions. These locations can be the drug regulatory 
authority, an academic or hospital -based pharma-
covigilance center (often working with or on behalf 
of a drug regulatory authority), or the drug manu-
facturer. The roles of these institutions vary from 
country to country, and depend greatly on the 
regulatory and national drug monitoring system in 
the country. 

In resource -poor countries, with varying regula-
tory infrastructure, the focus in pharmacovigilance 
has been different from that in the more affl uent 
parts of the world. Reports can result from coun-
terfeit and substandard drugs, known ADRs and 
drug interactions of concern to reporters, and ADRs 
resulting from medical error. In some countries, 
responding to queries about adverse reaction inci-
dence, diagnosis, and management are a major part 
of the work of pharmacovigilance centers. In devel-
oping countries, there are often defi ciencies in 
access to up -to-date information on drug safety 
that need remedying. On the other hand, large 
donations of new drugs to combat the endemic 
scourges of malaria, HIV/AIDS, tuberculosis, infes-
tations, and other diseases, along with vaccines, 
have led to the high priority of monitoring their 
use for both safety and effi cacy. 

However, in many resource -poor countries 
there is currently not enough capacity for effective 
safety monitoring, and the improved access to new 
medicines adds additional strain on already over-
burdened or non -existent pharmacovigilance 
systems. In a recent survey of pharmacovigilance 
systems in low - and middle -income countries, 
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directly from health professionals to the regulatory 
authority greatly exceed company reports during 
this period. The patterns are likely to change 
towards a higher proportion of company reports in 
those many countries where pharmaceutical com-
panies are legally obliged to report AEs/ADRs. Some 
countries restrict reports to those received by physi-
cians. Other countries accept reports from pharma-
cists, nurses, and patients. There is a current trend 
towards encouraging direct patient or consumer 
reporting, replacing the notion held by many in the 
past that such reports would not be a reliable and 
useful source of information. 

In most countries, the national pharmacovigi-
lance center is part of the drug regulatory author-
ity; in some, the monitoring is carried out jointly 
by the drug regulatory authority/Ministry of Health 
and an independent institution. In Germany, the 
Federal Institute for Drugs and Medical Devices 
(BfArM) maintains a joint database for recording 
reported adverse drug reactions, together with 
the Drug Commission of the German Medical 
Profession. According to the professional code of 
conduct of physicians in Germany, all adverse drug 
reactions should be reported to the Drug 
Commission. In the Netherlands, the practical 
responsibility for post -marketing surveillance is 
shared between the Medicines Evaluation Board 
(MEB) and the Netherlands Pharmacovigilance 
Centre (Lareb). The MEB handles communications 
with market authorization holders; the role of 
Lareb is to process and analyze reports from health 
professionals and patients. 

Decentralized drug monitoring systems exist 
both within and outside the ICH region. In France, 
the French Medicines Agency coordinates the 
network of 31 regional centers, which are con-
nected to major university hospitals. In the United 
Kingdom, there are four regional centers connected 
to university hospitals, which have a special func-
tion of encouraging reporting in their regions. The 
reporting system in China involves 31 regional 
centers reporting to the National Center for Adverse 
Drug Reaction Monitoring in the State Food and 
Drug Administration, SFDA. In India, an improved 
pharmacovigilance system is being developed by 
the Central Drugs Standard Control Organization, 

mandatory for physicians and dentists to report 
cases of suspected adverse drug reactions to the 
regulatory authority. Most countries, however, do 
not have such specifi c programs or requirements, 
but health professionals are encouraged to report 
and the national reporting centers provide general 
advice to health professionals on what events to 
report.

In a majority of countries, including countries in 
the ICH region, other high income countries, and 
33 of 55 low - and middle -income countries res-
ponding to a 2008 survey, 20 pharmaceutical com-
panies that hold marketing authorizations are 
obligated to report adverse events or adverse drug 
reactions to the regulatory authority. In some 
countries, the event is reportable only if an attribu-
tion of causality has been made. In other countries, 
the event is reportable even if no attribution has 
been made. For example, in the United States, 
pharmaceutical companies are required by law to 
submit spontaneous reports of AEs/ADRs, regard-
less of attribution of causality, on an expedited basis 
if they are serious and unexpected. The AE/ADR is 
considered serious 10 when the patient outcome is: 
death; life -threatening; hospitalization (initial or 
prolonged); disability; congenital anomaly; or 
requires intervention to prevent permanent impair-
ment or damage. Periodic reporting of other types 
of AEs/ADRs, such as those considered serious and 
expected (labeled), or non -serious, is typically 
required as well. The periodicity of such aggregate 
reports is determined by the length of time the drug 
has been marketed, with increased frequency for 
newly approved drugs, and decreased (e.g., annual) 
with older drugs. 

While spontaneous reports of AEs/ADRs usually 
originate initially from the point of care, the more 
proximal source of reports coming into the national 
pharmacovigilance centers may vary from country 
to country. In countries outside the ICH region, the 
majority of reports are received directly from physi-
cians in hospital and in general practice. Cumulatively 
over the past 40 years, most reports in the ICH 
region have come from the point of care initial 
reporter via the pharmaceutical companies to the 
regulatory authority; however, in several EU coun-
tries (e.g., all the Nordic countries) reports coming 
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To understand the results of an analysis of 
individual case reports from a postmarketing 
safety database, it is necessary to understand the 
unique features of the database, as each large 
postmarketing safety database differs from the 
others. It is necessary to understand if, and how, 
the data are coded. Many databases code drugs 
according to a local or national standard drug dic-
tionary, while others use a standard international 
dictionary, such as the WHO Drug Dictionary 
Enhanced.25 Similarly, many databases code indi-
vidual AE/ADR reporter verbatim terms which 
describe the AE/ADR according to a standard 
medical dictionary, such as the Medical Dictionary 
for Regulatory Activities (MedDRA). 26 In the 
ICH regions, (Europe, Japan, and the United States) 
use of MedDRA is mandatory for coding of 
AEs/ADRs.

Beyond coding, several other features of the 
database are important to understand. First, does 
the database include only reports from postmarket-
ing systems, or does it include reports from other 
sources, such as the medical literature or clinical 
trials? Second, does the database include reports 
only from health professionals, or does it also 
include reports from patients and consumers? 
Third, what is the range of medical products 
included in the database —drugs, biologicals, blood, 
blood products, vaccines, dietary supplements? 
Fourth, does the database include reports from 
only one country or region, or does it include 
reports from regions outside the jurisdiction of the 
regulatory authority? Fifth, does the database 
include both “non-serious” and  “serious” AEs/
ADRs; if so, what proportion of the reports have 
been classifi ed by the health authority (or other 
database manager) as serious? Sixth, does the data-
base include all adverse events (i.e., events which 
may or may not be judged to be causally related to 
a medicine) or does it include only adverse drug 
reactions (i.e., events for which a likely causal rela-
tionship has been determined prior to entering the 
report into the database)? Seventh, how many 
individual case reports are in the database? Each of 
these factors is important in determining the utility 
of a particular database in answering a specifi c drug 
safety question. 

under the Ministry of Health and Family Welfare. 
In the fi rst year, up to 40 medical institutes are 
expected to participate in pharmacovigilance activi-
ties, with further increases in a phased manner 
until, in 2013, all medical colleges will be linked to 
four to six regional offi ces. 

National and international 
postmarketing safety databases
Once submitted to the national drug safety moni-
toring program, individual case safety reports are 
stored in computerized postmarketing safety data-
bases. Many national drug regulatory authorities 
have databases that include suspected AE/ADR 
reports derived from a postmarketing reporting 
system, as well as suspected AE/ADR reports from 
other sources, such as the published medical litera-
ture, and sometimes certain types of serious adverse 
events (SAEs; those considered related to study 
drug) from clinical trials. Examples of national 
reporting systems and databases include the “Blue
Card” system (Australia), Canada Vigilance 
(Canada), the Canadian Adverse Events Following 
Immunization Surveillance System (CAEFISS) 
database (Canada), the French Pharmacovigilance 
Spontaneous Reporting System database (France), 
the Adverse Drug Reaction Information Manage-
ment System of the Pharmaceutical and Medication 
Devices Agency, Ministry of Health, Labor, and 
Welfare (Japan), the Lareb database (Netherlands), 
the SWEDIS database (Sweden), the Sentinel data-
base (United Kingdom), the Adverse Event 
Reporting system (AERS) database (United States), 
and the Vaccine Adverse Event Reporting System 
(VAERS) database (United States). In addition, 
there are two international reporting and database 
systems: EudraVigilance 23 in the European Union 
(run by the European Medicines Agency, EMA) 
and VigiBase 24 pooling data from the approximately 
100 member countries of the WHO International 
Drug Monitoring Programme (run by the Uppsala 
Monitoring Centre, UMC). VigiBase is also the 
system used as the national database by 28 phar-
macovigilance centers around the world; reports 
are stored directly in VigiBase, but entered, 
managed, and analyzed remotely through an 
internet-based data management tool, VigiFlow. 
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In an effort to address this challenge, data 
mining techniques have been applied to pharma-
covigilance AE/ADR databases. In broad terms, 
data mining refers to a process of analyzing data to 
fi nd patterns. In the case of AE/ADR databases, 
most of these patterns would not be visible without 
the use of statistically -based, computerized algo-
rithms. There are a variety of specifi c algorithms 
that have been applied to safety signal detection in 
AE/ADR databases. 28,29 A full discussion of the sta-
tistical principles underlying these methods is 
beyond the scope of this chapter. 

The fundamental feature of data mining tech-
niques used to analyze adverse event databases is 
that each is based on fi nding  “disproportionalities”
in data, that is the fi nding that a given AE/ADR is 
reported for a particular drug more often than 
would be expected based on the number of reports 
of that AE/ADR for all other drugs in the database. 
Several features of these methods are worth noting. 

First, the methods are transparent. While the 
total number of reports for a drug varies over time 
(and may be highest in the fi rst few years of report-
ing), this temporal trend will not necessarily alter 
the proportion of specifi c reactions for the drug. 
Thus, a given reaction may still be found to be 
disproportionately reported even as the total 
number of reports for the drug changes. 

Second, these methods rely exclusively on 
reports within the database; no external data are 
needed. For this reason, understanding the charac-
teristics of the database, as discussed above, is 
important. This feature has several consequences. 
Because the expected number of reports of a spe-
cifi c AE/ADR for a given drug (and thus the dispro-
portionality of the drug –event pair) depend on the 
reports within the individual database, the degree 
of disproportionality for a given drug –event pair 
may vary from one database to the next. In the 
extreme, a given drug –event pair may have a 
strong signal of disproportionality in one database, 
and no such signal in another. A second conse-
quence is that as the background information for 
all drugs in the database changes, so does the 
expected number of reports of a specifi c AE/ADR 
for a given drug (and again the disproportionality 
of the drug –event pair). 

Detecting signals from a 
postmarketing safety database
The impetus to use a postmarketing safety database 
to evaluate the potential relationship of an AE/
ADR to a drug may come from various sources. For 
example, postapproval animal studies may suggest 
that a certain AE/ADR may be associated with a 
drug. The fi nding that a particular member of a 
drug class is associated with a specifi c adverse effect 
may prompt a search for the same reaction in other 
members of the class. Publication of case reports or 
case series, or unanticipated safety fi ndings from 
ongoing clinical trials can be important sources of 
new safety questions for a marketed product. These 
stimuli for more intensive review of AE/ADR 
reports are external to the database. 

Identifying potential associations of AEs/ADRs 
to drugs using only information within the data-
base involves the detection of signals. According to 
the WHO, a signal is “reported information on a 
possible causal relationship between an adverse 
event and a drug, the relationship being unknown 
or incompletely documented previously. ”27 While 
there have been many defi nitions of a signal put 
forth over the years, the important underlying 
principle is that a signal is a hypothesis that calls 
for further work to be performed to evaluate that 
hypothesis. Signal detection is the act of looking for 
or identifying signals from any source. 

In the setting of a relatively small number of 
reports, review of groups of reports or periodic 
summaries of reports has been a standard method 
of signal detection. For example, one could look at 
a list of all reports in which the outcome was 
“death” to see if this outcome was reported more 
frequently for some drugs than others. Summaries 
based on specifi c organ class toxicities could be 
reviewed to examine if reports in one system organ 
class were proportionately more frequent for one 
drug than others. These methods depend on the 
ability of a drug safety specialist to recognize new 
or unusual patterns of case reports. While an astute 
specialist can identify signals using this method, 
this manual review is often neither practical nor 
reproducible for detecting signals from large post-
marketing safety databases, some of which contain 
several million records. 
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(e.g., include case reports in which an intravenous 
formulation, but not an oral formulation, was used, 
if such exclusion is appropriate for the question at 
hand), or to certain age groups (e.g., limit the case 
series to only case reports describing the suspected 
adverse events in pediatric patients, if such exclu-
sion is appropriate for the question at hand), or to 
certain indications for use (e.g., limit the case series 
to case reports in which the medicine was used for 
a certain off -label indication, if such exclusion is 
appropriate to the question at hand). Exclusion 
criteria for a case series must be carefully consid-
ered so that potentially relevant cases are not 
excluded, and all available information is fully 
assessed. In general, if the purpose of the case series 
is to examine the relationship between a medicine 
and a suspected AE/ADR that has not been previ-
ously associated with the medicine, it is best to err 
on the side of inclusion to avoid missing clinically 
relevant, though incomplete, information about 
cases of interest. 

Once the case series has been developed, it is 
next necessary to review each case report individu-
ally in order to determine if there is a plausible 
causal relationship between the medicine and the 
adverse event. At the level of the individual case 
report, it is often diffi cult to establish with certainty 
that the medicine caused the adverse event of 
interest.35–40 For example, if the AE/ADR of interest 
is one that is already common in the population 
that takes the medication, establishing a causal role 
for the medicine in the development of the condi-
tion is generally not feasible using individual case 
reports or case series. For example, the incidence 
of Parkinson ’s disease is much higher in persons 
over age 60 years than it is in persons below that 
age.41 In this situation, review of a report describing 
a myocardial infarction in a 70 -year -old patient on 
an anti -parkinsonian agent will generally not be 
informative in determining if the agent played a 
causal role in the development of the myocardial 
infarction, as myocardial infarction occurs com-
monly in this age group. Similarly, review of a case 
report is not likely to shed light on the causal rela-
tionship between a medicine and an AE/ADR when 
the AE/ADR is a manifestation of the underlying 
illness which the medicine is treating. For example, 

Third, a signal of disproportionality is a measure 
of a statistical association within a collection of AE/
ADR reports, and it is not a measure of causality. 
In this regard, it is important to underscore that the
use of data mining is for signal detection — that is, for 
hypothesis generation — and that further work is needed 
to evaluate the signal.

Fourth, the absence of a signal of disproportion-
ality in a postmarketing safety database is not evi-
dence that an important AE/ADR is not associated 
with a particular drug. 

Data mining is sometimes done using a subset 
of an AE/ADR database, for example, a portion of 
the database limited to a specifi c class of drugs 
might be used to fi nd relative differences in the 
frequencies of specifi c AEs/ADRs across the class. 30

Some of the data mining techniques used in phar-
macovigilance have included the proportional 
reporting ratio, the reporting odds ratio, the 
Bayesian Confi dence Propagation Neural Network 
(BCPNN), and the Empirical Bayes method (also 
know as the Gamma Poisson Shrinker or the Multi -
item Gamma Poisson Shrinker). 31

Review of case reports
The review of individual case reports of AEs/ADRs 
is a complex process that has been described else-
where32,33 (also see Chapter  33), and has been the 
subject of public discussion. 34 It typically begins by 
identifying one or more case reports with the 
outcome of interest. Because the case reports that 
form a case series often come from disparate 
sources, it is usually necessary to develop a case 
defi nition. The case defi nition centers on the clini-
cal characteristics of the event of interest, without 
regard to the causal role of the medicine whose 
relationship to the adverse event is being investi-
gated. Once a case defi nition is established, each 
report is reviewed to determine if the event meets 
the case defi nition and if the report is to be included 
in the case series. Depending on the specifi c 
question(s) to be answered by the case series, other 
exclusion criteria may also apply. For example, one 
would always exclude a case in which the report 
suggests that the patient never took the medicine 
of interest. In other cases, one may restrict the case 
series to only certain formulations of the medicine 
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geneous? Are certain co -morbidities or concomi-
tant medications more likely to be present in 
patients with the event? In the review of a case 
series, there are no prespecifi ed answers to these 
questions that establish or exclude the possibility 
that the drug led to the AE/ADR. Rather, the char-
acteristics of the individual cases, taken together 
with the patterns observed in the case series itself, 
can lead the analyst to determine if the medication 
has a reasonable possibility of causing the condition 
of interest. 

Reporting ratios
Because postmarketing safety reporting systems do not 
capture all cases of an event of interest, it is not possible 
to calculate an incidence rate for a particular drug – event 
pair. However, analysis of AEs/ADRs based simply 
on numbers of reports, even after thorough analy-
sis of these reports, does not in itself put these 
reports into the context of how widely a medicine 
is used. 

To adjust for the extent of drug utilization in a 
population in the analysis of AE/ADR reports, a 
reporting ratio can be used. A reporting ratio is 
defi ned as the number of cases of a particular AE/
ADR reported to a drug safety database during a 
specifi c time period divided by some measure of 
drug utilization in the same time period. Across 
drugs, the reporting ratios measure the relative fre-
quency of the AE/ADR reports adjusting for differ-
ences in level of drug utilization. The numerator is 
derived from counts of AE/ADR reports associated 
with the drug of interest that are recorded in the 
postmarketing safety database during a specifi ed 
time period. In the past, the denominator typically 
consisted of the number of dispensed prescriptions, 
used as a surrogate measure of drug exposure in 
the population over that same time period, and 
often estimated from proprietary drug utilization 
databases. The number of dispensed prescriptions 
was used because data on the number of unique 
individuals using the drug in a specifi ed time period 
was generally not available. More recently, such 
data have become available, and reporting ratios 
based on persons using the medication, and not 
prescriptions, are being calculated. In some cases, 
information is available on not only the number of 

review of case reports of worsening asthma in 
patients taking an antiasthma medication is not 
likely to be suffi cient to establish a causal link 
between the worsening asthma and the medica-
tion. Review of a case series to establish a causal 
relationship between a drug and a AE/ADR is most 
straightforward when the suspected AE/ADR: (i) is 
rare in the population when the medication is not 
used, (ii) is not a manifestation of the underlying 
disease, (iii) has a strong temporal association with 
drug administration, and (iv) is biologically plausi-
ble as a drug reaction or is generally the result of a 
drug reaction based on other clinical experience. 
Examples of AEs/ADRs that often meet these crite-
ria are acute hepatic failure, aplastic anemia, agran-
ulocytosis, rhabdomyolysis, serious skin reactions 
such as Stevens –Johnson syndrome and toxic epi-
dermal necrolysis, and certain arrhythmias, such as 
torsades de pointes. 

The approach to assessing the causal role of a 
medicine in the development of an AE/ADR has 
evolved over the past four decades. 35,37 In general, 
the approach relies on a systematic review of each 
case report to ascertain the temporal relationship 
between drug intake and the development of the 
adverse reaction, an assessment of any co -existing
diseases or medications that could confound the 
relationship between the medicine and the AE/
ADR, the clinical course after withdrawing the drug 
(de-challenge), and the clinical course after re -
introduction of the drug (re -challenge), when 
applicable. Naranjo and colleagues described a 
method based on these general principles for esti-
mating the likelihood that a drug caused an adverse 
clinical event. 36,42 The World Health Organization 
has developed a qualitative scale for categorizing 
causality assessments. 3

In the development of a case series, once the 
individual cases are reviewed, it is important to 
integrate the fi ndings across the cases in an effort 
to determine patterns that may point to a relation-
ship between the drug and the AE/ADR. For 
example, does the AE/ADR appear at some doses, 
but not at others? Does the AE/ADR appear after 
one or a few doses, or does it appear only after a 
more prolonged exposure? Is the spectrum of 
severity of the event homogeneous or is it hetero-
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signals can be detected by data mining methods, 
review of individual case reports, or assessment of 
case series. In many instances, further work is 
needed to determine with more certainty the rela-
tionship of the drug to the AE/ADR. The capability 
for timely and effective signal detection is a key 
strength of a postmarketing pharmacovigilance 
reporting system. 

Another key strength of a well -designed and 
effectively utilized postmarketing pharmacovigi-
lance reporting system is that, in certain cases, the 
relationship of a drug to an AE/ADR can be estab-
lished with suffi cient confi dence, usually by a case 
series, that necessary regulatory action can be 
taken. AEs/ADRs for which the relationship to a 
drug can be established with reasonable certainty 
are generally those that have a strong temporal 
association with drug administration, a low or near 
absent frequency in the underlying population, are 
not part of the underlying illness being treated, are 
generally the result of exposure to a drug or other 
toxin, and have no other likely explanation. 
Aplastic anemia, agranulocytosis, acute liver failure, 
rhabdomyolysis, certain arrhythmias such as tor-
sades de pointes, and serious skin reactions such as 
Stevens–Johnson syndrome are examples of 
adverse events whose relationship to a drug can 
often be established by case series. 43–46 However, 
relative to all signals detected in a postmarketing 
safety reporting system, those about which a rea-
sonably fi rm conclusion can be made on the basis 
of AE/ADR reports alone are few in number. 

Opportunity for the public to report
AEs/ADRs
Postmarketing safety reporting systems allow 
health-care professionals to report suspected AEs/
ADRs to national pharmacovigilance centers, drug 
regulatory authorities, and/or manufacturers. Such 
systems allow for direct engagement of health -care
professionals in the drug safety monitoring system. 
The advantage of this involvement is that it allows 
for careful clinical observations, made at the point 
of care, to inform drug safety surveillance. Clinicians 
can provide succinct but detailed accounts of rele-
vant symptoms, signs, diagnostic test results, past 
medical history, concomitant medications, and 

persons receiving the drug or the number of pre-
scriptions dispensed, but also on the duration of 
use. When such data are available, the denomina-
tor for the reporting ratio may be expressed in 
person-time. When using denominators based on 
person-time, it is important to be mindful of the 
assumptions of the person -time method, especially 
the assumption that events in the numerator occur 
uniformly over time. Because many AEs/ADRs do 
not occur uniformly over time after a drug is 
started, this assumption does not always hold. 

Because the reporting ratio (sometimes referred 
to as “reporting rate ”) is not a measure of incidence 
or prevalence, it must be interpreted cautiously. For 
AEs/ADRs that are rare in the general population 
(e.g., aplastic anemia), reporting ratios are some-
times compared to the background rate (incidence 
or prevalence) of that event in a defi ned popula-
tion. In other situations, individual reporting ratios 
of a particular AE/ADR across different drugs used 
for a similar indication or within the same class are 
calculated and the magnitude of the differences in 
reporting ratios is compared. Interpretation of the 
comparison of reporting ratios across drugs must be 
made with caution, since such comparisons are 
highly sensitive to variation in AE/ADR reporting 
and thus it is necessary to take into account the 
differential underreporting of AEs in the postmar-
keting safety reporting system. The underlying 
assumption in estimating reporting ratios for com-
parison across a group of drug products is that each 
of the respective manufacturer ’s reporting practices 
for the drug of interest are similar over the report-
ing period. However, this assumption may not hold 
true in some cases, and a comparison of reporting 
ratios across drugs may not be valid. 

Strengths 

Signal detection
The principal strength —and, arguably, the princi-
pal purpose —of a postmarketing safety reporting 
system is that it allows for signal detection, the 
further exploration of drug safety hypotheses, and 
appropriate regulatory decision -making and action 
when necessary. As noted earlier in this chapter, 
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AEs/ADRs are generally not paid. Thus, informa-
tion collection is not expensive from the perspec-
tive of effective pharmacovigilance, given that the 
system has the capacity to handle all medicines and 
all outcomes. This is in contrast to other data used 
to study drug safety questions, such as data from 
clinical trials, registries, and electronic health -care
data, each of which is relatively expensive to 
operate.

Limitations

Quality of reports
Perhaps the major potential limitation of a sponta-
neous postmarketing safety reporting system is that 
it depends quite heavily on the quality of individual 
reports. Although data mining and other informat-
ics methods can detect signals using coded bioin-
formatics terms in safety databases, each individual 
case report must still be carefully reviewed by a 
clinical analyst to determine if there is a plausible 
relationship between the medicine and the devel-
opment of the AE/ADR. The quality of the report, 
as described earlier in this chapter, is critical for an 
informative and meaningful review of the indi-
vidual case report. Report quality depends on the 
care, effort, and judgment of the person submitting 
the report, as well as the diligence of the person 
receiving and/or transmitting the report to the 
health authority. Reports without suffi cient infor-
mation for an independent determination of the 
relationship between the medicine and the AE/
ADR are problematic for drug safety surveillance. 
However, with successful follow up, sometimes 
even such defi cient reports can yield useful 
information.

Underreporting 
Another well recognized limitation of spontaneous 
postmarketing reporting systems is underreporting. 
Because most systems are voluntary, not all AEs/
ADRs are reported. A consequence of underreport-
ing of AEs/ADRs is that population -based rates of 
AEs/ADRs cannot be calculated, because all such 
occurrences in the population are not reported, and 
the extent of underreporting for any individual 

clinical course of an AE/ADR, including informa-
tion on de -challenge and re -challenge. Such a syn-
thesis of clinical information is generally not 
available from automated data sources. For those 
AEs/ADRs that are serious, rare, and often the 
result of a medication exposure, the ability to 
obtain detailed information directly from the point 
of care is an essential feature of postmarketing 
pharmacovigilance reporting systems. 

Postmarketing safety reporting systems also can 
accept reports from consumers and patients, though 
this practice is not a feature of all such reporting 
systems. In the United States, where consumers 
and patients can report either to the manufacturer 
or directly to the FDA, the percentage of reports in 
2009 that originated from consumers was 46%. 
While consumer and patient -generated reports 
might not have the same level of medical detail as 
those provided by health professionals, subsequent 
follow up with health professionals may be possible 
in potentially important cases, so that more com-
plete clinical information can be obtained. 

Scope
The scope of a postmarketing safety reporting 
system is quite broad. The system can cover all 
medicines used in the populations, and it can 
receive reports of AEs/ADRs occurring in any 
member of the population. Because it need not 
restrict the reports it receives, it can receive AE/
ADR reports throughout a medicine ’s marketed 
lifecycle. Thus, AEs/ADRs recognized late in a 
product’s lifecycle, such as those resulting from 
prolonged exposure to a medicine, can, in theory, 
be ascertained. In practice, such ascertainment is 
diffi cult to achieve, because health -care profession-
als may be less likely to ascribe an AE/ADR not 
known to be associated with a medicine that has 
been marketed for several years. In addition, 
patients who take a medicine for several years may 
also receive other treatments during that time, 
making it diffi cult to conclude that there is an asso-
ciation between the medicine and the AE/ADR. 

Despite this broad scope, a postmarketing spon-
taneous reporting system can be relatively inex-
pensive. Most of these pharmacovigilance systems 
rely on voluntary reporting, and those who report 
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there was publicity of this risk. For these reasons, 
changes in the number of AE/ADR reports for a 
given drug –event pair cannot reliably be inter-
preted as a change in the population -based fre-
quency of the AE/ADR. 

Another limitation of a postmarketing reporting 
system is that it is usually not well suited to ascer-
taining the relationship of a medicine to an AE/
ADR that is common in the treated population, 
especially if the condition is a manifestation of the 
underlying illness. In such cases, the combined 
effect of confounding of patient factors and indica-
tion make causality assessment of individual cases 
diffi cult. 

Finally, duplicate reports of the same AE/ADR 
may be received by drug manufacturers and health 
authorities, and if undetected as duplicates, may be 
entered into the database as multiple occurrences 
of the same event. Algorithms have been devel-
oped, and various methods can be used to identify 
such reports; nonetheless, this issue is a potential 
source of bias and limits the utility of data mining 
or other calculations which rely on “crude” case 
counts which have not been “de-duplicated”.

Particular applications

Felbamate and aplastic anemia
The case of aplastic anemia associated with fel-
bamate therapy illustrates the role that case reports 
can play in the assessment of a previously unknown 
AE/ADR during the postapproval period. Felbamate 
is an anticonvulsant agent approved for use in the 
United States on July 29, 1993. Preapproval studies 
showed no evidence of signifi cant, non -reversible
hematologic abnormalities. 49 Within about 1 year 
of approval, 20 cases of aplastic anemia, three of 
them fatal, had been reported in the United States. 
Review of the case reports suggested a causal role 
for felbamate. An estimated 100 000 patients had 
taken felbamate during this time. 50 While the true 
incidence of aplastic anemia in patients taking fel-
bamate cannot be calculated because case ascer-
tainment is likely incomplete, the minimum rate is 
20/100000/year, or 200/million/year. By contrast, 
the population background rate of aplastic anemia 

AE/ADR is not known. Reporting ratios, discussed 
earlier in this chapter, allow the reported number 
of AEs/ADRs to be put into the context of drug 
utilization, though this measure is not an inci-
dence rate. 

Non-uniform temporal trends 
in reporting
Another limitation of spontaneous reporting 
systems is that temporal trends in the number of 
AE/ADR reports for a drug –event combination may 
not refl ect actual population -based trends for the 
drug–event combination. This is because multiple 
factors can affect the number of AE/ADR reports 
received for a given drug –event pair. 

First, the number of reports for a medicine has 
been thought to peak in the second year after 
approval and declines thereafter, even though the 
drug may be used more widely. This phenomenon, 
known as the Weber effect, was originally described 
in relation to non -steroidal anti -infl ammatory 
medicines.47 A recent analysis 48 of reporting pat-
terns for the angiotensin II receptor blocker class of 
medicines revealed no discernible trend when the 
number of reports over time was examined. 
Specifi cally, this analysis did not confi rm that the 
number of reports increased toward the end of 
the second year and declined thereafter. Rather, the 
analysis indicated that additional factors, such as 
the approval of additional indications and modifi -
cations of the fi rms ’ reporting requirements affected 
the total number of reports received. However, 
when the number of reports in a year was adjusted 
for the number of prescriptions dispensed in 
that year ’s period, it was found that the adjusted 
number of reports was highest in the fi rst years 
after approval and declined thereafter. Thus, the 
frequency of AE/ADR reports per estimated unit 
of drug utilization is not likely to be constant 
over time. 

Second, publicity about an important new AE/
ADR often gives rise to a large number of reports 
shortly after the publicity, with a decline in the 
number of reports shortly thereafter. This phenom-
enon is known as stimulated reporting, and was 
observed, for example, in the reporting pattern of 
statin-induced hospitalized rhabdomyolysis after 
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double-blind treatment with the drugs of interest, 
compared to no similar adverse events during 420 
person-years of placebo exposure in the same trials. 
Analysis of postmarketing spontaneous data yielded 
a total of 865 unique reports of psychosis or mania -
type adverse events associated with these drugs. 
These fi ndings were the basis for a MedWatch Alert 
in 2007, and for the addition of new warnings and 
medication guides for all of the ADHD drug treat-
ments that were studied. 54

Serious medical errors, a focus of increasing 
concern55,56 (see also Chapter  45), can also be iden-
tifi ed with targeted surveillance of spontaneous 
reporting systems. Steps to prevent or mitigate the 
likelihood of such errors are often feasible. For 
instance, after FDA approval of Kapidex (dexlanso-
prazole) in January 2009, reports of dispensing 
errors due to confusion with the drugs Casodex 
(bicalutamide, indicated for advanced prostate 
cancer) and Kadian (morphine sulfate, an opioid 
analgesic) were received. FDA was especially con-
cerned by reports of the inadvertent administration 
of Casodex to women, as Casodex is contraindi-
cated in women and is classifi ed as pregnancy cat-
egory X. In order to avoid future medication errors, 
the proprietary name of dexlansoprazole delayed -
release capsules (Kapidex) was changed to Dexilant 
in March 2010. 57

Data mining signals
Below are two examples of WHO Program signals 
identifi ed by data mining applied to the WHO 
Global Individual Case Safety Report Database, 
VigiBase. The disproportionality measure used by 
the UMC is the Information Component (IC), origi-
nally introduced through the Bayesian Confi dence 
Propagation Neural Network (BCPNN), which is a 
logarithmic measure of the disproportionality 
between the observed and expected reporting of a 
drug–ADR pair. A positive IC value means that a 
particular drug –event pair is reported more often 
than expected, based on all the reports in the 
database.

Topiramate and  glaucoma
Topiramate was approved in the US in 1996 as an 
anticonvulsant drug. 58 In the second quarter of 

is low, about 2/million/year 43 Thus, the observed 
cases of aplastic anemia suggest that aplastic anemia 
is at least 100 times more frequent in patients 
taking felbamate than in the general population. 
Based on this fi nding, the FDA and the manufac-
turer recommended that patients not be treated 
with felbamate unless the benefi ts of the drug were 
judged to outweigh the risk of aplastic anemia. A 
subsequent review of 31 case reports of aplastic 
anemia in patients taking felbamate 43 using the cri-
teria of the International Agranulocytosis and 
Aplastic Anemia Study (IAAAS), established that 
felbamate was the only plausible cause in three 
cases, and the most likely cause in 11 cases. For the 
remaining nine cases, there was at least one other 
plausible cause. The authors concluded that the 
“most probable ” incidence of aplastic anemia was 
estimated to be to 127 per million. Because aplastic 
anemia is uncommon in the population and 
because it is generally the result of a medication or 
other toxin, a careful analysis of a case series can 
establish the relationship of a drug to aplastic 
anemia.43,49,50

In other examples of postmarketing pharma-
covigilance issues, spontaneous reports have pro-
vided actionable information about the clinical 
spectrum of adverse drug effects that may not have 
been well recognized in more restrictive clinical 
trial settings. An FDA safety evaluator became 
aware of several spontaneous reports describing 
psychiatric adverse events in otherwise normal 
children who were being treated with an extended 
release formulation of methylphenidate for 
attention-defi cit/ hyperactivity disorder (ADHD), 
and presented her fi ndings at a Pediatric Advisory 
Committee meeting in June 2005. 51 Committee 
members expressed concern, and a comprehensive 
evaluation of psychiatric adverse effects with drug 
treatments of ADHD was undertaken with the full 
cooperation of the drugs ’ manufacturers. The 
results of the analysis were presented at a subse-
quent Pediatric Advisory Committee meeting in 
March 2006 52 and were also later published in a 
peer -reviewed journal. 53 Data were analyzed from 
49 randomized controlled clinical trials. Results 
showed a total of 11 psychosis/mania adverse 
events which occurred during 743 person -years of 
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Early Communication about an ongoing safety 
review of abacavir and didanosine, initiated by the 
fi ndings from the D:A:D study. Also in July 2008, 
abacavir labeling was revised to include a warning 
of the potential increased risk for myocardial inf-
arction. It was pointed out that no excess risk for 
myocardial infarction was observed in a sponsor -
conducted pooled analysis of abacavir clinical trials 
(n = 9600). However, although available data from 
the observational cohort and from clinical trials 
“remain inconclusive ”, the FDA advised that the 
underlying risk for coronary heart disease be con-
sidered when prescribing antiretroviral therapies 
and precautions taken to minimize all modifi able 
risk factors. 60–62

Signals from  developing countries
At the annual meetings of the WHO Program 
members, country representatives are invited to 
share problems of current interest in their coun-
tries. Below are two examples illustrating the kind 
of issues that have been investigated in developing 
countries. The fi rst, from Nigeria, was presented by 
Adeline Osakwe at a meeting in Rabat, Morocco, 
2009; the second, from Sri Lanka, in Geneva, 2005. 

Safety concerns on  adulterated excipients in 
manufacture of  pharmaceutical products in 
Nigeria
In November 2008, the Nigeria National Pharma-
covigilance Center received reports of pediatric 
patients with unexplained acute renal failure 
(ARF), resulting in 84 deaths. An investigation was 
made into the cause of the illness, and effective risk 
mitigation and risk minimization measures were 
put in place by the regulatory authority to prevent 
further injuries. 

The investigation included hospital surveillance 
(retrospective analysis as well as increasing physi-
cian awareness to encourage reporting of new cases), 
standardized case -family interviews (collection of 
demographic, clinical, and drug -exposure data), 
pertinent sample collection, and laboratory analy-
ses. The results of the investigation revealed 111 
cases of ARF and 84 (75.7%) fatalities suspected to 
be related to paracetamol -containing medications 
that were contaminated with diethylene glycol 

2000, reports of topiramate and glaucoma in 
VigiBase reached the threshold of an  “association”,
(i.e., the lower limit of a 95% Bayesian confi dence 
interval for the IC exceeded zero). When potential 
signals are identifi ed, the available information is 
reviewed by the UMC staff and an expert review 
panel. At this time, there were six cases reported 
to VigiBase. After review, a summary of the fi nd-
ings were circulated in the Signal document in 
April 2001 to all national pharmacovigilance 
centers in the WHO Program. (Note: the Signal 
document is a UMC publication which is circulated 
in restricted fashion to national pharmacovigilance 
centers for the purpose of communicating the 
results of UMC evaluations of potential data mining 
signals from the WHO database). September 26 the 
same year, the Market Authorization Holder issued 
a Dear Healthcare Professional letter warning about 
“an ocular syndrome that has occurred in patients 
receiving topiramate. This syndrome is character-
ized by acute myopia and secondary angle closure 
glaucoma.” By August 17, there were 23 reported 
cases according to the company. FDA issued a 
warning in the revised labeling October 1, 2001. 58

Abacavir and myocardial  infarction 
Abacavir is a nucleoside analog reverse transcriptase 
inhibitor (NRTI) used to treat HIV and AIDS. It was 
approved by the US FDA in 1998. In the second 
quarter of 2000, an association between abacavir 
and myocardial infarction was identifi ed as a 
potential signal using data mining of VigiBase. 
Starting from 11 cases in June 2000, the number 
of cases had increased to 34 by the second quarter 
of 2004, although seven were identifi ed as possible 
duplicates. The signal was included in the Signal 
document in May 2005, with the comment that 
“with these data the association between abacavir 
and myocardial infarction should not be ruled out, 
and further studied. ” In April 2008, published 
results of the large international D:A:D (Data 
Collection on Adverse Events of Anti -HIV Drugs) 
cohort study 59 following 33 347 patients, described 
a relative rate (95% CI) for myocardial infarction 
associated with recent exposure to abacavir of 1.90 
(1.47–2.45); however, a defi nite causal link could 
not be proven. In July 2008, FDA reported in an 
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spread availability of electronic health -care data 
may, at fi rst, seem to undermine the importance of 
AE/ADR reporting. This is not likely to be the case. 
Because careful observation at the point of care is 
an essential component of pharmacovigilance, elec-
tronic systems may be able to facilitate AE/ADR 
reporting in the future, but will not replace it. It is 
technologically and administratively feasible for 
carefully designed systems to allow clinicians to 
report AEs/ADRs directly from electronic medical 
record systems. If designed properly, these systems 
could allow for the accurate, complete, and effi cient 
inclusion of laboratory, radiologic, and other diag-
nostic test results, information which is often incom-
plete in current AE/ADR reports. The challenge of 
such a system will be to encourage reporters to 
provide routinely a clinically meaningful narrative 
that explains concisely the clinical course of the AE/
ADR and its relationship to medication usage. 

Postmarketing safety reporting systems depend 
on the involvement of health -care professionals 
and, in some areas, consumers and patients as well, 
for high quality AE/ADR reports. As new medicines 
become available, it will be increasingly necessary 
to monitor postmarketing safety. Postmarketing 
safety reporting systems will continue to be the 
cornerstone of this effort, because of their unique 
advantages. As active surveillance and the use of 
large health -care databases begin to play a role in 
drug safety surveillance, demonstrate their utility, 
and realize their potential, they could become valu-
able adjuncts to existing pharmacovigilance report-
ing systems worldwide. 
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CHAPTER 11 

Overview of Automated Databases 
in Pharmacoepidemiology 
    Brian L.     Strom  
Department of Biostatistics and Epidemiology, Center for Clinical Epidemiology and Biostatistics, Perelman School of Medicine 
at the University of Pennsylvania, Philadelphia, PA, USA 

Introduction 

Once hypotheses are generated, usually from spon-
taneous reporting systems (see Chapter 10), tech-
niques are needed to test these hypotheses. Usually 
between 500 and 3000 patients are exposed to the 
drug during Phase III testing, even if drug effi cacy 
can be demonstrated with much smaller numbers 
of patients. Studies of this size have the ability to 
detect drug effects with an incidence as low as 1 
per 1000 to 6 per 1000 (see Chapter 4). Given this 
context, postmarketing studies of drug effects must 
then generally include at least 10 000 exposed 
persons in a cohort study, or enroll diseased patients 
from a population of equivalent size for a case –
control study. A study of this size would be 95% 
certain of observing at least one case of any adverse 
effect that occurs with an incidence of 3 per 10 000
or greater (see Chapter 4). However, studies this 
large are expensive and diffi cult to perform. Yet, 
these studies often need to be conducted quickly, 
to address acute and serious regulatory, commer-
cial, and/or public health crises. For all of these 
reasons, the past three decades have seen a growing 
use of computerized databases containing medical 
care data, so called “automated databases, ” as 
potential data sources for pharmacoepidemiologic 
studies.

Large electronic databases can often meet the 
need for a cost -effective and effi cient means of 
conducting postmarketing surveillance studies. To 
meet the needs of pharmacoepidemiology, the ideal 
database would include records from inpatient and 
outpatient care, emergency care, mental health 
care, all laboratory and radiological tests, and all 
prescribed and over -the-counter medications, as 
well as alternative therapies. The population 
covered by the database would be large enough to 
permit discovery of rare events for the drug(s) in 
question, and the population would be stable over 
its lifetime. Although it is generally preferable for 
the population included in the database to be rep-
resentative of the general population from which 
it is drawn, it may sometimes be advantageous to 
emphasize the more disadvantaged groups that 
may have been absent from premarketing testing. 
The drug(s) under investigation must of course be 
present in the formulary and must be prescribed in 
suffi cient quantity to provide adequate power for 
analyses.

Other requirements of an ideal database are that 
all parts are easily linked by means of a patient ’s
unique identifi er, that the records are updated on 
a regular basis, and that the records are verifi able 
and are reliable. The ability to conduct medical 
chart review to confi rm outcomes is also a necessity 
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per tablet, number of tablets, etc. Analogously, if a 
patient goes to a hospital or to a physician for 
medical care, the providers of care bill the insur-
ance carrier for the cost of the medical care, and 
have to justify the bill with a diagnosis. If there is 
a common patient identifi cation number for both 
the pharmacy and the medical care claims, these 
elements could be linked, and analyzed as a longi-
tudinal medical record.   

 Since drug identity and the amount of drug dis-
pensed affect reimbursement, and because the 
fi ling of an incorrect claim about drugs dispensed 
is fraud, claims are often closely audited, for 
example by Medicaid (see Chapter  14 ). Indeed, 
there have also been numerous validity checks 
on the drug data in claims fi les that showed 
that the drug data are of extremely high quality, 
that is confi rming that the patient was dispensed 
exactly what the claim showed was dispensed, 
according to the pharmacy record. In fact, claims 
data of this type provide some of the best data 
on drug exposure in pharmacoepidemiology (see 
Chapter  41 ). 

 The quality of disease data in these databases is 
somewhat less perfect. If a patient is admitted to a 
hospital, the hospital charges for the care and justi-
fi es that charge by assigning International 
Classifi cation of Diseases – Ninth Revision – Clinical 
Modifi cation (ICD - 9 - CM) codes and a Diagnosis 
Related Group (DRG). The ICD - 9 - CM codes are 
reasonably accurate diagnoses that are used for 
clinical purposes, based primarily on the discharge 
diagnoses assigned by the patient ’ s attending physi-
cian. (Of course, this does not guarantee that the 
physician ’ s diagnosis is correct.) The amount paid 
by the insurer to the hospital is based on the DRG, 

for most studies, as diagnoses entered into an elec-
tronic database may include rule - out diagnoses or 
interim diagnoses and recurrent/ chronic, as 
opposed to acute, events. Information on potential 
confounders, such as smoking and alcohol con-
sumption, may only be available through chart 
review or, more consistently, through patient inter-
views. With appropriate permissions and confi den-
tiality safeguards in place, access to patients is 
sometimes possible and useful for assessing compli-
ance with the medication regimen as well as for 
obtaining information on other factors that may 
relate to drug effects. Information on drugs taken 
intermittently for symptom relief, over - the - counter 
drugs, and drugs not on the formulary must also 
be obtained directly from the patient. 

 These automated databases are the focus of this 
section of the book. Of course, no single database 
is ideal. In the current chapter, we will introduce 
these resources, presenting some of the general 
principles that apply to them all. In Chapters  12  to 
 18  of this book, we will present more detailed 
descriptions of those databases that have been used 
in a substantial amount of published research, 
along with the strengths and weaknesses of each.  

  Description 

 So - called automated databases have existed and 
been used for pharmacoepidemiologic research in 
North America since 1980, and are primarily 
administrative in origin, generated by the request 
for payments, or claims, for clinical services and 
therapies. In contrast, in Europe, medical record 
databases have been developed for use by research-
ers, and similar databases have been developed in 
the US more recently. 

  Claims and  o ther  a dministrative 
 d atabases 
 Claims data (Chapters  13 ,  14 , and  17 ) arise from a 
person ’ s use of the health - care system (see Figure 
 11.1 ). When a patient goes to a pharmacy and gets 
a drug dispensed, the pharmacy bills the insurance 
carrier for the cost of that drug, and has to identify 
which medication was dispensed, the milligrams 

      Figure 11.1     Sources of claims data.  

Claims Databases: Sources of Data

Provider: Hospital Payor

Provider: Physician

Provider: Pharmacy

Data
User
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Medical record databases have unique advan-
tages. Importantly among them is that the validity 
of the diagnosis data in these databases is better 
than that in claims databases, as these data are 
being used for medical care. When performing a 
pharmacoepidemiologic study using these data-
bases, there is no need to validate the data against 
the actual medical record, since one is analyzing 
the data from the actual medical record. However, 
there are also unique issues one needs to be con-
cerned about, especially the uncertain complete-
ness of the data from other physicians and sites of 
care. Any given practitioner provides only a piece 
of the care a patient receives, and inpatient and 
outpatient care are unlikely to be recorded in a 
common medical record. 

Strengths 

Computerized databases have several important 
advantages. These include their potential for pro-
viding a very large sample size. This is especially 
important in the fi eld of pharmacoepidemiology, 
where achieving an adequate sample size is 
uniquely problematic. In addition, these databases 
are relatively inexpensive to use, especially given 
the available sample size, as they are by -products
of existing administrative systems. Studies using 
these data systems do not need to incur the con-
siderable cost of data collection, other than for 
those subsets of the populations for whom medical 
records are abstracted and/or interviews are 
conducted. The data can be complete, that is for 
claims databases, information is available on all 
medical care provided, regardless of who the 
provider was. As indicated above, this can be a 
problem though for medical records databases. In 
addition, these databases can be population -based,
they can include outpatient drugs and diseases, and 
there is no opportunity for recall and interviewer 
bias, as they do not rely on patient recall or inter-
viewers to obtain their data. Another advantage is 
that these databases can potentially be linked to 
external other electronic databases (e.g., death 
records, maternal –child records, police accident 
records), to expand the capabilities and scope of 

so there is no reason to provide incorrect ICD -9-
CM codes. In fact, most hospitals have mapped 
each set of ICD -9-CM codes into the DRG code that 
generates the largest payment. 

In contrast, however, outpatient diagnoses are 
assigned by the practitioners themselves, or by 
their offi ce staff. Once again, reimbursement does 
not usually depend on the actual diagnosis, but 
rather on the procedures administered during the 
outpatient medical encounter, and these procedure 
codes indicate the intensity of the services pro-
vided. Thus, there is no incentive for the practi-
tioner to provide incorrect ICD -9-CM diagnosis 
codes, but there is also no incentive for them to 
be particularly careful or complete about the 
diagnoses provided. For these reasons, the outpa-
tient diagnoses are the weakest link in claims 
databases.

Some other databases are not made up of actual 
claims, but derive from other administrative proc-
esses, for example data from US Health Maintenance 
Organizations (Chapter 12) or other data sources 
(Chapter 18). The characteristics of these data are 
similar in many ways to those of claims data. 

Medical record  databases
In contrast, medical record databases are a more 
recent development, arising out of the increasing 
use of computerization in medical care. Initially, 
computers were used in medicine primarily as a 
tool for literature searches. Then, they were used 
for billing. Now, however, there is increasing use of 
computers to record medical information itself. In 
many instances, this is replacing the paper medical 
record as the primary medical record. As medical 
practices increasingly become electronic, this opens 
up a unique opportunity for pharmacoepidemiol-
ogy, as larger and larger numbers of patients are 
available in such systems. The best -known and 
most widely used example of this approach is the 
UK General Practice Research Database (GPRD), 
described in Chapter 15, along with the newer 
database, The Health Improvement Network 
(THIN). As general practice databases, these contain 
primarily outpatient data. In addition, recently 
there are new inpatient electronic medical record 
databases available (Chapter 16).
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sensitivity analysis censoring follow -up 1 or 2 years 
after the patient ’s last recorded entry in the data-
base). Alternatively, strategies can be adopted for 
selecting stable populations within a particular 
database, for example, by examining patterns of 
prescription refi lls for chronically used medica-
tions. Of course, the largest such data system, that 
is US Medicare, suffers much less from this problem, 
since it covers the elderly, so people never lose 
eligibility. Even there, however, patients can switch 
between fee -for -service plans and managed care 
plans, and the latter may not record all health care 
which is provided (see Chapter 14).

Further, by defi nition, such databases only 
include illnesses severe enough to come to medical 
attention. In general, this is not a problem, since 
illnesses that are not serious enough to come to 
medical attention and yet are uncommon enough 
for one to seek to study them in such databases are 
generally not of importance. 

Some results from studies that utilize these data-
bases may not be generalizable, for example on 
health-care utilization. This is especially relevant 
for databases created by data from a population 
that is atypical in some way, for example US 
Medicaid data (see Chapter 14).

Finally, as an increasing number of electronic 
health-record databases emerge in the US, to date 
all are problematic in that they do not include 
complete data on a defi ned population. In the US 
health system, unlike other countries, patients can, 
and often do seek medical care from a variety of 
different health -care providers. Thus, providers ’
electronic health records are inherently incom-
plete, and need to be linked to administrative data 
in order to be useful for quality research. 

Particular applications

Based on these characteristics, one can identify par-
ticular situations when these databases are uniquely 
useful or uniquely problematic for pharmacoepide-
miologic research. These databases are useful in 
situations:
1 when looking for uncommon outcomes because 
of a large sample size; 

research. This requires using common identifi ca-
tion elements (e.g., name and date of birth) and 
standardized semantics to allow communication 
across databases. 

Weaknesses 

The major weakness of such data systems is the 
uncertain validity of diagnosis data. This is espe-
cially true for claims databases, and for outpatient 
data. For these databases, access to medical record 
data for validation purposes is usually needed. This 
issue is less problematic for medical record data-
bases. The addition of laboratory results data to 
these resources can assist in diagnosis validity, 
as well. 

In addition, such databases can lack information 
on some potential confounding variables. For 
example, in claims databases there are no data on 
smoking, alcohol, date of menopause, etc., all of 
which can be of great importance to selected 
research questions. This argues that one either 
needs access to patients or access to physician 
records if these contain the data in question, or one 
needs to be selective about the research questions 
that one seeks to answer through these databases, 
avoiding questions that require data on variables 
which may be important potential confounders 
that must be controlled for. 

A major other disadvantage of administrative 
data is the instability of the population due to job 
changes, employers ’ changes of health plans, and 
changes in coverage for specifi c employees and 
their family members. The opportunity for longitu-
dinal analyses is thereby hindered by the continual 
enrollment and dis -enrollment of plan members. 
Another source of instability of the population is 
when patients transfer out of the system due to 
death or moving away. The effect of this is an 
infl ated list with patients no longer seeking medical 
care. This will invalidate calculations of patient -
time in studies of disease incidence, for example, 
because the denominator is infl ated. The challenge 
for the investigator is to be creative in devising 
strategies to guard or correct for this incomplete 
information in the database (e.g., by performing 
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The future 

Given the frequent use of these data resources for 
pharmacoepidemiologic research in the recent 
past, we have already learned much about their 
appropriate role. Inasmuch as it appears that these 
uses will be increasing, we are likely to continue 
to gain more insight in the coming years, especially 
with the advent in the US of FDA ’s Sentinel system, 
destined to exceed 100 million individuals (Chapter 
30). However, care must be taken to ensure that 
all potential confounding factors of interest are 
available in the system or addressed in some other 
way, that diagnoses under study are chosen care-
fully, and that medical records can be obtained 
when needed to validate the diagnoses. In this 
section of the book, Chapters 12–18, we will 
review the details of a number of these databases. 
The databases selected for detailed review have 
been chosen because they have been the most 
widely used for published research. They are also 
good examples of the different types of data that 
are available. There are multiple others like each 
of them (see Chapter 18) and undoubtedly many 
more will emerge over the ensuing years. Each has 
its advantages and disadvantages, but each has 
proven it can be useful in pharmacoepidemiologic 
studies.

2 when a denominator is needed to calculate inci-
dence rates; 
3 when one is studying short -term drug effects 
(especially when the effects require specifi c drug or 
surgical therapy that can be used as validation of 
the diagnosis); 
4 when one is studying objective, laboratory -
driven diagnoses; 
5 when recall or interviewer bias could infl uence 
the association; 
6 when time is limited; 
7 when the budget is limited. 

Uniquely problematic situations include:
1 illnesses that do not reliably come to medical 
attention;
2 inpatient drug exposures that are not included 
in some of these databases; 
3 outcomes that are poorly defi ned by the ICD -9-
CM coding system, such as Stevens –Johnson
syndrome;
4 descriptive studies, if the population studied is 
skewed;
5 delayed drug effects, wherein patients can lose 
eligibility in the interim; 
6 important confounders about which information 
cannot be obtained without accessing the patients, 
such as cigarette smoking, occupation, menarche, 
menopause, etc. 
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Introduction 

Health maintenance organizations (HMOs), often 
also referred to as health plans, are an important 
resource for certain types of pharmacoepidemio-
logic research. We use the term HMO here to refer 
to health -care delivery systems that assume respon-
sibility for preventive and therapeutic health serv-
ices to a defi ned population, in contrast to insurance 
systems which simply pay for the care provided by 
others. Their salient features for research typically 
include most of the following: (i) responsibility for 
the care for a defi ned population, (ii) information 
about diagnoses and procedures resulting from care 
delivered in both ambulatory and inpatient set-
tings, access to full inpatient and outpatient medical 
records, and outpatient pharmacy dispensing data, 
and (iii) the ability to interact with providers and 
members/patients. HMOs with these attributes are 
well positioned to make extensive use of routinely 
collected electronic data, including both adminis-
trative claims and electronic health record data, to 
perform an array of record linkage studies, such as 
cohort, nested case –control, and case -based studies. 
Researchers are also able to supplement this infor-

mation with full -text record review, and to obtain 
additional information from providers or patients. 

In this chapter, we describe the interplay of 
health -care systems, operational principles, capabi-
lities, expertise, and data resources that support 
research across multiple therapeutics areas. These 
same characteristics also make these entities good 
environments in which to conduct an array of 
public-health surveillance activities, epidemiologic 
research, health -services research, and clinical trials.

Description

Data resources 
Administrative and clinical data sets maintained by 
HMOs and used for clinical care, payment, and 
operational purposes, serve as major resources for 
many epidemiologic studies. The principal sources 
of information are administrative and claims data, 
and electronic medical records. The categories of 
data are described fi rst; additional information 
specifi c to electronic medical records follows. 
Descriptions of data elements commonly found are 
as follows. 
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Diagnoses
Diagnoses associated with hospitalizations or 
ambulatory visits can be identifi ed from automated 
claims or health plans ’ electronic ambulatory 
medical records. Most diagnoses are recorded in 
International Classifi cation of Diseases, 9th revision 
Clinical Modifi cation (ICD -9-CM) codes. Plan -
specifi c ambulatory diagnosis codes are sometimes 
used, and must be translated into ICD -9-CM codes 
for research purposes. 

Procedures/special examinations
Hospital and ambulatory procedures (laboratory 
tests, radiology examinations, endoscopy examina-
tions, surgeries, or others) are coded according to 
the ICD -9-CM, Current Procedural Terminology 
(CPT), HCPCS, or plan -specifi c systems. 

Electronic  medical records ( EMRs)
Electronic medical records (EMRs) contain infor-
mation that can substantially enhance pharma-
coepidemiologic studies. EMRs based in HMOs 
are especially valuable since their information 
can be linked to the administrative and claims 
data described above. Outside the HMO setting, 
EMR data are more diffi cult to use, since they 
are typically restricted to care provided in a loca-
tion or locations that share a practice ’s (or hospital ’s
or network ’s) EMR. For systems that are not 
based in HMOs or do not have the capability to 
link to claims data, there is usually no way to 
identify eligible person -time, to obtain infor-
mation about dispensing of medications provided 
outside the practice, or to know about care 
from other providers, even when the EMR is 
network-based.

The EMRs use a controlled medical terminology 
(e.g., based upon ICD -9-CM and CPT systems) to 
document patient assessments and procedures. 
Further, they support clinician order entry for 
pharmacy, laboratory, radiology, referrals, and 
provider -to-provider messaging. Finally, clinical 
notes, diagnoses, orders, and test results are 
archived, allowing their use for research and other 
analyses. Additionally, data including race, ethnic-
ity, and health behaviors (e.g. smoking status, body 

Administrative and claims data
Demographic data and membership status
Date of birth and gender are routinely available. 
HMOs also maintain detailed information on dates 
of enrollment and termination of membership, resi-
dence, and change in benefi t plans. This member-
ship data allows characterization of well -defi ned 
populations; that is this information can be used 
to qualify and identify subjects with incident drug 
use in inception cohorts and to follow -up and 
censor individuals should they leave the health plan 
(and study observation). Linkage of these data to 
census data (geocoding) can provide proxy meas-
ures of race/ethnicity and socioeconomic status. 

Outpatient drug exposure
HMOs often offer pharmacy benefi ts to members, 
providing a strong fi nancial incentive (except pos-
sibly for low -cost prescriptions) for members to 
receive their drugs through a mechanism that 
results in a claim for reimbursement or a dispensing 
record. For health plans with integrated pharma-
cies, the pharmacy dispensing information is 
obtained directly from the dispensing record. Each 
drug claim or dispensing record contains a unique 
National Drug Code (NDC) that identifi es the active 
ingredient(s), dose, and formulation, as well as the 
route of administration, amount dispensed, days of 
supply, and prescriber. Information about co -
payment amounts is also typically available. Drugs 
that are administered intravenously in special 
clinics or offi ce visits can be identifi ed by either the 
dispensing record or a special designation, such as 
the Health Care Financing Agency Common 
Procedure Coding System (HCPCS) codes, for the 
visit during which the drug was administered. 
However, ascertainment of drug exposure using 
these automated dispensing records may be incom-
plete. Information on drugs that are used during 
hospitalizations is usually not available at most 
HMOs. Over -the-counter medication use is gener-
ally not captured. It is unclear how completely 
HMO records capture the dispensing of low -cost
prescriptions. At many HMOs, prescribing, a 
measure of clinicians ’ intent, can be identifi ed 
through orders in electronic medical records, 
described below. 



Chapter 12: Health Maintenance Organizations/Health Plans 165

with acute myocardial infarction, individuals with 
stroke, patients with heart failure and preserved 
left ventricular systolic function, patients with diag-
nosed and undiagnosed hypertension, atrial fi bril-
lation, and venous thromboembolism management 
and long -term outcomes. 7–10 The data include 
information on co -morbidities, medications, thera-
peutic interventions, laboratory testing, complica-
tions, and other health -care utilization. Registries 
of specifi c cardiac drug therapies and devices and 
procedures have also been developed, including 
implantable cardiac defi brillators, cardiac catheteri-
zations, cardiac surgeries, and warfarin -treated
patients with atrial fi brillation or venous throm-
boembolism.11 Other examples of research data-
bases maintained by HMOs to augment routinely 
available data include ones for asthma, immuniza-
tions, HIV/AIDS, hepatitis B and C, joint replace-
ment, renal replacement/chronic kidney failure, 
bariatric surgery, and robotic surgery. 

Data development procedures 
for multi-HMO projects 
The work invested to date in developing and using 
HMOs as venues for pharmacoepidemiologic 
investigation has been substantial. It has been 
particularly challenging to conduct studies that 
require populations larger than a single health 
plan’s. Thus, considerable effort has been devoted 
to developing standards that allow more effi cient 
use of single organization ’s data for repeated 
use, and also facilitate the implementation of a 
single research protocol in multiple health plans. 
We describe here a general approach to coor-
dination of HMO -based pharmacoepidemiologic 
investigation.

For multicenter research activities, a coordinat-
ing center typically works with the lead investiga-
tor to prepare a data development plan. Computer 
analytic programs, for instance written using SAS 
software (SAS Institute, Inc. www.sas.com ), are 
developed at the coordinating center or lead project 
site and executed at each site to identify study 
subjects and generate study -specifi c data elements. 
Standard processes and code have been developed 
to identify drug and defi ne exposures, clinical 
outcomes, potential confounders, prior medical 

mass index, and alcohol use) increasingly are 
available.

HMO-based investigators are also developing 
and testing natural language processing (NLP) 
methods to extract valuable, research -quality data 
from clinical text and demonstrating the great 
potential of these technologies in applied settings. 1–6

Full-text records
HMOs typically have direct access to traditional 
paper outpatient and inpatient medical records for 
their enrolled members if needed for years prior to 
when their EMRs began. 

Additional HMO research  databases
and registries
Health-plan-based research centers have developed 
a variety of databases that support research, includ-
ing many condition -specifi c disease registries (see 
Chapter 21). These additional databases and regis-
tries can leverage administrative, claims, and EMR 
data. Such embedded registries can provide effi -
cient approaches for studying questions related to 
the natural history of disease conditions, the effec-
tiveness or adverse effects of medications, and 
treatment patterns. 

Examples of such registries include tumor regis-
tries, which can obtain their data from case identi-
fi cation systems within the local sites and site -owned
hospitals (routine review of all pathology and 
cytology reports, oncology consultations, etc.) and/
or linkage to data from state registries or Surveil-
lance, Epidemiology and End Results (SEER) infor-
mation. At some sites, data are collected in a 
standardized format using nationally standardized 
defi nitions and formats set by the North American 
Association of Central Cancer Registries. 

Basic diabetes registries (e.g. diagnosis, labora-
tory, medication data) or enhanced diabetes regis-
tries (e.g. adherence information, patient -reported
outcomes) are also available in a number of HMOs, 
some extending over a decade. Disease registries 
are discussed further in Chapter 21.

In addition, cardiovascular disease research 
databases or registries are maintained at a number 
of HMOS, including databases of patients diagnosed 
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• Composite scores, such as the Chronic Disease 
Score,14 the Charlson co -morbidity index, 12,13 or 
propensity scores 15,16 are computed at the sites, and 
the scores (or, if necessary, their components) are 
transmitted. The individual data elements, such as 
specifi c drug dispensings that contribute to the 
score, are not shared. 

A randomly generated study identifi er (ID) 
replaces the unique health plan identifi er for each 
study subject. The crosswalks between the HMO 
identifi er and the study ID are securely stored at 
each site. The study IDs are not reused, so that the 
same person identifi ed in different studies would 
not carry the same study ID. In some cases, for 
example, if the unit of analysis is a specifi c clinical 
event, more than one study ID is used for a person 
in a single study. In this example, an analysis of 
patterns of laboratory testing associated with drug 
prescribing might assign different study IDs to the 
same person for each of two target drugs. 

Strengths 

The potential for large and diverse defi ned popula-
tions, the varied delivery models and practice pat-
terns, together with automated claims and EMR 
data, access in many plans to full -text medical 
records, access to providers, and ability to work 
with the health plans ’ members are valuable assets 
for research requiring large, diverse populations 
and delivery systems. Large cohorts can be identi-
fi ed to evaluate incidence of rare events and to 
study these events among suffi ciently large 
numbers of patients with certain co -morbidities,
such as hypertension, diabetes, and heart failure. 
Health plans ’ access to medical records for confi r-
mation of clinical events is essential for certain 
studies. The increasing richness of the computer-
ized clinical data offer an advantage over many 
other data sources. Lastly, the research centers ’
ability to contact their health -plan enrollees for 
participation in studies is extremely valuable for 
clinical research. This ability to contact members 
facilitates enrollment of patients in clinical trials 
(see Chapter 36) and pharmacogenomics research 
projects (see Chapter 34), and also enables the 

history, and medical procedures of interest. For 
studies evaluating medication exposures, specifi c 
drugs can be identifi ed using National Drug Code 
(NDC) or Generic Product Identifi er (GPI) codes as 
a method of standardizing drug -related data collec-
tion across sites. Reusable programs can to calcu-
late person -time at risk, identify time of event 
occurrence, and to calculate co -morbidity indices 
such as the Charlson index or the Chronic Disease 
Score.12–14 The central development of analytic 
programs ensures consistent implementation of 
the protocols across multiple health plans and 
decreases the programming costs and data variabil-
ity at each site. 

For descriptive studies in which the reportable 
results are aggregate data, site -specifi c tables can be 
generated by standard programs from source data 
at each site and then combined to support the fi nal 
analyses; there is no need in such studies to transfer 
person-level data. When there is a compelling need 
to generate a combined data set with person -level
data for complex statistical analyses, it is then nec-
essary to share only the minimum data necessary. 
The following processes can be used to minimize 
the amount of detailed information that leaves the 
originating health plan:
• Age: date of birth is not shared. Age as of an 
index event, e.g. hospital discharge with a diagnosis 
of acute myocardial infarction, is calculated in 
study-appropriate groups, e.g. 5 -year intervals for 
adults.
• Dates: occurrences of all other events of interest 
are specifi ed relative to the index event, such as the 
dispensing of a beta -blocker 35 days after a hospi-
talization for acute myocardial infarction, or the 
dispensing of an antiepileptic drug 150 days before 
delivery of a baby. While preserving the temporal 
sequence of events of interest, data prepared in this 
fashion have no dates at the person -level that are 
shared outside of the health plan. 
• Specifi c diagnosis and procedure codes are 
grouped into clinically meaningful entities. 
• Drugs of interest are grouped into therapeutic 
classes using the American Hospital Formulary 
Service (AHFS) or other standardized classifi cation 
systems, or individual drugs (generic names) using 
the NDC system. 
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Some individuals may have more than one 
source of health insurance, for instance if spouses 
each have separate family coverage. In this case, an 
HMO may not capture all care an eligible individual 
receives.

While the data are rich in elements related to 
health care, information on race and ethnicity, 
indicators of socioeconomic status, and lifestyle 
factors (e.g. smoking and alcohol consumption) are 
not yet readily available for all members. However, 
data on some of these factors, such as smoking 
status, are increasingly available in EMRs. While 
the completeness of many data elements available 
in EMRs has not been evaluated, the proportions 
of patients with body mass index recorded in the 
EMRs has been found to be highly variable at dif-
ferent HMOs. 17

Drug information typically pertains to dispensed 
prescriptions, as they come from prescription 
claims. Although records of prescriptions fi lled may 
provide more accurate measures of exposure over 
time than patient self -reports, they are not perfect 
measures of drug consumption. Nor do they provide 
full information on what was prescribed, since not 
all prescriptions are fi lled by patients. In addition, 
prescription medications fi lled out -of-plan, non -
prescription medications, and those dispensed to 
hospital inpatients are not routinely captured in the 
health-plan dispensing fi les, and inexpensive pre-
scriptions relative to the cost of deductibles may not 
be completely captured. Some health plans have 
restrictive formularies. However, different HMOs 
often have formularies that include different drugs; 
thus multisite projects often yield diverse drugs 
from a particular class. Newer agents may be some-
what slower to achieve widespread use than in the 
fee-for -service environment. Thus, evaluations of 
newer drugs for effectiveness and toxicity may be 
hampered.

Particular applications

Examples are drawn from the HMO Research 
Network (HMORN) and the Kaiser Permanente 
(KP) Comparative Effectiveness and Safety Research 
(CESR) initiative (Table  12.1), which are partially 

conduct of studies which include patient interviews 
or questionnaires to provide information on patient 
behaviors (e.g. physical activity, over -the-counter
medication use), beliefs, and knowledge not cap-
tured in the administrative and clinical HMO 
databases.

Coordination and data development infrastruc-
ture enables both observational and interventional 
studies to be conducted effi ciently across health 
plans, using a distributed data processing model 
for such studies. Creation of institutional review 
board (IRB) reliance agreements among health 
plans further reduces the barriers to coordination 
between HMOs by allowing delegation of human 
subjects’ committee review and approval to the 
lead project site, simplifying administrative require-
ments and human subjects ’ oversight. 

Weaknesses 

The most important limitation of HMO data sources 
is perhaps the absence of population groups that 
are uninsured. These missing groups are typically 
highly enriched for individuals who do not qualify 
for insurance because they are unemployed. A con-
sequence of this is that HMO populations can be 
less diverse than the population as a whole, with a 
smaller proportion of socioeconomically disadvan-
taged individuals. 

Some health plans have a smaller fraction of the 
elderly than the general population, because indi-
viduals who are 65 years and older disproportion-
ately receive their care through Medicare 
fee-for -service programs (see Chapter 14).

Because membership is often associated with 
employment status, turnover of the population can 
occur when employers contract with different 
health plans or when individuals change jobs. 

Some benefi ts, such as mental health services, 
may be “carved-out,” that is contracted en bloc to 
another organization, and thus not be captured in 
detail by HMOs ’ record systems. 

Some health plan benefi t plans cap the amount 
of certain services, such as physical therapy, and 
would thus not necessarily capture services that the 
individual pays for individually. 
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Table 12.1 Affi liated managed care organizations and research departments 

Managed care 
organization

Research department/ institute Acronym Location HMORN CESR

Geisinger Health System Geisinger Center for Health 
Research

GHS Pennsylvania ✓

Group Health 
Cooperative

Group Health Research Institute GHC Washington State 
and Northern Idaho 

✓

Harvard Pilgrim Health 
Care

Harvard Pilgrim Health Care 
Institute and Harvard Medical 
School: Department of 
Population Medicine 

HPHC Massachusetts, New 
Hampshire and 
Maine

✓

HealthPartners HealthPartners Research 
Foundation

HPRF Minnesota ✓    

Henry Ford Health 
System

Center for Health Services 
Research

HFHS Michigan ✓

Kaiser Permanente 
Colorado

Institute for Health Research KPCO Colorado ✓ ✓

Kaiser Permanente 
Georgia

Center for Health Research —
Southeast

KPG Georgia ✓ ✓

Kaiser Permanente 
Hawaii

Center for Health Research —
Hawaii

KPH Hawaii ✓ ✓

Kaiser Permanente 
Mid-Atlantic

Department of Research KPMAS Maryland and 
Virginia 

✓

Kaiser Permanente 
Northern California 

Division of Research KPNC Northern California ✓ ✓

Kaiser Permanente 
Northwest

Center for Health Research —
Northwest

KPNW Oregon and 
Washington 

✓ ✓

Kaiser Permanente Ohio Division of Research KPOH Ohio ✓

Kaiser Permanente 
Southern California 

Department of Research and 
Evaluation

KPSC Southern California ✓ ✓

Lovelace Health System Lovelace Clinic Foundation LCF New Mexico ✓

Maccabi Healthcare 
Services

Maccabi Institute for Health 
Services Research 

MHS Israel ✓

Marshfi eld Clinic/ 
Security Health Plan of 
Wisconsin

Marshfi eld Clinic Research 
Foundation

MCRF Wisconsin ✓

Fallon Community 
Health Plan 

Meyers Primary Care Institute MPCI Central
Massachusetts

✓

Scott and White Health 
System

Scott and White Division of 
Research and Education 

S&W Texas ✓
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overlapping consortia of health plans which exem-
plify many characteristics of HMOs described above. 
The health plans that comprise these consortia 
serve large, geographically and ethnically diverse 
defi ned populations, have varied health -care deliv-
ery models and practice patterns, automated claims 
data, access to full medical records, access to pro-
viders, and the ability to work with the health -
plans’ members. The 16 member health plans of 
the HMORN, 15 in the US and one in Israel (Tables 
12.1, 12.2; Figure 12.1) include nearly 13 million 
current enrollees, enough to address many ques-
tions that could not be addressed with any indi-
vidual plan ’s population alone. A wide array of 
medical-care delivery models is represented in the 
HMORN, including staff, group and network, as 
well as independent physicians associations (IPAs, 
organizations that contract with HMOs on behalf 
of physicians who are not employed by the HMO). 
The KP CESR initiative, established in 2009, is a 
culturally and geographically diverse, distributed 
research network spanning nine US states and the 
District of Columbia. It is comprised of all eight KP 
regions, six of which are also HMORN members. 

Historical context
Early pharmacoepidemiologic studies were initi-
ated at these managed care organizations over 40 
years ago when Kaiser Permanente Northern 
California received a contract from the US Food 
and Drug Administration (FDA) to develop one of 
the fi rst computerized systems for monitoring 
adverse drug reactions in both inpatients and out-
patients.18,19 The project was successful in compil-
ing databases containing outpatient diagnoses and 
prescriptions dispensed to over 217 000 individuals 
between 1969 and 1973. 19 Subsequently, a two -
phase surveillance program was developed and 
funded by the US National Cancer Institute (NCI) 
to monitor possible carcinogenic effects of drugs. In 
the hypothesis -seeking phase of that study, the 
143574-person cohort with pharmacy exposure 
data has been followed for more than 25 years. 20–23

In exploratory analyses, incidence of 56 types of 
cancer has been assessed in age - and sex -adjusted
comparisons of users with non -users of each of 215 
drugs or drug groups. In the hypothesis -testing

phase of that study, selected associations were re -
examined in case –control studies that were better 
able to adjust for potential confounding factors. 
One positive fi nding was an association of barbitu-
rate use with lung cancer. 24,25 This data source has 
also been an important source of evidence for the 
lack of association for drugs suspected of causing 
cancer. 26–28

Standard  data layouts
As noted above, the adoption of standard data 
layouts that use a common data model has facili-
tated multi -HMO research. The existence of data 
fi les that adhere to a common data model allows 
creation of libraries of reusable data management 
and analysis programs. These standard layout fi les 
also greatly facilitate multicenter research, since it 
is possible for a single program to be used in mul-
tiple sites with negligible modifi cation. This practice 
improves the effi ciency and consistency of multi-
center research. 

The core data resource for research in the HMO 
Research Network is its Virtual Data Warehouse 
(VDW).29,30 The VDW is  “virtual” in the sense that 
it is a distributed research dataset, with the data 
transformed according to a common data model 
remaining at each site (Figure 12.2). Within each 
research center, data are extracted from the exten-
sive, local health -plan data systems into the site -
specifi c VDWs and confi gured into 14 tables using 
standard variable names and values (Figure 12.3).
The primary content areas of the health -plan data 
systems include enrollment, demographics, outpa-
tient prescription drug dispensings, outpatient 
diagnoses and procedures, utilization of clinical 
services, hospitalizations, geocoding of member 
addresses, and tumor characteristics (for cancer 
patients). Other content areas include vital signs, 
laboratory results, and death. 

For each content area, a data dictionary specifi es 
the format for each element including variable 
name, variable label, extended defi nition, code 
values, and value labels. Local site programmers 
have mapped and transformed data elements from 
their local data systems into the standardized set of 
variable defi nitions, names, and codes. The extract, 
transform, and load (ETL) procedure produces SAS 
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     Figure 12.2     The HMO Research Network virtual data warehouse. GHC, Group Health Cooperative; KPNW, Kaiser 
Permanente Northwest; KPNC, Kaiser Permanente Northern California.  

GHC
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Site-Specific
programs,
run against
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databases
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identically at HMORN VDW sites

Program
written using
common data

dictionary

Output =
Datasets from

individual
sites

Each Project

Research Team

KPNW

Others

GHC

KPNC

KPNW

Others

     Figure 12.1     The HMO research network.  

datasets with a common structure at each HMO, 
thereby allowing an analyst at one site to write one 
SAS program — based on the VDW ’ s data 
dictionary — which is then distributed to extract 
and/or analyze data at participating sites with 
minimal edits by the local analyst (Figure  12.2 ).  31   
Output (usually de - identifi ed individual - level or 
aggregate - level data fi les) is then securely trans-
ferred to the research center leading the specifi c 

project where analytic datasets are assembled from 
these fi les. The VDW greatly reduces and standard-
izes the preparatory work needed to assemble 
cohorts, count events, and capture exposure and 
co - morbid conditions across systems. 

 HMORN sites have developed a general purpose 
 “ Collaboration Toolkit ”  to assist in planning and 
carrying out multisite research. Resources perti-
nent to data development include multicenter IRB 
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review, multisite subcontract, and data use agree-
ment (DUAs) descriptions and instructions ( http://
www.hmoresearchnetwork.org ).

Examples of multisite, multiproject 
research  programs  using HMO data
within HMORN and  KP CESR
The formal collaborations and research programs 
across the HMORN and KP CESR span multiple 
therapeutics topics that are funded by the FDA, the 
US Centers for Disease Control and Prevention 
(CDC), the US Agency for Healthcare Research and 
Quality (AHRQ), the US National Institutes of 
Health (NIH), non -profi t foundations, and private 
organizations. These programs include:
• HMORN Center for Education and Research 
on Therapeutics (HMORN CERT; supported by 
AHRQ);
• Developing Evidence to Inform Decisions about 
Effectiveness (DEcIDE; AHRQ) center; 
• Cancer Research Network (CRN; NCI); 
• Cardiovascular Research Network (CVRN; US 
National Heart, Lung, and Blood Institute, [NHLBI]); 
• Mental Health Research Network (MHRN; US 
National Institute of Mental Health, [NIMH];) 
• Scalable PArtnering Network for Comparative 
Effectiveness Research (SPAN; AHRQ); 
• Distributed Research Network (DRN; AHRQ 
HMORN DEcIDE center); 
• contracts from the FDA ’s Center for Drug 
Evaluation and Research (CDER) and its Center for 
Biologics Evaluation and Research (CBER), and 
several other newly emerging collaboratives; 
• the Vaccine Safety Datalink (VSD; CDC) is 
comprised entirely of HMORN member health 
plans with defi ned populations (also see Chapter 
26); and 
• most of these health plans are active participants 
in the FDA ’s Mini -Sentinel Program under the 
leadership of the Harvard Pilgrim Health Care 
(HPHC).

HMORN Center for  Education and Research 
in Therapeutics ( CERT )
The HMORN CERT (Table  12.2) is one of 14 CERTs 
created in response to the FDA Modernization Act 

of 1997. The mission of the CERTs includes research 
and education to advance the optimal use of drugs, 
medical devices, and biological products ( http://
certs.hhs.gov/). The CERTs program is funded and 
run as a cooperative agreement by AHRQ in con-
sultation with the FDA. 

The HMORN CERT ’s theme is to assess the use, 
effectiveness, and safety of therapeutics in the pop-
ulation laboratories defi ned by the members, clini-
cians, and data systems of its health plans. The 
investigators accomplish this by taking advantage 
of the research and dissemination opportunities 
afforded by health plans ’ defi ned populations, their 
large provider groups, and their unique data 
sources.32 These studies use the health plans ’
defi ned populations, delivery systems and patient 
populations to enhance both the study design and 
the generalizability of study fi ndings. 

HMORN CERT investigators have conducted 
a wide variety of drug safety studies that range 
from classic drug safety studies such as the associa-
tion between alendronate and risk of gastrointesti-
nal perforation or bleeding 33 to developing and 
testing methods for early detection of adverse 
drug events via active surveillance. 34,35 These latter 
studies, involving nine HMOs, concluded that 
sequential analysis methods originally deve-
loped for surveillance of vaccines were also useful 
for drugs. 

Clinical trials conducted by the CERT have 
employed innovative designs, such as randomiza-
tion of entire medical practices to different man-
agement strategies. Other CERT studies use direct 
outreach to health -plan members. A cluster rand-
omized study of direct -to-patient outreach evalu-
ated the ability of mailed intervention to increase 
persistence of use of beta -blocker medication after 
acute myocardial infarction (AMI). Patients identi-
fi ed from hospital discharge diagnoses as having 
had a recent AMI were randomized at the clinic 
level to intervention (mailed information) or usual 
care. Outcomes of persistency of use were ascer-
tained directly from pharmacy data. For every 16 
patients who received the intervention, one addi-
tional patient became adherent, defi ned as having 
at least an 80% proportion of days covered (PDC) 
during the year following the AMI. 36
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Table 12.3 Representative pharmacoepidemiologic studies from HMO-based research 

Title First author/ 
citation

Arthritis and non -traumatic joint disorders
Use of anti -infl ammatory drugs and lower esophageal sphincter -relaxing drugs and risk of 
esophageal and gastric cancers 

Fortuny J 113

The role of cigarette smoking and statins in the development of postmenopausal osteoporosis: a 
pilot study utilizing the Marshfi eld Clinic Personalized Medicine Cohort 

Giampietro PF 114

Medication adherence of patients with selected rheumatic conditions: a systematic review of the 
literature

Harrold LR 115

Cancer
Diffusion of aromatase inhibitors for breast cancer therapy between 1996 and 2003 in the Cancer 
Research Network 

Aiello EJ 60

Accuracy and complexities of using automated clinical data for capturing chemotherapy 
administrations: implications for future research 

Aiello Bowles 
EJ116

Cardiovascular medication use and risk for colorectal cancer Boudreau DM 64

Impact of hormone therapy on false -positive recall and costs among women undergoing screening 
mammography

Boudreau DM 117

Estrogen receptor genotype is associated with risk of venous thromboembolism during tamoxifen 
therapy

Onitilo AA 110

Cardiovascular disease
Current use of opposed estrogen and unopposed estrogen and the risk of acute myocardial 
infarction among women with diabetes: the Northern California Kaiser Permanente Diabetes 
Registry 1995 –1998

Ferrara A 118

Comparative effectiveness of  β-adrenergic antagonists (atenolol, metoprolol tartrate, carvedilol) on 
the risk of rehospitalization in adults with heart failure 

Go AS 8

Comparative effectiveness of different  β-adrenergic antagonists on mortality among adults with 
heart failure in clinical practice 

Go AS 9

Incidence of hospitalized rhabdomyolysis in patients treated with lipid -lowering drugs Graham DJ 88

Antihypertensive treatment with ACE inhibitors or beta -blockers and risk of incident atrial 
fi brillation in a general hypertensive population 

Heckbert SR 10

Depression and other mental health disorders
Does antidepressant adherence have an effect on glycemic control among diabetic antidepressant 
users?

Bambauer KZ 119

Suicide risk in bipolar disorder during treatment with lithium and divalproex Goodwin FK 107

Modeling the impact of enhanced depression treatment on workplace functioning and costs: a 
cost–benefi t approach 

Lo Sasso AT 120

Cost-effectiveness of systematic depression treatment among people with diabetes mellitus Simon GE 121

Suicide attempts among patients starting depression treatment with medications or psychotherapy Simon GE 122

Effects of a limit on Medicaid drug -reimbursement benefi ts on the use of psychotropic agents and 
acute mental health services by patients with schizophrenia 

Soumerai SB 123

Diabetes mellitus
A cohort study of the incidence of serious acute liver injury in diabetic patients treated with 
hypoglycemic agents 

Chan KA 124

Initial non -adherence, primary failure and therapeutic success of metformin monotherapy in clinical 
practice

Nichols GA 125

Improving medication adherence: challenges for physicians, payers, and policy makers O’Connor PJ 126

Treatment intensifi cation and risk factor control: toward more clinically relevant quality measures Selby JV 127
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Title First author/ 
citation

Infectious disease including HIV/AIDS
Statin use and risk of community acquired pneumonia in older people: population based case -
control study 

Dublin S 128

Near real -time surveillance for infl uenza vaccine safety: proof -of-concept in the Vaccine Safety 
Datalink Project 

Greene SK 129

Risk of medically attended local reactions following diphtheria toxoid containing vaccines in 
adolescents and young adults: a Vaccine Safety Datalink study 

Jackson LA 130

Compliance with multiple -dose vaccine schedules among older children, adolescents, and adults: 
results from a vaccine safety datalink study 

Nelson JC 131

Increased use of second -generation macrolide antibiotics for children in nine health plans in the 
United States 

Stille CJ 132

Pulmonary disease/ asthma
Intranasal steroids and the risk of emergency department visits for asthma Adams RJ 133

Clinical effectiveness research in managed -care systems: lessons from the Pediatric Asthma Care 
PORT 

Finkelstein JA 134

Asthma drug use and the development of Churg –Strauss syndrome (CSS) Harrold LR 135

Pain
Trends in long -term opioid therapy for chronic non -cancer pain Boudreau D 136

Opioid prescriptions for chronic pain and overdose: a cohort study Dunn KM 137

De facto long -term opioid therapy for non -cancer pain Korff MV 138

Pain management in the last six months of life among women who died of ovarian cancer Rolnick SJ 139

Trends in prescribed opioid therapy for non -cancer pain for individuals with prior substance use 
disorders

Weisner CM 140

Pregnancy including preterm birth
Antidepressant medication use and risk of persistent pulmonary hypertension of the newborn Andrade SE 82

Use of antidepressant medications during pregnancy: a multisite study Andrade SE 84

Risks of congenital malformations and perinatal events among infants exposed to antidepressant 
medications during pregnancy 

Davis RL 86

Evaluation of gestational age and admission date assumptions used to determine prenatal drug 
exposure from administrative data 

Raebel MA 141

Methods
Active infl uenza vaccine safety surveillance: potential within a healthcare claims environment Brown JS 142

Early adverse drug event signal detection within population -based health networks using sequential 
methods: key methodologic considerations 

Brown JS 35

Early detection of adverse drug events within population -based health networks: application of 
sequential testing methods 

Brown JS 34

Active surveillance of vaccine safety: a system to detect early signs of adverse events Davis RL 70

Practical clinical trials for translating research to practice: design and measurement 
recommendations

Glasgow RE 143

Modeling the cumulative risk of a false -positive screening test Hubbard RA 144

Real-time vaccine safety surveillance for the early detection of adverse events Lieu TA 76

Potential population -based electronic data sources for rapid pandemic infl uenza vaccine adverse 
event detection: a survey of health plans 

Moore KM 145

Use of stabilized inverse propensity scores as weights to directly estimate relative risk and its 
confi dence intervals 

Xu S 50

Table 12.3 (Continued)

(Continued)
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The CERT has also evaluated clinicians ’ practices 
in monitoring drug therapy. Periodic laboratory 
monitoring is recommended for drugs that carry a 
risk of organ system toxicity or electrolyte imbal-
ance, but adherence to these recommendations 
was incompletely characterized. Raebel and col-
leagues conducted a series of studies involving ten 
HMOs sites to evaluate laboratory monitoring 
among patients dispensed these high -risk medica-
tions and to assess the patient correlates of labora-
tory monitoring. 37–42 Across all high -risk drugs 
evaluated, important proportions of patients had 
not received recommended monitoring at initiation 
of, or during ongoing, therapy. For example, 39% 
of individuals beginning therapy with one of these 
medications in the timeframe of the study did not 
have indicated baseline laboratory monitoring. 42

Medical record reviews documented that the 
administrative records were accurate in the major-
ity of situations (i.e. 72 –89%). This series of studies 
demonstrates the utility of linking pharmacy and 
laboratory administrative databases to evaluate 
quality of care questions. These results informed 
development of the National Committee for Quality 
Assurance (NCQA) parameters for annual monitor-
ing for patients on persistent medications. These 

studies also drove targeted intervention studies that 
improved laboratory monitoring rates as well as 
observational studies that confi rmed patients with 
monitoring had a lower risk of adverse events than 
those without monitoring. 43–50

The CERT evaluated real -time decision support 
via computerized prescriber order entry systems, 
evaluating medication safety alerts delivered at the 
time of prescribing via the EMR. 51–55 The alerts tar-
geted prescribing for the elderly, renal dosing, and 
drug interactions and allowed prescribing clinicians 
to change medication orders to a preferred agent. 
The study included a randomized intervention 
measuring the incremental effect of a group aca-
demic detailing effort wherein clinicians were ran-
domized to receive an educational session on 
medication safety. The alerts and detailing efforts 
were informed by preliminary qualitative work 
assessing clinician barriers to using EMR -based
alerts, and preferred modes of education. 56

Cancer Research  Network ( CRN)
The CRN consists of the research programs, enrolled 
populations, and data systems of 14 HMORN sites 
nationwide ( http://crn.cancer.gov/ ), originally 
funded by the NCI in 1998. Its goal is to conduct 

Title First author/ 
citation

Monitoring high -risk medication therapy
Improved therapeutic monitoring with several interventions: a randomized trial Feldstein AC 46

Academic detailing to improve laboratory testing among outpatient medication users Lafata JE 146

Evaluation of laboratory monitoring alerts within a computerized physician order entry system for 
medications orders 

Palen TE 47

Diabetes and drug -associated hyperkalemia: effect of serum potassium monitoring Raebel MA 49

Improving laboratory monitoring at initiation of drug therapy in ambulatory care: a randomized trial Raebel MA 44

Monitoring of drugs with a narrow therapeutic range in ambulatory care Raebel MA 37

Prescribing safety
Distributed health data networks: a practical and preferred approach to multi -institutional
evaluations of comparative effectiveness, safety, and quality of care 

Brown JS 31

Potential drug -drug interactions in the outpatient setting Lafata JE 147

Randomized trial to improve prescribing safety during pregnancy Raebel MA 148

Randomized trial to improve prescribing safety in ambulatory elderly patients Raebel MA 149

The impact of prescribing safety alerts for elderly persons in an electronic medical record: an 
interrupted time series evaluation 

Smith DH 55

Table 12.3 (Continued)
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Cancer Communications Research  Center
(CCRC)
The Cancer Communications Research Center 
(CCRC) is funded by the NCI and is considered a 
CRN-Affi liated Center. CCRC brings together six of 
the HMORN sites to identify and describe optimal 
communication structures and processes in organi-
zations that facilitate patient -centered communica-
tion in cancer care. The Center ’s projects include: 
Testing an Optimal Model of Patient -Centered
Cancer Care, Improving Physician -Parent Com-
munication to Reduce Home Medication Errors 
and Improve Adherence in Children, and Effective 
Communication for Preventing and Responding to 
Oncology Adverse Events. 

Developing Evidence To  Inform Decisions
About Effectiveness ( DEcIDE) Network, the 
Diabetes Multi Center Research  Consortium
(DMCRC), and the Distributed Research 
Network ( DRN)
The DEcIDE network is part of AHRQ ’s Effective 
Health Care program ( http://effectivehealthcare.
ahrq.gov), created in response to the Medicare 
Modernization Act of 2003. DEcIDE focuses 
primarily on comparative effectiveness of thera-
pies, as assessed from observational studies and 
practical clinical trials in “real-world” populations. 
Examples of DEcIDE task orders awarded to the 
HMORN include: (i) observational studies of 
comparative effectiveness of beta -blockers for 
heart failure on hospital readmission and mortal-
ity;8,9 (ii) development of evidence and educa-
tional/system approaches to reduce prenatal 
exposure to medications with a potential for fetal 
harm; and (iii) a cluster randomized trial in 45 
hospitals of three different methods to reduce 
acquisition of methicillin resistant S. aureus in 
intensive care units. 69 While this latter study is 
an intervention, it is grounded in the use of obser-
vational data to identify and characterize the 
cohorts, and to assess the outcomes of their 
treatment.

The HMORN DEcIDE Center Diabetes Multi 
Center Research Consortium (DMCRC) includes 12 
HMORN health plans plus external partners. The 
DMCRC is developing a comprehensive comparative 

research on cancer prevention, early detection, 
treatment, long -term care, surveillance, and cancer 
communication and dissemination and implemen-
tation research ( http://crn.cancer.gov/projects/
projects.php). The CRN is equipped to study 
cancer control at the patient, provider, and system 
levels, and has experience with a range of data col-
lection strategies. CRN activities have generated 
more than 140 journal publications in a range of 
disciplines. Studies include evaluations of the pat-
terns and trends in use of hormone therapy, 57,58

tamoxifen,59 and other chemotherapy; 59–62 assess-
ments of the risk of cancer associated with 
exposure to statins and other cardiovascular medi-
cations;63–66 and an evaluation of the impact of a 
decision aid designed to educate women about 
their risk of breast cancer and the risks and benefi ts 
of tamoxifen. 67

Cancer Care  Outcomes Research and 
Surveillance Consortium ( CanCORS)
The CRN Cancer Care Outcomes Research and 
Surveillance Consortium (CanCORS), involving 
fi ve HMORN sites, is a part of the larger CanCORS 
national collaboration of eight grantees funded by 
the NCI in collaboration with the Department of 
Veteran Affairs. The goal of CanCORS is to measure 
the quality of cancer care and associated health 
outcomes by evaluating patterns of treatment, 
decision-making, and outcomes for lung and color-
ectal cancers. Several structural aspects of the 
participating HMORN sites enhance their contri-
butions to CanCORS, including natural ties to 
patients; access to accurate demographic, contact 
and medical information before contacting partici-
pants; and the cooperation and strong support of 
health plans ’ medical groups in encouraging 
patients to join the study. Data from patient surveys 
will be supplemented with medical record data to 
evaluate cancer treatments recommended and 
received, adverse events associated with treatment, 
and clinical outcomes, as well as patients ’ conco-
mitant diagnoses, diagnostic tests, and staging 
evaluation.68 Among the aims, CanCORS is inves-
tigating racial, ethnic, and socioeconomic differ-
ences in cancer care, along with differences by 
age group. 
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above. The VSD has developed a standardized 
approach for performing near -real-time safety sur-
veillance of new vaccines as these vaccines enter 
the US market. 70 VSD Rapid Cycle Analysis (RCA) 
studies rely on data automatically updated weekly 
and sequential statistical analyses to compare the 
rate of occurrence of prespecifi ed adverse events 
following receipt of a vaccine with expected rates 
among persons not exposed to the vaccine. The 
success of the VSD RCA studies has led to the use 
and extension of this approach to the surveillance 
of drug safety in the CERT, described above, and 
the FDA mini -Sentinel program, described below. 
Examples of VSD studies include the following. 

Ritzwoller et al.71 used survival analysis methods 
to show that a vaccine that was not well matched 
to the circulating infl uenza A strain retained 
some effectiveness in preventing pneumonia 
and infl uenza -like illness among children. VSD 
researchers also published three landmark papers 
evaluating the effects of unrecognized confounding 
on the association between infl uenza vaccination 
and mortality. 72–74 The results of this research 
agenda provided support for the increasing recog-
nition of an alternate explanation —that the appar-
ent vaccine effect is due, at least in part, to 
preferential selection of vaccination by healthier 
persons who are at relatively low risk of death 
during the winter months. Their work also empha-
sizes the need for rich sources of clinical data such 
as EMR to reach beyond standard adjustment of 
confounding using encounter diagnosis codes to 
specifi c measures of disease severity such as func-
tional status. 73

In a study of a well -defi ned cohort with verifi ed 
individual-level vaccination data, Glanz and col-
leagues examined the relationship between paren-
tal refusal of pertussis vaccination and risk of 
pertussis infection in children. 75 They found that 
vaccine refusers had a 23 -fold increased risk (OR 
22.8, 95% CI = 6.7 – 77.5) for pertussis when 
compared with vaccine acceptors. A full 11% of 
pertussis cases in the entire study population were 
attributed to vaccine refusal. 

Finally, the VSD has established a program of 
active surveillance of new vaccines, to identify 
preselected adverse reactions at the earliest 

effectiveness research agenda, and a distributed 
research database of patients with diabetes. 
Examples of DMCRC studies include: (i) cohort 
studies comparing diabetes patients under going bar-
iatric surgery with similar patients receiving usual 
clinical care, and (ii) outcomes of further intensify-
ing diabetes therapy in patients already on at least 
two oral medications or basal insulin to maintain 
“tight” glycemic control (A1c < 7%). This study 
attempts to address the apparent lack of benefi t on 
cardiovascular disease endpoints of tight glycemic 
control observed in recent trials. 

AHRQ has also funded the HMORN DEcIDE 
center to create new capabilities for distributed 
studies of the safety and effectiveness of treatments, 
including drugs, vaccines, and medical devices. 
The program, PopMedNet ( www.popmednet.org ),
allows data partners to create both large and small 
data networks, while retaining control over the uses 
and users of their data resources. 31 PopMedNet is 
an effi cient, reusable infrastructure through which 
routinely collected health -care data and related 
information can be assembled and analyzed to 
support decision making by patients, providers, and 
policy makers. Participating investigators can dis-
tribute queries through network software, execute 
queries against local data, and return aggregated 
results to the end user. The software is capable of 
supporting a variety of study types, including obser-
vational studies, quasiexperimental studies, clinical 
trials, and registries. 

Vaccine  Safety Datalink ( VSD)
The CDC -funded VSD (also see Chapter 26) is com-
prised of eight HMORN sites. The VSD was estab-
lished in 1991 to monitor immunization safety and 
address the gaps in scientifi c knowledge about rare 
and serious events following immunization ( http://
cdc.gov/vaccinesafety/Activities/VSD.html). 
Currently, VSD collects vaccination and compre-
hensive medical information on nearly 9 million 
members from these HMOs annually (3% of the 
US population). While most of the VSD data sources 
are identical to the HMORN ’s Virtual Data 
Warehouse, the vaccine exposure data is obtained 
from the HMOs ’ electronic medical records. The 
VSD uses the distributed data approach described 
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stroke were also similar during an average of 2.3 
years of follow -up.

Medication Exposure In  Pregnancy  Risk
Evaluation Program ( MEPREP)
The FDA -funded Medication Exposure in Pregnancy 
Risk Evaluation Program (MEPREP), includes ten 
HMORN sites, plus Tennessee Medicaid. Its purpose 
is to study the effects of prescription medications 
used during pregnancy. To overcome the challenges 
presented by the lack of clinical trial data about the 
use of medications during pregnancy, MEPREP 
links health care information for mothers and their 
babies. Collectively, the participating sites have 
health care information for about one million 
births from 2001 –2007. Examples of studies con-
ducted in these environments include: (i) assess-
ment of medication use during pregnancy and birth 
outcomes, and (ii) the effects of antidepressant 
medications and cardiovascular medications on 
birth defects and perinatal outcomes. 81–87

FDA Mini-Sentinel Program 
The FDA ’s Mini -Sentinel program ( http://www.
minisentinel.org) is a major component of the 
FDA ’s Sentinel Initiative (see also Chapter 30). The 
Mini-Sentinel program will create a “laboratory”
for developing and evaluating safety surveillance 
scientifi c methods and offers FDA the opportunity 
to evaluate medical product safety in existing auto-
mated health -care data systems while learning 
about the barriers and challenges inherent in these 
activities. This consortium, led by the Harvard 
Pilgrim Health Care Institute, involves most 
HMORN sites, plus large national health plans, 
free-standing registries, and hospitals. 

FDA contracts: epidemiologic studies
of adverse effects of  marketed drugs
Nearly all HMORN sites participate in the FDA ’s
Pharmacoepidemiologic Research Program, which 
assists the FDA ’s Center for Drug Evaluation and 
Research (CDER) Offi ce of Surveillance and 
Epidemiology. This program and its predecessors 
have evaluated both direct adverse effects of drugs, 
such as rhabdomyolysis associated with lipid lower-
ing agents, 88 and appropriateness of medication 

possible time. Davis et al. led early work demon-
strating the concept of using historical data from 
four health plans participating in the VSD to detect 
an increase in intussusception after Rotashield 
(rotavirus vaccine). 70 Subsequent work led to the 
development of the maximized sequential proba-
bility ratio test (maxSPRT) and evaluation of its 
application to assessment of vaccines and, later, to 
drugs.34,76 The VSD now routinely, prospectively 
evaluates new vaccines. This program detected an 
increased risk of febrile seizures following measles –
mumps–rubella–varicella vaccine, leading the 
Advisory Committee on Immunization Practices to 
change its recommendation regarding the use of 
this vaccine. 77

Cardiovascular  Research  Network ( CVRN)
The CVRN, funded by NHLBI since 2007 ( http://
www.cvrn.org ), includes 15 HMORN sites. It has 
created a framework to address questions 
about contemporary cardiovascular epidemiology, 
optimal management, and associated clinical out-
comes within large community -based populations 
where most clinical care is delivered. Examples of 
CVRN research projects include studies of: (i) 
hypertension diagnosis, management, and control; 
(ii) quality of care and outcomes of warfarin 
therapy for atrial fi brillation and venous throm-
boembolism; and (iii) the use and outcomes of 
implantable cardioverter defi brillators for preven-
tion of sudden death. The network also established 
capacity to rapidly respond to emerging cardiovas-
cular disease research questions and to facilitate 
external collaborations. 

CVRN has reported trends in therapy 78 and diag-
nosis79 of hypertension. The CVRN has also evalu-
ated the comparative effectiveness of second -line
therapies in patients whose blood pressure was not 
controlled with fi rst -line therapy. 80 The study was 
conducted using patients enrolled in the CVRN 
Hypertension Registry at three HMORN sites. 
Patients whose blood pressure was not controlled 
with a thiazide diuretic were followed after addi-
tion of either an angiotensin -converting enzyme 
(ACE) inhibitor or beta -blocker. Blood pressure 
control was comparable for the two agents. In addi-
tion, the rates of incident myocardial infarction and 
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carry a diagnosis of CKD in their medical record. 
Patients with CKD were found to have health -care
costs twice that of age - and sex -matched patients 
without CKD. Potential under -treatment was iden-
tifi ed in this population in that, even in the most 
severe stage of disease, only about half of those 
with anemia (defi ned as a hemoglobin level less 
than 12 g/dL with normal mean corpuscular 
volume) were treated. 

Suicide is a frequent consequence of bipolar dis-
order. Concern has been expressed regarding the 
relative effectiveness of current therapeutic options 
for reducing suicide risk in this condition. In a 
cohort study of 20 638 patients with diagnosed 
bipolar disorder conducted at KPNC and Group 
Health Cooperative (GHC), 107 risk in lithium users 
was found to be substantially and signifi cantly 
lower than that for users of divalproex. Findings 
persisted with adjustment for co -morbidities and 
other current treatments. Interestingly, the authors 
also identifi ed the increased risk for suicide in those 
persons initiating a new therapy, whether switch-
ing from lithium to divalproex or vice versa. 

Lastly, HMORN and CESR sites are involved in 
innovative personalized medicine, biobanking, and 
population-based pharmacogenomics research. At 
Kaiser Permanente Northern California, the 
Research Program on Genes, Environment, and 
Health is one of the largest research projects in the 
USA to examine the genetic and environmental 
factors that infl uence many common diseases. The 
completed biobank resource will link together elec-
tronic medical records, data on behavioral and 
environmental factors, and biobank data from 
500000 consenting health -plan members. 

Marshfi eld Clinic Research Foundation ’s
Personalized Medicine Research Project has under-
taken numerous pharmacogenomics research 
projects.108–112 Some of these include: (i) polymor-
phisms in cytochrome b5 and its reductase and the 
risk of sulfonamide hypersensitivity; (ii) how 
genetic differences can infl uence an individual ’s
response to statins; 111,112 (iii) genetic variation and 
response to metformin therapy; (iv) genetic predic-
tors of angiotensin -converting enzyme inhibitor 
(ACEi)-associated angioedema; and (v) the associa-
tion between polymorphisms in estrogen receptor 

use.89 The latter study contributed to the with-
drawal of cisapride. 

Mental Health Research  Network ( MHRN)
The MHRN, funded by NIMH, includes nine 
HMORN health plans. Its portfolio includes studies 
of: (i) practice variation in high - and low -value care 
for mood disorders, (ii) a geographically and ethni-
cally diverse autism registry for effectiveness 
studies, and (iii) a longitudinal analysis of selective 
serotonin reuptake inhibitor warnings and suicide 
in youth. 

Scalable PArtnering Network ( SPAN )
for Comparative Effectiveness  Research 
The SPAN for Comparative Effectiveness Research 
(CER): Across Lifespan, Conditions, and Settings 
(AHRQ) is a distributed research network intended 
to conduct large CER studies using data collected 
on patient -reported outcomes. SPAN ’s cohorts 
include: (i) a cohort of children with attention 
defi cit hyperactivity disorder (ADHD), with and 
without identifi ed learning and developmental dis-
order who have received differing treatments, and 
(ii) a cohort of adults with obesity, with and without 
diagnosed depression, who were and were not 
treated with weight -loss surgery. 

Additional pharmacoepidemiologic research 
studies conducted using HMO data
Databases from these HMOs are frequently used to 
examine patterns of drug prescribing and adher-
ence,90–95 utilization, 93,96 costs, and cost -effectiveness
associated with use of specifi c therapies. 97,98 For 
example, data have been used to describe utiliza-
tion of antipsychotics, 99 antidepressants, 100 mood 
stabilizers,101 and anxiolytic medications. 102 Further, 
these data have had an impact on regulatory deci-
sions such as labeling changes for triazolam 103

and generated important methods for use in 
pharmacoepidemiology. 102,104

Keith, Smith, et al.105,106 used computerized labo-
ratory results to identify a patient population with 
chronic kidney disease (CKD) based on the US 
National Kidney Foundation ’s staging guidelines. 
Interestingly, most of the patients identifi ed did not 
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members to obtain historical and behavioral infor-
mation that is not routinely collected in health 
records.
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Introduction 

A large, representative cohort of people for whom 
virtually all health -care interactions are captured 
automatically and from which study -specifi c data 
could readily be pulled and linked to other data 
sources can be an ideal setting within which to 
conduct pharmacoepidemiologic research. Within 
such databases, information on enrollment status, 
medication exposure and use patterns, medical 
services, and diagnoses for eligible members is cap-
tured as a routine part of reimbursing health care. 
These transactional records are maintained in a 
searchable form and can be integrated to create 
longitudinal claims -based histories for individuals 
represented in the data. In addition to capturing 
information on all reimbursed services across the 
health-care setting, regardless of provider or facil-
ity, health insurance claims databases can also be 
linked with supplemental data, such as patients ’
medical records, disease registries, and patient and/
or provider surveys, in order to capture a more 
complete picture of health -care experiences. 
However, several important aspects of commercial 
insurance databases infl uence both the conduct of 
the research and the interpretation of its results. 
This chapter will explore the advantages and 
research potential offered by commercial databases 
for pharmacoepidemiology while also noting some 
of the challenges to their use. 

Databases derived from commercial health 
insurers typically consist of current and historical 
medical and pharmacy claims for reimbursement of 
health-care services regardless of setting, along with 
enrollment information on the insured population. 1

Therefore, these databases represent longitudinal 
collections of billable health -care interactions. The 
geographic representation of the database might 
vary from being local or regional to being nation-
wide, and the insured people may be covered by a 
variety of insurance products, so that some people 
have both medical and pharmacy coverage, while 
other aspects such as mental health, vision, and 
dental services are included for some. Analyses can 
be restricted to subsets of a particular database, such 
as those members having both medical and phar-
macy benefi ts. 

The diversity of the underlying health insurance 
benefi t plans within these databases is a source of 
variation in utilization of health services that may 
not be apparent. Each of the individual health 
plans within a larger commercial health insurance 
database may offer variations on a basic benefi t 
design which is customized to the needs and budget 
of the organizations or individuals who are covered 
by the insurance. These differences in benefi t 
designs may manifest as differences in incentives to 
the members (patients) and to the providers to 
utilize health -care services. These incentives may 
contribute to variations in health -care utilization 
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experience conducting research within such 
databases.

The data incorporated in a health insurance 
claim refl ect on the patient for whom the claim is 
submitted, but not necessarily in a straightforward 
way. Considering the nature of the process that 
gave rise to the insurance claim allows the 
researcher to understand the data better. Health 
insurance claims data derive from a system that is 
primarily an accounting tool for tracking reim-
bursement for health -care expenses related to 
medical services provided to eligible members of 
the health plan. Therefore, health insurance claims 
data arise from a system not designed for research 
or clinical care. Thus, research using such data 
needs to accommodate the fact that insurance 
claims represent fi nancial transactions related to 
patients’ health -care utilization rather than a clini-
cal record of the health care. It is for this reason 
that linking the insurance claims data with sup-
plemental data gathered from providers (e.g., 
patients’ medical charts, electronic laboratory 
results, provider surveys, etc.), disease registries, or 
the patients themselves via survey -based question-
naires can be advantageous for validating charac-
teristics or events identifi ed from insurance claims 
and for supplementing the claims with additional 
variables that cannot be obtained from claims 
alone.

Valid interpretation of data within a commercial 
health insurance claims database depends on 
understanding how health -care interactions are 
refl ected as individual claims for reimbursement. 
Individual claims are valid in the sense that they 
are actual claims for reimbursement, but the inter-
pretation of the claim as clinical information can be 
invalid. Accordingly, claims are suggestive, but not 
defi nitive, so that some capacity to go beyond the 
information contained in the database improves 
the validity of inferences made about populations 
represented within the database. 

Careful consideration of the systems that give 
rise to health insurance claims and their mecha-
nism of incorporation into a research database is a 
necessary but insuffi cient element of high quality 
research conducted within such a database. 
Although many pharmacoepidemiologic research 

that refl ect the incentives rather than patients ’
clinical status. Some of the incentives are readily 
ascertained, such as differences in co -payment and 
co-insurance amounts, but other incentives may be 
less apparent to a researcher using a claims data-
base, such as formulary restrictions, stepped therapy 
requirements, member participation in disease or 
care management programs, and variations in pro-
vider reimbursement. In addition to variation 
across plans with respect to incentives, coding for 
individual data elements may not be uniform across 
the health plans. Further, particular benefi ts such 
as mental health or other specialty services may be 
“carved out ” of the benefi t and thus may not be 
captured by the health plan for that particular 
account. Also, patients with certain forms of 
Medicare (e.g., Medicare supplemental plans) may 
be included within commercial insurance data-
bases, and the nature of the benefi ts may vary so 
that the database fi les do not capture all claims for 
such enrollees. 

Some of the information on health insurance 
coverage may be considered confi dential and pro-
prietary by the health plan (e.g., benefi t design 
information), or may require access to individually 
identifi able information in a way that is not consist-
ent with adherence to privacy policies. As a result, 
details or data that might reveal variation with 
respect to some of the benefi t structures may not 
be available in externally licensed versions of the 
data from commercial health insurers. In such set-
tings, it is advantageous to work directly with the 
health plan, such as through researchers employed 
by the health plan who are experienced in the use 
of the data for research. 

When used appropriately, commercial health 
insurer data can provide important information 
about the safety and effectiveness of drugs and 
other medical interventions derived from patients 
receiving those interventions in actual practice. 
However, the conduct and interpretation of 
studies based on commercial databases can be 
subject to numerous limitations, including bias 
that might derive from a lack of correspondence 
between individual insurance claims and a patient ’s
underlying conditions. 2 These limitations may 
not be apparent to researchers unless they have 
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as independent contractors to facilitate data 
collection.

Numerous commercial health insurance data-
bases have been used for pharmacoepidemiologic 
research, and the International Society for 
Pharmacoeconomics and Outcomes Research 
(ISPOR) lists 193 databases worldwide (91 in the 
US). (available at:  http://www.ispor.org/digestofi ntdb/
countrylist.aspx) Not all of these databases are 
commercial health insurance databases, but many 
of them share features with commercial health 
insurance databases so that considerations for their 
use and suitability for answering pharmacoepide-
miologic research questions is similar. 

Description

Health insurance claims databases used for research 
typically comprise linkable fi les, each with listings 
of discrete health insurance claims. These separate 
fi les represent different data sources (e.g., medical 
claims, pharmacy claims, and enrollment fi les) that 
can be compiled for research, for example by 
linking together claims corresponding to individual 
patients in a relational database. 3 This linkage 
might be accomplished through a unique patient 
identifi er. Such databases that are available com-
mercially might employ any of a range of de -
identifi cation mechanisms in order to comply with 
confi dentiality provisions, and these may need to 
be taken into account when conducting research. 
However, caution should be noted that, if using a 
de-identifi ed commercial insurance claims data-
base, it is virtually impossible to link such data with 
external data described in the section above by 
virtue of the fact that all personal identifi ers will 
have been eliminated. Typical commercial database 
fi les and the data elements contained within are 
shown in Table  13.1.

The fl exibility of these databases derives from 
their origin as a means to track health -care services 
for reimbursement among people whose insurance 
covers a broad range of medical services. The 
resulting collection of transactional data between 
providers and the health insurer covers virtually all 
billable health -care services, permitting a wide 

questions can be adequately answered using the 
health insurance data alone, it is often necessary to 
go beyond the health insurance claims data. At one 
extreme, the limitations of the health insurance 
database may be considered insurmountable so 
that the idea of using the database would be dis-
carded altogether in favor of conducting the 
research through a clinical trial (see Chapter 36),
ad hoc non -randomized study (Chapter 22), or reg-
istry (Chapter 21). Often, however, a hybrid 
approach can be used that involves using both the 
health insurance database and either linkage to 
another data source or primary data collection 
nested within the health insurer. This approach 
retains the strengths of the commercial health 
insurance database in terms of its breadth, its 
recording of routine care, and its ability to rapidly 
assemble cohorts and identify outcomes among 
them, but it expands on the database by adding 
depth to the data, allowing investigators to enrich 
health insurance claims data with other data ele-
ments that might be needed for a particular research 
question. The range of potential additions is essen-
tially limitless, and may include laboratory results, 
information contained in medical records, informa-
tion gathered within disease, immunization, or 
national vital registries, or information obtained 
through direct contact with physicians or patients. 
When accomplished, this data expansion enables 
pharmacoepidemiologic research to be conducted 
within a ‘data environment ’ rather than within a 
single database. Conducting research within such a 
data environment can address many of the limita-
tions inherent in insurance claims databases, such 
as lack of data on important potential confounders 
or patient subgroups, or uncertainty about whether 
a claim suggesting an outcome actually means the 
patient experienced the outcome. Further, such 
research likely involves working closely with the 
health plan to obtain necessary approvals, and 
strict maintenance of confi dentiality. This process 
is time -consuming, but ensures data integrity, con-
fi dentiality, respects the primacy of the doctor –
patient relationship, and seeks to minimize provider 
burden. Depending on the source of data beyond 
claims, professionals with a variety of clinical expe-
rience may be employed by the health plan or hired 
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Table 13.1. Typical commercial database fi le structure and the data elements within it 

File Data source Expected content 

Membership Application forms and 
renewals

Data elements include dates of enrollment and disenrollment, basic 
demographic information such as patient identifi er number, date of 
birth, gender, and zip code, along with benefi t package. 

Medical claims Physician offi ces and 
health-care institutions 

Claims submitted for reimbursement of health -care services provided are 
retained in this fi le. Medical claims derive from various sites where the 
services are provided (e.g., inpatient, hospital outpatient, emergency 
room, surgery center, physician ’s offi ce) for virtually all types of covered 
services, including specialty, preventive, and offi ce -based injections, 
laboratory services and diagnostic imaging, and other treatment. Claims 
are submitted electronically or by mail. Claims are submitted in UB -92 or 
HCFA 1500 formats and included on the claim are patient and provider 
identifi ers, dates of service, and details of the service coded by 
procedure codes (CPT, HCPCS, and ICD -9) and diagnosis codes (by ICD -9).

Pharmacy claims Pharmacies Claims for medications dispensed to insured people are usually 
submitted electronically by the pharmacy at the time a prescription is 
fi lled. Each claim specifi es what was dispensed and when, including the 
drug name, date dispensed, dosage of medication dispensed, duration of 
the prescription in days, and quantity dispensed. Data on the use of 
inpatient drugs are not generally available. 

Professional data Provider database A separate fi le contains data on the health plan ’s participating physicians 
and other health professionals, including type and location, as well as 
physician specialty or subspecialty. A unique identifi cation number is 
assigned to each health professional and institution. Precautions are 
taken to protect the identity of health professionals. 

range of pharmacoepidemiologic questions to be 
addressed.4

Health insurance claims are typically submitted 
for reimbursement electronically by health -care
providers. Through the electronic claims adjudica-
tion process, claims transaction systems complete 
autoadjudication to determine the majority of the 
claims’ status. Claims adjudication is the processing 
of a claim through a series of edits to determine 
proper payment. Claims may be approved, with 
payment levels depending upon benefi t design, 
status of deductible or out -of-pocket caps, etc., 
denied with no payment, or pended, which may 
require more information or review before approval 
or denial can be determined. Approved payment 
levels can range from being 100% covered by the 
health plan up to the allowed amount for the 

service to 100% member responsibility (e.g., if the 
member has a deductible and the cost of the service 
is less than the remaining annual deductible 
amount). Types of claims include non -capitated
outpatient, emergency department, and inpatient 
encounters, physicians ’ services, durable medical 
equipment, ancillary services (including claims for 
laboratory tests), as well as outpatient pharmacy 
dispensing for health -plan members with eligibility 
at the time of service. 

In the course of conducting research involving 
data from a commercial health insurer, a number 
of activities are common:
• Defi ning disease, exposure, and confounding 
variables. This is done by creating user code lists 
through appropriate aggregates of diagnosis or pro-
cedure codes for disease variables, and specifi c 
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specifi c patients and the timing and setting of the 
treatments.
• Provider characteristics. Numerous characteris-
tics of health -care providers can be identifi ed. This 
information can be used to locate a medical record 
for detailed clinical information not captured in the 
claims data or be used for research related to vari-
ations in practice patterns. 
• Identifying drug exposure periods and person -
time at risk of event occurrence. Health insurance 
databases contain the date on which prescriptions 
are fi lled, the amount dispensed, the duration of 
the prescription (days ’ supply), and the end of 
enrollment for each member. The dosage form, 
strength, and amount dispensed, along with days ’
supply fi elds can be used to estimate doses received 
at specifi c times and cumulative dose received. 
• Enrichment of claims data when possible or 
where available. When using claims data within a 
larger data environment, enrichment with paper or 
electronic medical records, data obtained directly 
from patients or their physicians through surveys, 
or data routinely collected in disease, immuniza-
tion, or national vital registries may be retrievable 
and linkable with the claims data. 

Performing the activities described here requires 
extensive programming skills and data manage-
ment and processing skills as well as extensive 
quality control checks to create the data sets suit-
able to address a particular research question. 

Strengths 

Commercial health insurance claims databases and 
data environments have strengths for pharmacoep-
idemiologic research related to their large size and 
their ability to record virtually any billable health -
care interaction. The health insurer has an incen-
tive to maintain accurate records of when a person 
is eligible to receive reimbursement for health -
care services and when they are no longer eligible 
for reimbursement. This accurate recording of 
enrollment translates directly into an enumeration 
of the open cohort from whom the health insur-
ance claims transactions will arise. The availability 
of enrollment data with unique health -plan

codes for drug exposures. These code lists identify 
cohorts of patients from the database and are 
used for exposure, covariate, and outcome 
ascertainment.
• Linking records and fi les. Enrollment, medical 
claims, pharmacy claims, and physician claims 
must be combined by linking members ’ discrete 
records, inpatient claims, outpatient claims, and 
pharmacy claims to member and health -professional
data. These linkages allow for the creation of study -
specifi c analytic fi les (e.g., fl at fi les containing one 
record per subject meeting inclusion criteria) to be 
derived from the relational database represented by 
the insurance enrollment and claims data. This can 
include linking across people, such as linking 
mothers with infants for studies of the effect of 
drug exposure during pregnancy. 
• Constructing longitudinal histories. Information 
on diagnosis, treatments, and the occurrence of 
adverse clinical events, as coded on claims, can be 
tracked across time for individual people or for 
groups of them. These data can be used to evaluate 
adherence to recommended monitoring guidelines 
or persistence of use for specifi c medications (see 
also Chapter 42).
• Identifying denominators. All members eligible 
for health -care reimbursement and dates of eligibil-
ity can be identifi ed within commercial databases, 
so that the source population within which claims 
arise is fully enumerated and this can be used to 
determine population -based prevalence or inci-
dence measures. Since dates of entry to and exit 
from the cohort are known (dates of eligibility for 
reimbursement) for each member, the effect on the 
at-risk person -time of partial -year enrollment can 
be handled analytically. The populations can be 
narrowed by age, gender, benefi t type, time period, 
duration of enrollment, or geography, so that prev-
alence or incidence measures can be defi ned within 
any of these subgroups. 
• Identifying treatment at a particular point in 
time. Claims for drugs, whether dispensed to a 
patient by a pharmacy or administered to a patient 
by a health -care professional in the outpatient (but 
generally not inpatient) setting can be identifi ed, as 
well as non -drug treatments. This provides the 
ability to identify and track specifi c treatments to 
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others. An insurance claim has some validity simply 
by nature of its existence —it is valid as a request 
for reimbursement for a health -care service. For 
example, a claim for a doctor visit for a covered 
patient will reliably be recorded, barring fraud or a 
data entry error. However, what will be less clear 
is what happened during the doctor visit. Attached 
to the doctor visit claim might be procedure codes 
and diagnosis codes that correspond to what serv-
ices were rendered during the visit and what diag-
noses were prompting the service. The patterns of 
health-care utilization over time and the associated 
procedure and diagnosis codes tell a story about a 
person, from which a great deal can be deduced 
about his or her health status, making the database 
valuable for research. However, the individual 
claims have limitations that translate into limita-
tions of the database as a whole. 

Weaknesses 

Of course, insurance databases have important 
limitations as research tools, some of which can be 
reduced by enriching the data with added informa-
tion from the provider or patient. The source 
administrative database was not designed for 
medical research, but rather to track fi nancial 
transactions between patients ’ providers and the 
health insurance company. While the database may 
be adequate as a record of claims for reimburse-
ment of services and payments made, important 
clinical details may be lacking. Examples of varia-
bles that claims data are typically lacking include 
disease severity markers, smoking, obesity, and 
physical activity. 

A limitation of claims data with respect to char-
acterizing exposure to drugs is a lack of information 
on patient adherence with the therapeutic regimen 
(see Chapter 42). A number of fi elds related to 
fi lling a prescription are provided in the pharmacy 
claim, such as dates fi lled, amount dispensed, and 
days’ supply that allow for proxy measures of 
adherence and persistence. 

Often health insurance databases are large, ena-
bling the formation and follow -up of large cohorts. 

identifi cation numbers provides several key 
strengths to using health insurance claims data, as 
they enable investigators to identify persons at risk, 
making for straightforward estimation of incidence 
and prevalence. In addition, the enrollment data 
enables the investigator to identify periods of time 
over which persons are most likely under observa-
tion and less likely to seek care for covered services 
outside of the plan. 

Physicians’ offi ce staff have incentives to submit 
claims for reimbursement of services performed 
rapidly and accurately in order to shorten the time 
to reimbursement. This incentive structure and the 
way health insurance billing is integrated into 
standard health -care workfl ow means that the 
record of health -care interactions is not infl uenced 
by any incremental burden that might be imposed 
by prospective data capture, as is generally the case 
in clinical trials, registries, or other designs such as 
the need to complete additional case report forms or 
the need to schedule follow -up visits by patients in 
order to capture additional information. This largely 
automatic data capture for purposes of reimburse-
ment reduces the likelihood that the data capture 
itself might bias assessments of hypotheses. In addi-
tion, enrichment of claims data to create a data 
environment typically relies on existing data sources 
rather than prospectively captured data, although 
the latter is possible if the research needs require 
such form of data capture. The net result is a rela-
tively short time lag from the date of service until 
the claim is incorporated into a usable research 
format. This incentive structure might lead to billing 
and coding practices that result in the highest 
payment regardless of the actual diagnosis, while 
periodic audits of billing provide a countering force 
that keeps such “upcoding” in check. However, the 
potential for mismatch between what is coded on 
a claim and what clinical condition a patient has 
should always be considered. 

When conducting research within the context 
of the claims database or data environment, inter-
pretation of fi ndings must occur with an under-
standing of the purpose for which the data was 
collected. The data may faithfully represent certain 
facts of health -care interactions, yet not represent 
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mean that regional composition of the population is 
important for addressing the pharmacoepidemio-
logic research questions. Accordingly, the composi-
tion of the database and a careful assessment of its 
inclusion of a population within a target region may 
be necessary. Geography also should be considered 
as a potential confounding variable. Related to geo-
graphical variation is variation arising from different 
health plans within a database. The differences in 
incentive structures (insurance benefi t design) 
across the different health plans may lead to differ-
ences in insurance billing and coding across the 
plans with the potential to affect pharmacoepide-
miologic assessments of exposures, outcomes or cov-
ariates. As such, the health plans within a broader 
health insurer could function as a confounder, effect 
modifi er, or instrumental variable. Recognition of 
this potential source of heterogeneity and considera-
tion of its effect on the results of a pharmacoepide-
miologic study may be warranted. 

Although the potential for unmeasured con-
founding to explain a research fi nding should be 
assessed when interpreting any observational 
research result (see Chapters 3 and  47), research 
conducted within a commercial health insurance 
claims data environment has particular susceptibil-
ity. Since such a study ’s source data are not designed 
for research, patient characteristics that are both 
associated with exposure and outcome might 
readily be hypothesized and might not be directly 
available within the database. Research designs 
that may be less susceptible to unmeasured con-
founding (self -controlled designs, active user 
designs, instrumental variable analyses; see Chapter 
47) may be useful approaches, and sensitivity anal-
yses may further serve to illuminate the degree of 
unmeasured confounding that would be needed to 
produce the observed result. 

Free-living, employed people in the US tend to 
be mobile, and US commercial health insurance 
claims data environments refl ect this mobility. The 
commercial health insurance claims database easily 
accommodates manifestations of this mobility 
related to patients seeking health care even far 
from home (such as on vacation) or from a range 
of different providers. However, the mobility of 

These large cohorts can provide statistical power 
that makes even small effect sizes become appar-
ent, increasing the diffi culty of separating causal 
effects from spurious ones. 

Commercial health insurance claims databases 
may be restricted to employed people and their 
dependents. The relative under -representation of 
people without employment can create methodo-
logic diffi culties for studies with hypotheses that 
are best studied in populations of elderly or unem-
ployed. In the US, the elderly are under -represented
in commercial insurance databases, with an exten-
sive shift to Medicare (see Chapter 14) at age 65. 
Since drug effects in the elderly are often of great 
interest for pharmacoepidemiology, this aspect 
deserves careful assessment before proceeding with 
a research program in a commercial insurance 
environment. Commercial health insurance data-
bases may not be directly generalizable to a popula-
tion as a whole because of the under -representation
of certain segments of the population. However, 
some relatively straightforward analytic methods 
(such as stratifi cation) can address much of this 
limitation. Concerns regarding heterogeneity of 
treatment effects may persist, particularly if the 
hypothesized high -risk subgroup is not included or 
identifi able in the database, such as if unemployed 
persons are thought to be more vulnerable to an 
adverse effect being studied. Dimensions over 
which potential heterogeneity of treatment effect 
might be evaluated should be assessed within a 
commercial health insurance claims data environ-
ment that builds upon the claims with added clini-
cal detail. Some relevant variables (e.g., clinical 
variables like left ventricular ejection fraction) 
might not be recorded within the electronically 
available data, and even where recorded, relevant 
levels of the variable (e.g., types of schizophrenia 
associated with the greatest disability) might not be 
present in the data. 

The population covered by a commercial health 
insurance database may differ substantially from the 
geographic distribution of the population about 
which inferences are to be drawn. Geographic het-
erogeneity in the use of treatments, the occurrence 
of outcomes, and the association of the two may 
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that occurs after the start of follow -up can lead 
to the inclusion of immortal person -time (see 
Chapter 47) that might produce bias. 5 Analytic 
methods that update covariates in response to 
health events that occur during follow -up are avail-
able (e.g., marginal structural models) and might 
be applied if considered necessary for the research 
question.

Within a health insurance claims database, there 
will be some period of time that passes between the 
time a health service actually occurs and the time 
the claim for the service appears in the database 
and is available for research. This claims data lag 
has several components: (i) the time from when a 
provider performs the service until the claim for 
reimbursement is submitted; (ii) the time from 
when the claim is submitted until the claim is paid; 
and (iii) the time from when the claims is paid to 
when it is incorporated into a database accessible 
for research. The components of this lag vary con-
siderably according to the category of claim, with 
pharmacy claims typically having the shortest lags 
(1–1.5 months), and hospital claims having the 
longest lags (3 –6 months). This claims lag has the 
greatest implications for research on the most 
current data in a database. For data that is historical 
by a year or more, claims lag is unlikely to affect 
research.

Additional coding -related limitations common 
to all health insurance claims databases serve to 
limit internal validity, including diagnostic coding 
errors such as misspecifi cation, miscoding, incor-
rect sequencing decisions, and clerical mistakes. 
Misspecifi cation refers to errors associated with 
incomplete information from the provider, includ-
ing providing the wrong diagnosis or failing to 
provide a diagnosis in the medical record. 
Miscoding refers to applying the wrong coding 
rules to the fi nal diagnosis and is typically due to 
failure of the medical coder. Incorrect sequencing 
describes using diagnostic codes that are more 
applicable to secondary diagnoses as the primary 
diagnosis. Although the nature of these errors 
makes them rare within an insurance database 
overall (perhaps less than 0.1% of claims), it is 
possible that study selection criteria could increase 
their prevalence. 6

employed people also leads to changes in health 
insurance either through a change in employment 
or the selection of a different employer -offered
health insurer. Since a change in health insurer 
translates into entry or exit from the health insurer 
database, the dwell time of enrollees is affected by 
it. As a consequence, with the 25 –30% annual 
turnover in enrollees, the average dwell time in a 
commercial health insurance data environment is 
typically 2 years or less. Although the average 
enrollment in the database may be less than 2 
years, a specifi c cohort selected for a study may 
have an average enrollment duration of consider-
ably more than 2 years. Further, even if the average 
duration of enrollment for a study cohort is 2 years, 
there will be a subset of the cohort that has longer 
enrollment, allowing for the assessment of longer -
term effects in that subset (with assumptions 
regarding non -informative loss to follow -up). This 
average enrollment constraint should be consid-
ered when evaluating a health insurance database, 
and long -term exposure effects will generally be 
better evaluated elsewhere. 

Commercial health insurance claims data do not 
include a patient history as an explicit fi le. A 
patient’s medical history at any point in time will 
need to be inferred from the health -care interac-
tions recorded in the insurance database. The accu-
racy of this medical history will depend on the time 
frame over which it is evaluated and the likelihood 
that a relevant medical condition will lead to a bill-
able medical service within it. Often, this health 
history is derived from a baseline (before cohort 
entry) requirement that patients be continuously 
enrolled for some fi xed time period over which 
health insurance claims are evaluated. Since com-
pleteness of this baseline health history depends on 
the time enrolled within a health insurer, care 
should be taken when the baseline period is not 
the same for all people included in a study. Further, 
baseline time periods should be distinguished from 
follow-up time, and only baseline time should 
contribute to covariates; time after the start of 
follow-up should not be included in the baseline 
period. Requiring a period of continuous baseline 
enrollment is generally necessary for developing a 
health history, but applying continuous enrollment 
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pitals. UnitedHealth Group -affi liated health plans 
are typically independent practice association 
models in which the providers are not employees 
of UnitedHealth, but a wide range of providers that 
that have agreed to accept patients who have 
UnitedHealth insurance. Health -care services are 
provided to patients and the providers submit 
claims for reimbursement to UnitedHealth. 

UnitedHealth Group provides a link to affi liated 
health-care plans and their electronic administra-
tive claims data. Typically, each affi liated health -
plan contracts with a large network of physicians 
and hospitals to provide health -care services. These 
arrangements result in access to medical manage-
ment information data refl ecting a broad cross -
section of the population with commercial health 
insurance, which provides UnitedHealth Group 
researchers and their collaborators with research 
opportunities.

Ingenix Research Database 
The Ingenix Research Database, also termed the 
Normative Health Information (NHI) database, 
contains paid claims data for over 60 million fully -
insured lives —people who have been enrolled for 
at least 1 day between 1994 and 2010. This longi-
tudinal count of number of people refl ects a cross -
sectional size that varies considerably over these 
years and is currently approximately 12 million 
people.

Turnover of patients within the NHI database is 
consistent with expected turnover for commer-
cially insured people. At approximately 30 –35%
per year, the effect on retention within a closed 
cohort can be estimated. Below are the numbers of 
fully-insured lives with 1, 2, 3, and 4 years of con-
tinuous medical and pharmacy eligibility from 
approximately 60 million:
• 1 year: 21 million 
• 2 years: 23 million 
• 3 years: 6 million 
• 4+ years: 10 million. 

Some of the data (approximately 50%) within 
the NHI are derived from health -care claims 
processing, also termed “administrative services 
only (ASO) members. ” For these health plans, 
UnitedHealth Group is not the insurer, and the data 

Additional coding -related limitations can occur 
through other mechanisms, such as limits on the 
number of diagnosis fi elds allowed on a claim. For 
example, if a patient has fi ve diseases, but the claim 
only allows the recording of three diagnoses, then 
information on a patient ’s clinical status may be 
incomplete. Further, certain health -care-related
services may not be covered by a plan such as 
inexpensive drugs (might be less than the copay-
ment amount) or not reimbursed by the health 
insurer (e.g., smoking cessation medications). 

Particular applications

This section expands on two particular commercial 
insurance databases with which the authors are 
most familiar. Experience with other such data-
bases suggests that the examples provided by these 
two should be generalizable to other commercial 
insurance databases. Other commercial health 
insurers, such as other Blue Cross/ Blue Shield 
plans, Humana, Aetna, CIGNA, and others, may 
have similar data and potential access to primary 
medical records. 

The United Health data environment 
UnitedHealth Group ( www.unitedhealthgroup.com )
is a national health -care company serving con-
sumers, managers, and health -care professionals. 
Founded in 1974, the company serves more than 
60 million persons through a continuum of health -
care and specialty services. These services include 
point of service arrangements, preferred provider 
organizations, managed indemnity programs, 
Medicaid and Medicare managed care programs, 
senior and retiree insurance programs, and numer-
ous other services. 7

UnitedHealth Group -affi liated health plans pres-
ently reach across the United States and include 
both urban and rural representation. The members 
of the plans are predominantly employer -based
groups but also include individuals from the 
Medicaid and Medicare populations. To serve these 
customers, the company arranges access to care 
with more than 400 000 physicians and 3300 hos-
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studying a rare outcome such as Achilles tendon 
rupture,8 or rhabdomyolysis, 9 or lymphoma. 10 Even 
these rare outcomes will occur numerous times 
within the database since the source population is 
so large. Even for a rare occurrence, the large 
number of cases that can be compiled allows for a 
rich description of the epidemiology to be estab-
lished, including drugs as risk factors. 

Examples of applications of this data source can 
be found in studies assessing whether fi ndings from 
clinical trials are reproduced in observational set-
tings,11 or more classical pharmacoepidemiology, 
such as the effect of atomoxetine on stroke, 12 or 
seizure,13 or the effect of the oral contraceptives on 
venous thromboembolism. 14

Other examples include descriptions of patients 
who receive a particular drug in order to character-
ize the prescribing of that drug. This description can 
compare actual recipients of the drug to those 
expected based on the drug ’s indications to identify 
potential off -label prescribing, or this description 
might identify selective prescribing; variables with 
higher or lower prevalence among people who 
receive the drug that might need to be accounted 
for in order to mitigate confounding when making 
comparisons. Further, the patient characteristics of 
those prescribed the drug can be tracked longitudi-
nally in order to assess the effect of interventions 
such as medication guides, Dear Doctor letters, and 
others, such as changes in cisapride dispensing fol-
lowing Dear Doctor letters 15 and the effect of cis-
apride use on outcomes (occurrence of serious 
ventricular arrhythmia with cisapride exposure). 16

Classical pharmacoepidemiologic applications of 
the health insurance data might include research 
that associates drug exposure (ascertained through 
pharmacy dispensing records) with the occurrence 
of adverse outcomes (ascertained through medical 
claims and possibly validated through medical 
records), and comparative effectiveness research 
(see Chapter 32) can be conducted within com-
mercial data environments in much the same 
way by associating exposure to a drug (or other 
intervention) with an effectiveness outcome. 
For example, the effectiveness of a rotavirus 
vaccine on the occurrence of gastroenteritis was 
evaluated.17

are only used for research in de -identifi ed form, so 
that only the electronic claims data are available for 
research.

Populations of children (almost 1 million in 
2000), pregnant women (approximately 100 000
deliveries in 2009), and the elderly (over 200 000
were 65 years of age or older in 2000, and over 4 
million in 2010) in the research databases are suf-
fi cient for many analyses. For specifi c applications, 
feasibility counts can be conducted to determine if 
numbers are adequate to address a particular 
research question. 

Confi dentiality and  patient privacy
UnitedHealth Group adheres to strict confi dential-
ity and patient privacy guidelines that meet the US 
Health Insurance Portability and Accountability Act 
(HIPAA) regulations (see Chapter  35). Research 
uses the minimum necessary protected health 
information, full documentation of such use is 
maintained, institutional review board/ privacy 
board approval with informed consent or waiver. 

Some plans that have different fi nancial incen-
tives from the typical submission of a claim for 
reimbursement of health -care services (fee -for -
service) may not have complete data. For example, 
if reimbursement to a specialist is capitated and 
there is no requirement to submit a bill for payment, 
that service may not be included as part of the 
database. This disadvantage may be addressed by 
excluding these few plans from data extraction for 
research studies. Another disadvantage is that 
certain variables are not available in the electronic 
claims databases, such as race/ ethnicity, cigarette 
smoking history, and obesity. If necessary for a spe-
cifi c study, this information may be ascertained 
through a review of medical records, to the degree 
that such information is present there. 

The following examples provide empirical infor-
mation on both the strengths and limitations of the 
data and present specifi c applications of the utiliza-
tion of the UnitedHealth Group databases to address 
pharmacoepidemiologic research questions. 

Examples
The value of the large size of the Ingenix Research 
Database becomes immediately apparent when 
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Ohio, Virginia (excluding the Northern Virginia 
suburbs of Washington, DC), and Wisconsin. 

The HealthCore data environment includes the 
HealthCore Integrated Research Database (HIRD SM),
the Integrated Research Network (IRN ®) and other 
data collected from various sources. The HIRD SM is 
a longitudinally integrated medical and pharmacy 
claims, enrollment, and electronic outpatient labo-
ratory results database from health -care encoun-
ters of members of WellPoint ’s 14 affi liated health 
plans and one non -affi liated plan. Information 
regarding current and historical medical and phar-
maceutical policies, benefi t designs, formulary 
processes, and care management programs is 
accessed by HealthCore researchers within this 
research environment. The IRN ® is a collaborative 
research community that engages providers in col-
laborative research with HealthCore. 

The Health Core Integrated Research Database 
(HIRDSM)
The HIRD SM is a single health insurance database 
that contains approved claims integrated across 
data sources and data types (professional claims, 
facility claims, outpatient pharmacy claims, and 
enrollment information) and across years (from 
2001 through the most recent calendar quarter). 
The specifi c US geographic regions represented in 
the HIRD SM include the Northeast, Mid -Atlantic,
Southeast, Midwest, Central, and the West. 

Today, the HIRD SM contains data for approxi-
mately 60.3 million lives with medical coverage 
and 43.8 million lives with both medical and phar-
macy coverage at any point over the coverage 
period of the plans contained in the HIRD SM. The 
discrepancy between the total current WellPoint 
affi liated health -plan membership and the number 
of lives represented in the HIRD SM can be explained 
by several factors. First, the coverage period of the 
HIRDSM is January 1, 2001 through September 30, 
2010; 10 of the 14 plans ’ data includes the period 
from January 1, 2004 through September 30, 2010. 
Thus individuals who were members of a health 
plan contained in the HIRD SM and whose data are 
available for research, but were no longer members 
as of September 2010, would still be represented in 
the HIRD SM. Second, some health -plan members 

Additionally, effects of educational efforts or 
adherence to recommended monitoring guidelines 
can be evaluated. 18 Evaluations of educational 
interventions can extend beyond the prescribing 
process to include association with outcomes. For 
example, a study of the oral contraceptive ethinyl 
estradiol/ drospirenone included both adherence to 
recommended monitoring and the occurrence of 
hyperkalemic adverse events the monitoring was 
supposed to prevent. 19, 20

It is possible to identify patterns of insurance 
claims that are associated with outcomes and to 
develop claims algorithms with measured accuracy. 
For example, hypersensitivity reactions following 
abacavir exposure can be identifi ed using claims. 21

Sampled data collection can be targeted to address 
hypothesized confounding. For example, the 
potential for obesity or smoking to confound the 
association between the oral contraceptive ethinyl 
estradiol/ drospirenone use and venous throm-
boembolism was assessed in this way. 22 Finally, the 
effects of drug exposure during pregnancy can be 
assessed. For example, a study of the association of 
paroxetine and congenital malformations was con-
ducted in this data source. 23

The Health Core  data environment 

HealthCore  overview
HealthCore Inc. is an independently operating, 
wholly owned, research -focused subsidiary of 
WellPoint, Inc. WellPoint is one of the largest 
health benefi ts companies in terms of total enroll-
ment in the United States, with medical enrollment 
in its affi liated health plans totaling approximately 
33.5 million members as of September 30, 2010. 
WellPoint is an independent licensee of the Blue 
Cross and Blue Shield Association and serves its 
members as the Blue Cross licensee for California; 
the Blue Cross and Blue Shield licensee for 
Colorado, Connecticut, Georgia, Indiana, Kentucky, 
Maine, Missouri (excluding 30 counties in the 
Kansas City area), Nevada, New Hampshire, New 
York (as the Blue Cross Blue Shield licensee in ten 
New York City metropolitan and surrounding 
counties and as the Blue Cross or Blue Cross Blue 
Shield licensee in selected upstate counties only), 
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fore would not be identifi ed in the pharmacy claims 
data). The advantage is that not requiring the addi-
tional constraint of pharmacy coverage will maxi-
mize the study sample size and statistical power. 
Caution should be used when deciding on eligibil-
ity requirements in the selection of the cohort to 
study, as some vaccines and biologic products may 
be administered in physician offi ces or dispensed in 
an outpatient pharmacy and thus requiring both 
types of coverage would be essential in order to 
maximize the capture of exposures. 

Health plans included in the HIRD SM include 
lines of business such as health maintenance 
organizations (HMOs), point of service (POS), pre-
ferred provider organizations (PPOs), Consumer 
Directed Health Plans (CDHP), and indemnity 
plans. A PPO is a plan that allows members to 
choose any provider, but offers higher levels of 
coverage if members receive services from health -
care providers in the plan ’s PPO network. These 
in-network providers have contracted with the 
health plan to provide services at prenegotiated 
reimbursement rates. An HMO is a type of health -
benefi ts plan for which members are required to 
receive health care only from providers that are 
part of the HMO network. A primary care physician 
coordinates each member ’s health care. Services 
(except emergency care) performed by out -of-
network providers aren ’t covered except under spe-
cifi ed circumstances. A POS plan utilizes some of 
the features of PPO and HMO style plans; however, 
members do not make a choice about which system 
to use until the point at which the service is being 
used. These plans typically include levels of pro-
gressively higher patient fi nancial participation as 
the patient moves away from the more managed 
features of the plan. A CDHP is a type of health 
plan designed to give members more control over 
their health care and how to spend their health -
care dollars. These plans often include a high 
deductible and include a spending account such as 
a Health Reimbursement Arrangement (HRA), 
Health Savings Account (HSA), or Health Incentive 
Account (HIA). Indemnity plans are traditional 
insurance plans that reimburse for health -care
services provided to members based on providers ’
bills submitted after the services are rendered. 

represent groups whose data cannot be used for 
research, and therefore are not included in the 
counts. Examples of members whose data cannot 
be used for research at this time include members 
of state -sponsored programs such as Medicaid, 
members of the Federal Employee Program (FEP), 
and members of ASO customers who have not 
given permission to use their data for research. 
Formally, an ASO plan is a type of health plan 
where the employer or other group sponsor is 
fi nancially responsible for paying plan expenses 
such as members ’ claims; the insurance company 
only provides administrative services. This is also 
called “self funded ” or  “self insured. ” Finally, the 
HIRDSM currently contains one health plan not 
affi liated with WellPoint. It is anticipated that the 
HIRDSM will continue to be expanded by the inclu-
sion of additional non -WellPoint affi liated health 
plans.

Below are the numbers of researchable lives in 
the HIRD SM as of December 2010 with 1, 2, 3, and 
4 years of continuous medical and pharmacy eligi-
bility from the 43.8 million lives with both medical 
and pharmacy coverage:
• 1 year: approximately 28.5 million 
• 2 years: approximately 19.1 million 
• 3 years: approximately 12.2 million 
• 4+ years: approximately 8.4 million. 

Not all individuals have both medical and phar-
macy coverage from the health plan. Research that 
examines the use of, or implications of prescription 
drugs, should use data from members who have 
both medical and pharmacy eligibility even though 
ensuring this requirement may have a moderate 
effect on reducing the study sample size. The 
rationale is that if the individual has both types of 
coverage, encounters in either setting would gener-
ally be identifi ed in the claims data, which would 
be important for identifi cation and measurement 
of the exposures of interest and the outcomes of 
interest. However, research examining the use or 
implications of use of vaccines, devices, or biologic 
products may not require the additional restriction 
of individuals with both medical and pharmacy 
coverage. Such an instance may be encountered 
when the particular product under investigation is 
only covered under the medical benefi t (and there-
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tion. Furthermore, family clusters can be identifi ed 
and linked via the combination of subscriber and 
dependent ID codes. 

Pregnancies can also be identifi ed in the HIRD SM

using ICD -9 diagnosis and CPT procedure codes. 24

While identifying pregnancy in claims is fairly 
uncomplicated, determining the beginning of ges-
tation, in order to identify prenatal exposures, is 
more challenging and may involve identifying 
deliveries using procedure codes and then “count-
ing back ” the weeks assuming a normal gestation. 
This method, however, would miss early deliveries, 
spontaneous abortions, or other pregnancy termi-
nation. Medical chart review can be used to deter-
mine accuracy of algorithms used to identify 
pregnancies. Additionally, claims for newborns 
may initially be paid through the mother ’s ID until 
the newborn has an ID assigned. Linkage between 
mother and child improves the ability to allocate 
the child ’s claims to the child; however, some 
claims that are identifi ed during this period may 
not be clearly assigned to mother or child. For 
example, a neonatal intensive care unit stay or a 
circumcision procedure clearly belongs to the child 
while an antibiotic dispensed could belong to either 
mother or child. 

The HIRD SM also contains diagnostic laboratory 
testing results from certain reference laboratories 
for individuals receiving outpatient laboratory 
services. The accessible laboratory data covers 
between 20 and 30% of outpatient diagnostic 
testing, depending upon the region. Data include 
full ranges of hematologic, chemistry, immuno-
logic, and microbiologic (including antibiotic sensi-
tivity results) testing. As of December 2010, 
outpatient laboratory results were contained in the 
HIRDSM for approximately 10.3 million lives with 
medical coverage and 8.0 million lives with medical 
and pharmacy coverage. It is possible that indi-
viduals who have laboratory results available in 
the HIRD SM may also receive laboratory testing at 
other outpatient facilities that do not provide 
results to HealthCore or in the inpatient setting. 
These results would not be included in the HIRD SM;
however, evidence that tests occurred can be meas-
ured with CPT codes regardless of laboratory 
provider. 

Importantly, many variations of the above men-
tioned health plan types are often offered causing 
the distinction between the types to fade. It is quite 
challenging to adequately control for subtle differ-
ences between plans in the data, which may be 
directly impacting the utilization of services that are 
measured in the data. 

Patient enrollment data, medical care, prescrip-
tion drug use, and health -care utilization may be 
tracked for each patient throughout the course of 
their enrollment in the database. Diagnoses and 
procedures are identifi ed by ICD -9 diagnostic, 
ICD-9 Procedure, Current Procedural Terminology 
(CPT), and Health Care Financing Administration 
Common Procedure Coding System (HCPCS) codes 
for both outpatient and inpatient visits/ stays. 
Outpatient pharmacy claims are captured by 
National Drug Codes (NDCs), which can then be 
translated to broader classifi cation systems such as 
Generic Product Identifi er (GPI) codes. This type of 
classifi cation systems can be more meaningful than 
NDCs in the sense that drug classes and subclasses 
can be defi ned and grouped regardless of manufac-
turer. Physician, specialist, and emergency room 
visits, as well as hospital stays, are captured in the 
database through ICD -9 diagnostic, CPT procedures 
codes, HCPCS, Uniform Billing Code of 1992 (UB -
92) revenue codes (e.g., room and board), and 
place of service codes. Information on physician 
specialty is also retained in the database at a level 
consistent with National Committee for Quality 
Assurance (NCQA) credentialing requirements. 

Demographic characteristics available in the 
HIRDSM include date of birth and gender from 
enrollment data. In addition, each member repre-
sented in the HIRD SM is associated with a unique 
encrypted identifi cation (ID) number. Standard 
procedures entail retaining each member ’s unique 
ID number throughout the period of plan eligibility. 
Race and ethnicity are not available in the admin-
istrative claims database; however these variables, 
in addition to socioeconomic status, can be obtained 
through several direct and indirect mechanisms. 
Direct mechanisms include abstraction of medical 
charts or via patient survey. Indirect methods 
include imputation based on US Census data and 
member zip code and/or US Census tract informa-
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the National Death Index (NDI) and Social Security 
Administration’s (SSA) Death Master File (DMF). 
Direct identifi ers such as patient name and date of 
birth are commonly used to conduct matches 
between the two data sources. HealthCore has a 
subscription to the DMF, which includes more than 
65 million individual recorded deaths reported to 
the SSA with the following information (if data are 
available to the SSA): social security number, 
name, date of birth, date of death, state or country 
of residence, zip code of last residence, and zip code 
of the lump sum payment. The most “up-to-date”
information on death is available from the SSA. 
Cause of death cannot be determined using the 
DMF. Cause of death can be obtained from the 
NDI-plus data provided by the National Center for 
Health Statistics (NCHS). Disadvantages of the NDI 
include its long lag time for both data availability 
(about 2 years) and several month evaluation and 
approval period before NDI data will be released. 
In addition, the HIRD SM has been linked to regis-
tries, such as state cancer registries and immuniza-
tion registries. 

The Integrated Research Network ( IRN®)
The IRN is the second component of HealthCore ’s
data environment. The IRN is a national collabora-
tive research community of practicing physicians 
and health -care facilities that can serve as partners 
in HealthCore ’s research activities. 

The IRN enables effi cient research as well as 
providing access to a very large provider network 
to enable enrichment of HIRD SM claims data with 
provider data from the medical record (paper -based
and electronic), supplemental clinical data prospec-
tively collected at the provider site, or valuable 
clinical insight and specialty expertise from the par-
ticipating physicians that can serve to inform the 
research. In total, through the health -plan provider 
networks, HealthCore has access to more than 
276000 physicians, 1600 facilities, and 62 000
pharmacies. This network serves as the population 
from which HealthCore has identifi ed provider 
groups that treat a large portion of individuals 
represented in the HIRD SM who have claims 
evidence of chronic conditions that have been 
studied by HealthCore. Currently, the IRN includes 

The HIRD SM is updated on a monthly basis with 
as short as a 1 to 2 -month lag. However, medical 
claims traditionally used by HealthCore for research 
may have up to a 4 -month lag in order to use the 
most accurate data available accounting for claim 
reversals, time in submitting claims by providers, 
time in paying claims by plans, and time for 
HealthCore personnel to extract, transform, and 
load data into the HIRD SM. The lag time for phar-
macy data is shorter since typical claim submission 
and adjudication occurs instantaneously with 
dispensing.

HIRDSM enrichment
As a HIPAA Privacy Business Associate of the health 
plans whose data it receives, HealthCore is able to 
populate the HIRD SM with fully identifi able data, 
which allows for the ability, with appropriate HIPPA 
Waivers of Authorization and/or institutional 
review board approval, to abstract inpatient and 
outpatient medical records, to identify and contact 
providers and members for survey research, and to 
link data to national vital records and registries. 

HealthCore abstracts medical/hospital charts 
using identifi ers obtained from HealthCore ’s admi-
nistrative database. Clinical information abstracted 
from the medical/hospital charts is entered into a 
study database maintained by HealthCore with a 
masked identifi er so that it can be matched with 
corresponding claims data without the use of indi-
vidually identifi able information, such as patient 
name or medical record number. 

In addition to medical chart review, individuals 
whose data are included in the HIRD SM have been 
contacted and invited to participate in survey 
research, on a study by study basis. Linking the 
survey responses to administrative claims data 
allows for determining baseline demographic char-
acteristics, co -morbidities, mild adverse effects 
(such as from prescription drug or biologic prod-
ucts) not reported to a health -care provider, pre-
scription medication utilization, and differences in 
health-care costs and utilization between cohorts. 

Data from the HIRD SM have also been linked to 
information on mortality. Two sources of mortality 
data that have been used to integrate such informa-
tion with the HIRD SM for specifi c projects have been 
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propensity score -match cohort design to rapidly 
monitor specifi c drug –adverse event concerns that 
are initiated by an external entity (e.g., drug manu-
facturer, FDA, health plans, etc.) that would engage 
with HealthCore to monitor the exposure –event
combination. The ability to validate events with 
medical record review is a central feature of the 
HSSS.

As part of the continued development of the 
HSSS, between 2008 and 2010 HealthCore vali-
dated eight events of medical concern in order to: 
(i) determine if data algorithms already created 
have comparable positive predictive value (PPV) to 
that of other electronic databases; (ii) identify algo-
rithms for medical concerns of interest identifi ed 
by the FDA; and (iii) validate and create algorithms 
for medical events of concern that apply to large 
populations of patients or are part of ongoing safety 
work. Algorithms include combinations of diagno-
sis, procedure codes, and place of service and have 
been developed and validated for myocardial 
infarction (MI), ischemic stroke, severe upper 
gastrointestinal (UGI) bleed, thrombotic thrombo-
cytopenic purpura (TTP), Stevens –Johnson syn-
drome (SJS), severe hypoglycemic events, and 
neutropenia.26–31 These validations have been con-
ducted using abstracted paper -based or electronic 
medical records linked to HIRD SM claims data. 
Typically, such validation studies using paper -based
medical records include claims identifi cation of 
possible adverse events of interest, development of 
a chart abstraction form designed to collect neces-
sary clinical information for a physician specialist 
to determine case status, abstraction of data ele-
ments form the medical records by professional 
nurse abstractors, review and adjudication of all 
data from records by physicians with specialty in 
the condition of interest, and calculation of the PPV 
of the claims algorithm that was used to identify 
the case. 

Confi dentiality and  patient privacy
HealthCore receives data from health plans and 
fully understands the responsibility of data privacy 
stewardship. Use and disclosure of data is in com-
pliance with current regulations related to data 
privacy and security. These include the US HIPAA 

approximately 3900 physicians who treated 
approximately 1.5 million individuals represented 
in the HIRD SM.

The goals of the IRN are: (i) to perform real -
world research to evaluate the effectiveness and 
safety of drugs, treatments, and health -care inter-
ventions and to provide meaningful medical evi-
dence back to the IRN participants to help physicians 
in understanding treatment patterns and in provid-
ing appropriate treatment to their patients; (ii) to 
work with physicians and other health -care experts 
to infuse clinical relevance and applicability into 
health outcomes, comparative effectiveness, and 
epidemiologic research; and (iii) to electronically 
combine clinical information with the HIRD SM to 
enhance and/or enable prospective comparative 
effectiveness, safety, and health outcomes studies. 

Healthcare Safety Sentinel System ( HSSS)
The Food and Drug Administration Amendment 
Act of 2007 (FDAAA -PL 110 -85) mandated the 
Food and Drug Administration (FDA) to establish 
a prospective drug safety surveillance system using 
electronic health -care data. 25 FDA ’s response to this 
mandate, the Sentinel System (see Chapter 30), is 
utilizing data arising from large, commercial claims 
data environments. It is in this context that 
HealthCore has developed the Healthcare Safety 
Sentinel System (HSSS). The HSSS is a targeted, 
active, prospective safety monitoring system that 
leverages HealthCore ’s data environment, includ-
ing the HIRD SM, and is intended to be interoperable 
with and complementary to FDA ’s Sentinel 
Initiative surveillance system. The HSSS was 
launched in 2009 with the objective of enabling 
rapid, early detection of drug safety concerns. The 
HSSS includes a tested, repeatable, end -to-end
process, which includes the identifi cation of an 
initial safety concern, assembly of a clinical evalu-
ation research team, formulation of an investiga-
tive plan, semiautomated cohort identifi cation, 
data extraction and propensity score matching, 
quantitative risk analysis and application of signal 
identifi cation algorithms, report generation and 
evaluation, decision point for continued monitor-
ing (or not), legal evaluation, and development of 
a communication plan. Currently, the HSSS uses a 
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death among pioglitazone and rosiglitazone -treated
patients.33 Using claims data between 2001 and 
2005 and the NDI -plus for 36 628 new users of 
pioglitazone or rosiglitazone, and a propensity 
score-matched retrospective cohort design, this 
study observed no signifi cant difference between 
matched groups for risk of the composite event of 
AMI/AHF/death.
3 The HIRD SM is also being used in an obser vational
study to examine the cardiovascular safety of the 
following commonly -used medications to treat 
attention defi cit hyperactivity disorder (ADHD): 
amphetamines, methylphenidate, and atomoxet-
ine. Primary outcomes of interest are: (i) sudden 
death/ ventricular arrhythmia, (ii) stroke, (iii) 
myocardial infarction, and (iv) stroke or myocar-
dial infarction as a composite outcome. Secondary 
outcomes are: (i) all -cause death, (ii) non -suicide
death, and (iii) non -accident death. 34

4 Vaccines have also been studied using the 
HIRDSM. As part of a multicenter post -marketing
safety study using a distributed network approach 
that included the HIRD SM, patients with exposure 
to the meningococcal vaccine were identifi ed in 
claims data and followed longitudinally for claims 
evidence of Guillain –Barré syndrome (GBS). Full -
text medical records were abstracted and reviewed 
to adjudicate the case status member with evidence 
of GBS (ICD -9 357.0). 35 HealthCore participated 
as one of fi ve research organizations closely affi li-
ated with US health insurers. Study results are 
forthcoming.

Health services research, HEOR,
comparative effectiveness
1 Short et al. linked HIRD SM data from one health 
plan to patient medical records in order to measure 
ethnic disparities in medical care among commer-
cially insured women newly diagnosed with breast 
cancer. 36 Individuals newly diagnosed breast cancer 
were identifi ed by breast cancer ICD -9 codes 
observed in medical claims. Member and physician 
offi ce zip codes that matched regions with more 
than 50% minorities according to 2000 census 
tract were used. Results suggested that African -
American women were diagnosed at later stages 
than White women and higher percentages of 

Privacy and Security Rule, 45 CFR 160, and 164, 
“The Common Rule, ” 45 CFR 46, the FDA 
Protection of Human Subjects Regulations, 21 CFR 
Parts 50 and 56 and “The Part 2 Rules ”, 42 CFR 2 
(see also Chapter 35). Additionally, state regula-
tions, which further limit the use and disclosure 
of data, are reviewed at a project level for com-
pliance. Requests for the use and disclosure of 
data are reviewed by HealthCore ’s Regulatory 
Compliance Offi ce for adherence to the appropriate 
regulations.

Applications using the HealthCore  data
environment 
HealthCore’s research experience spans safety 
and epidemiology as well as health services res-
earch, including health economics and outcomes 
research (HEOR) and comparative effectiveness 
research (CER). The following describes a few 
examples of studies that have been conducted 
using data from HealthCore ’s data environment. 

Drug and vaccine safety research
1 In response to a 2008 FDA requirement for new 
labeling on anticonvulsant medications that 
warned of the increased risk of suicidal thoughts 
and behavior, based on a meta -analysis of placebo -
controlled trials which lacked conclusive evidence 
about safety at the individual agent level, a retro-
spective cohort study using the HIRD SM evaluated 
such risks associated with individual anticonvul-
sants.32 Data from the HIRD SM were linked with 
death data from the SSA DMF and NDI -plus to 
determine date and cause of death for individuals 
15 years of age or older with pharmacy claims 
for anticonvulsant medications between July 2001 
and December 2006. A total of 297 620 new epi-
sodes of anticonvulsant treatment were included 
in the analyses. The results suggested that 
increased risk of suicidal acts or violent death 
was associated with use of gabapentin, lamotrig-
ine, oxcarbazepine, and tiagabine compared with 
topiramate.
2 Four health plans from the HIRD SM were used to 
evaluate the risk of acute myocardial infarction 
(AMI), acute heart failure (AHF), or all -cause
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including ED LOS measured in minutes, the emer-
gency severity index (ESI) measure used at triage, 
the census of the ED at the time of each ED visit, 
and whether or not the visit resulted in hospital 
admission or discharge to home. Analyses evalu-
ated the impact of using the P -EHR in the ED 
setting on study outcomes using multivariate 
regressions and the non -parametric bootstrap. 
After covariate adjustment, among visits resulting 
in discharge (ED -only), P -EHR visits were 19 
minutes shorter (95% confi dence interval [CI]  =
5–33 minutes) than non -P-EHR visits. Among 
visits resulting in hospitalization, the P -EHR was 
associated with a 77 -minute reduction in LOS 
(95% CI: 28 –126) compared to non -P-EHR visits. 
The P -EHR was associated with $1560 (95% CI: 
$43–$2910) savings in total plan expenditures for 
hospitalized visits. This study suggested that health 
information technology that provides ED physi-
cians with medical and prescription drug histories, 
based on health -plan claims data, may lead to 
improvement in the effi ciency of care among all 
visits and lower costs of care for visits that result in 
hospitalization.

The future 

Postmarketing surveillance and pharmacoepide-
miologic research studies are, by necessity, con-
ducted in the context of a rapidly changing 
health-care environment. Looking to the future, 
this dynamic environment has implications for the 
nature of the data obtained, the ability to obtain 
information, and the characteristics of the general 
and specifi c populations that form the basis of these 
types of studies. Changes in the health -care system, 
given the concern with the rising cost of health 
care, will continue to impact the health -benefi ts 
structure, including pharmacy -benefi ts coverage. 
As the pharmacy -benefi t structure is broadened to 
include coverage across a larger number of defi ned 
tiers (e.g., brand, generic, and not on the preferred 
drug list), certain transactions may not be captured 
in the pharmacy fi les if the cost is lower than the 
copayment. For example, some retail pharmacies 
offer select, generically available medications for a 

white women received antiestrogen therapy than 
African-American women, after adjustment for 
important confounding variables using multivari-
ate regression. This study revealed the presences of 
ethnic differences in management of breast cancer 
and suggests that development of policies aimed at 
reducing these disparities would have the potential 
to improve equity of care. 
2 Another study, which HealthCore recently com-
pleted, led to a policy change regarding treatment 
for asthma within the health plans. 37 The study 
evaluated the impact of asthma medication on 
patient-reported asthma control and used claims 
data integrated with patient surveys. Compared to 
inhaled corticosteroids (ICs), leukotriene modifi ers 
(LMs) were associated with lower odds of inpatient 
stays and emergency department (ED) visits, lower 
odds of using six or more short -acting beta -agonist
containers, and higher annual costs. However, 
among the relatively small subgroup of members 
adherent on their medications, LMs were associ-
ated with higher odds of inpatient and ED visits, 
lower odds of using six or more short -acting beta 
agonist containers, and higher annual costs. Both 
had a comparable impact on patient -reported
quality of life. Results suggested that when patients 
cannot achieve medication adherence on their 
asthma medications, LMs may offer a reasonable 
alternative even though they are higher cost and 
typically in a higher tier structure than ICs. These 
results have aided health plans in formulary deci-
sion making in order to help control asthma better. 
3 In addition to evaluations of the effectiveness 
and economics associated with treatment strate-
gies, the HIRD SM has also been used to evaluate 
novel health information technologies. Daniel 
et. al. evaluated the use of a payer -based electronic 
health record (P -EHR), which is a clinical summary 
of a patient ’s medical and pharmacy claims history, 
in an ED on length of stay (LOS) and plan pay-
ments.38 The P -EHR was implemented by a large, 
urban ED in partnership with a HIRD SM health 
plan for widespread use for health -plan members 
presenting to the ED. The evaluation used a retro-
spective study design with a sample of historical 
control ED visits. Claims data from the HIRD SM

linked to supplemental electronic hospital data, 
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The importance of pharmacoepidemiology and 
the ability to conduct postmarketing studies will 
become increasingly critical in the future due to a 
number of factors relating to changing characteris-
tics of the source populations. First, changes attrib-
utable to the aging of populations will augment the 
need for a better understanding of the use of pre-
scribed medications in the older population, includ-
ing variations in metabolism and appropriate 
dosages. Second, as the population ages, more pop-
ulations are likely to receive a larger number of 
medications due to higher prevalences of chronic 
diseases, raising polypharmacy questions. Increased 
use of over -the-counter drugs, alternative medica-
tions, and devices also will need to be explored. 
Third, developments in the biotechnology fi eld are 
resulting in new and expensive, but potentially 
more effective products, whose adverse effects 
need to be addressed. Finally, the commercial 
incorporation of pharmacogenomic data to target 
appropriate patients should increase both the effec-
tiveness and safety profi les of new therapies (see 
Chapter 34).

Lastly, as the demand for real -world evidence 
grows, researchers are increasingly looking to elec-
tronic health -care databases as sources for this 
work. Initiatives designed to stimulate develop-
ment of these resources are becoming widespread, 
including FDAAA (PL 110 -85),25 the FDA ’s Sentinel 
Initiative (see Chapter 30), and the magnitude of 
funding for comparative effectiveness research 
under the American Recovery and Reinvestment 
Act of 2009 (ARRA), with additional funding now 
forthcoming from the new Patient -Centered
Outcomes Research Institute (see Chapter 32).
Such initiatives have the potential for accelerating 
progress in the repurposing of these data for 
research. There are, however, risks associated with 
many of these well -intended efforts. In the quest 
for more available, affordable sources of data, it 
cannot be forgotten that much of the testing and 
validation of these sources has not yet been com-
pleted. The FDA Mini -Sentinel Initiative (see 
Chapters 12 and  30) was developed with this risk 
in mind. Mini -Sentinel uses a collaborative feder-
ated model where each participant contributing 
data has established an effective research data envi-

few dollars ($4) and these dispensings may not be 
captured by the health insurer. 

Claims database owners will seek to expand 
(i.e., add lives through inclusion of more health 
plans) and these will become incorporated into the 
research database, so that these research environ-
ments will continue to grow in size. Further, auto-
mation and generation of electronic tools to enable 
effi cient data linkages, feasibility assessments, and, 
in some cases, execution of safety monitoring pro-
tocols will commence. It will be critically important 
that such automation does not occur without the 
deliberate and continued validation of such proc-
esses, given the limitations of claims data. As such, 
these databases will continue to have enhance-
ments made to them that improve their ease of use, 
speed of access, reliability, and effi ciency, all while 
shortening the lag between when a service actually 
occurs and when the claim for it is incorporated 
into the database for research. As pharmacoepide-
miologic research continues to use commercial 
health insurance claims data, more will be under-
stood about how the data refl ect what happened to 
the patient throughout the course of health -care
utilization.

Linkages between commercial health insurance 
claims and new electronic data sources from the 
health-plan provider network, including electronic 
medical records, detailed inpatient data, and per-
sonal health records containing such information 
as member health risk assessments, will continue 
and be available for future research. 

On October 1, 2013, health -care organizations 
in the US will begin mandatory migration from 
using ICD -9 to ICD -10 for medical diagnosis and 
inpatient procedure codes ( www.cms.gov/ICD10/ ).
This change will increase the number of codes 
from 17 000 to more than 141 000, including 
increasing the number of outpatient diagnosis 
codes from 13 500 to 68 000. There are many 
potential benefi ts, including better description and 
categorization of clinical conditions and services 
rendered by providers within claims databases. 
These changes will, however, lead to signifi cant 
changes within claims databases and will require a 
great deal of scrutiny and revalidation prior to use 
in research. 
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preventing gastroenteritis in the United States .

Pediatrics 2010; 125: e208–e213.
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Dosing and Monitoring for Mitoxantrone in Patients 

with Multiple Sclerosis: A Healthcare Claims Database 
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estradiol/drospirenone taking medications predispos-
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2007; 75: 101–7.
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21. Nordstrom BL, Norman HS, Dube TJ, Wilcox MA,
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ronment and is an active collaborator in the initia-
tive. However, some of the initiatives aiming to 
aggregate data from multiple sources, such as the 
All Payer Claims Databases, are effectively separ-
ating the data from its original source system. 
With this separation comes the increased risk of 
misinterpretation of the data and the risk of errant 
attribution of cause and effect. With this in mind, 
all research deriving from a health insurance claims 
data source should be interpreted with attention to 
the potential limitations outlined in this chapter. 

References 

1. Shatin D, Drinkard C, Stergachis A. UnitedHealth

Group . In: Strom BL, ed. Pharmacoepidemiology, 3rd edn .

Chichester: John Wiley & Sons , 2000, pp. 295–305.

2. Schneeweiss S, Avorn J. A review of uses of health 

care utilization databases for epidemiologic research 

on therapeutics . J Clin Epi 2005; 58: 323–37.

3. Shatin D. Organizational context and taxonomy of 

health care databases . Pharmacoepidemiol Drug Saf

2001; 10: 367–71.

4. Selby JV. Linking automated databases for research in 

managed care settings . Ann Intern Med 1997; 127:

719–24.

5. Suissa S. Immortal time bias in pharmacoepidemiol-

ogy . Am J Epidemiol 2008; 167: 492–9.

6. Iezzoni LI. Assessing quality using administrative 

data. Ann Intern Med 1997; 127: 666–74.

7. Tuckson R. Costs of health care administration in the 

United States and Canada . N Engl J Med 2003; 349:

2462–3.

8. Seeger JD, West WA , Fife D, Noel GJ, Johnson LN,

Walker AM. Achilles tendon rupture and its associa-

tion with fl uoroquinolone antibiotics and other 

potential risk factors in a managed care population .

Pharmacoepidemiol Drug Saf 2006; 15: 784–92.

9. McAfee AT , Ming EE, Seeger JD, Quinn SG, Ng EW ,

Danielson JD, et al. The comparative safety of rosuv-

astatin: a retrospective matched cohort study in over 

48,000 initiators of statin therapy . Pharma coepidemiol 

Drug Saf 2006; 15: 444–53.

10. Schneeweiss S, Doherty M, Zhu S, Funch D,

Schlienger RG, Fernandez-Vidaurre C, et al. Topical 

treatments with pimecrolimus, tacrolimus and 

medium- to high -potency corticosteroids, and risk of 

lymphoma. Dermatology 2009; 219: 7–21.



208   Part III: Sources of Data for Pharmacoepidemiologic Studies

emic events (SHEs) in a commercially -insured popu-

lation. Poster presented at the International Society 

for Pharmacoepidemiology (ISPE) 26th International 

Conference of Pharmacoepidemiology and Therapeutic Risk 

Management (ICPE). Brighton, England, UK, August 

19–22, 2010. http://www.pharmacoepi.org/meetings/

26thconf/scientifi c_program_pt2.pdf  (accessed June 

2011).

31. Kim SY , Solomon DH, Lui J, Chang G, Daniel GW ,

Schneeweiss S. Accuracy of identifying outpatient 

neutropenia diagnoses in claims data . Poster pre-

sented at the International Society for Pharma-

coepidemiology (ISPE) 26th International Conference of 

Pharmacoepidemiology and Therapeutic Risk Management

(ICPE). Brighton, England, UK, August 19 –22, 2010.

http://www.pharmacoepi.org/meetings/26thconf

/scientifi c_program_pt2.pdf  (accessed June 2011). 

32. Patorno E, Bohn RL, Wahl PM, Avorn J, Patrick AR,

Liu J, Schneeweiss S. Anticonvulsant medications 

and the risk of suicide, attempted suicide, or violent 

death. JAMA 2010; 303: 1401–9.

33. Wertz DA, Chang CL, Sarawate CA, Willey VJ,

Cziraky MJ, Bohn RL. Risk of cardiovascular events 

and all -cause mortality in patients treated with thia-

zolidinediones in a managed -care population . Circ

Cardiovasc Qual Outcomes 2010; 3: 538–45.

34. Hennessy S, Schelleman H, Daniel GW , Bilker WB,

Kimmel SE, Guevara J, et al. Cardiovascular safety of 

attention defi cit hyperactivity disorder medications: 

rationale for and design of an investigator -initiated

observational study . Pharmacoepidemiol Drug Saf 2010;

19: 934–41.

35. Velentgas P, Bohn RL, Brown JS, Chan A, Gladowski

P, Holick CN, et al. A distributed research network 

model for post -marketing safety studies: the Menin-

gococcal Vaccine Study . Pharmacoepidemiol Drug Saf

2008; 17: 1226–34.

36. Short LJ, Fisher MD, Wahl PM, Kelly MB, Lawless

GD, White S, et al. Disparities in medical care among 

commercially insured patients with newly diagnosed 

breast cancer: opportunities for intervention . Cancer

2010; 116: 193–202.

37. Tan H, Sarawate C, Singer J, Elward K, Cohen RI,

Smart BA, et al. Impact of asthma controller medica-

tions on clinical, economic, and patient -reported out-

comes. Mayo Clin Proc 2009; 84: 675–84.

38. Daniel GW , Ewen E, Willey VJ, Reese CL, Shirazi FM,

Malone DC. Effi ciency and economic benefi ts of a 

payer -based electronic health record in an emergency 

department. Acad Emerg Med 2010; 17: 824–33.

22. Eng PM, Seeger JD, Loughlin J, Clifford CR, Mentor

S, Walker AM. Supplementary data collection with 

case-cohort analysis to address potential confounding 

in a cohort study of thromboembolism in oral contra-

ceptive initiators matched on claims -based propensity 

scores. Pharmacoepidemiology and Drug Saf 2008; 17:

297–305.

23. Cole JA, Ephross SA, Cosmatos IS, Walker AM.

Paroxetine in the fi rst trimester and the prevalence 

of congenital malformations . Pharmacoepidemiol Drug 

Saf 2007; 16: 1075–85.

24. Kuriya B, Hernández-Díaz S, Liu J, Bermas BL,

Daniel G, Solomon DH. Patterns of drug use during 

pregnancy in rheumatoid arthritis . Arthritis Care Res

2011; 63: 721–8.

25. US Food and Drug Administration, Department of 

Health and Human Services . Food and Drug Admini-

stration Amendments Act of 2007 . http://frwebgate.

access.gpo.gov/cgi-bin/getdoc.cgi?dbname=110_cong_

public_laws&docid=f:publ085.110 (accessed June 2011). 

26. Wahl PM, Rodgers K, Schneeweiss S, Gage BF , Butler

J, Wilmer C, et al. Validation of claims -based diagnos-

tic and procedure codes for cardiovascular and gas-

trointestinal serious adverse events in a commercially -

insured population . Pharmacoepidemiol Drug Saf 2010;

19: 596–603.

27. Wahl PM, Terrell DR, George JN, Rodgers JK, Uhl L,

Cataland S, et al. Validation of claims -based diagnostic 

codes for idiopathic thrombotic thrombocytopenic 

purpura in a commercially -insured population .

Thromb Haemost 2010; 103: 1203–9.

28. Rosenman MB, Wahl PM, Daniel G, Overhage JM,

McGuire P, Thompson D, et al. Electronic Medical 

Records System Validation of Claims - Based Queries for 

Acute Kidney Injury. Poster presented at the National 

Kidney Foundation (NKF) Spring Clinical Meetings, 

Nashville, TN, March, 2009. 

29. Daniel GW , Eisenberg DF , Jones JK, Goehring EL,

Winters P, Levin J, et al. Validation of a claims -based

diagnostic code for Stevens –Johnson syndrome (SJS) 

in a commercially -insured population . Poster pre-

sented at the International Society for Pharma-

coepidemiology (ISPE), 26th International Conference of 

Pharmacoepidemiology and Therapeutic Risk Manage ment

(ICPE). Brighton, England, UK, August 19 –22, 2010.

http://www.pharmacoepi.org/meetings/26thconf

/scientifi c_program_pt2.pdf  (accessed June 2011). 

30. Eisenberg DF , Daniel GW , Subramanian U, Breen T,

Bohn RL, Wahl PM, Herman WH. Validation of 

claims-based diagnostic codes for severe hypoglyc-



Pharmacoepidemiology, Fifth Edition. Edited by Brian L. Strom, Stephen E. Kimmel, Sean Hennessy. 

© 2012 John Wiley & Sons, Ltd. Published 2012 by John Wiley & Sons, Ltd.

209

CHAPTER 14 

US Government Claims Databases 
    Sean     Hennessy  , 1      Cristin Palumbo     Freeman  , 1  and     Francesca     Cunningham   2
1 Center for Clinical Epidemiology and Biostatistics, Perelman School of Medicine at the University of Pennsylvania, Philadelphia,
PA, USA 
2 Pharmacy Benefi ts Managements Services, Department of Veterans Affairs, Center for Medication Safety, Hines, IL, USA 

Introduction 

The United States (US) government funds health -
care services for certain segments of the population 
via a number of programs. Data from three of these 
programs have been used extensively for pharma-
coepidemiologic research, and are the focus of this 
chapter. These three programs are Medicaid, Medicare, 
and the Department of Veterans Affairs (VA) Heath 
Care System. These programs and their resulting data 
differ substantially with regard to populations covered, 
benefi ts provided, and data available. Medicaid data 
have been used for pharmacoepidemiologic research 
since 1980, while VA data and especially Medicare 
data have been useful for pharmacoepidemiology 
more recently. This chapter describes these data 
sources, their strengths and limitations, and gives 
examples of how these data have been used in phar-
macoepidemiologic research. We then discuss the 
future of these databases.

Description

Medicaid
Description of the Medicaid program 
Medicaid was established in 1965, and is adminis-
tered separately by each state or territory that offers 
Medicaid coverage, with federal oversight from the 
Centers for Medicare and Medicaid Services (CMS). 
Thus, there are 56 separate Medicaid programs, 

which have common features, but also differences, 
described below. These programs are funded jointly 
by the federal government and individual state 
governments. The federal share of funding varies 
from 50 to 76% depending on the individual state ’s
average per capita income. Medicaid functions as a 
payer rather than a provider of health services. 
Each state establishes its own eligibility rules within 
general federal mandates. Most states also have 
“state-only” programs that pay for medical services 
for specifi c categories of people not qualifying 
under any federally specifi ed category. 1 However, 
states cannot use federal funds to pay for state -only
programs without a waiver from CMS. 

Medicaid is currently the largest US government -
funded health care program, providing coverage to 
58 million US citizens and lawfully admitted immi-
grants, of whom approximately 75% are either low 
income pregnant women or members of low 
income families with children, with the remaining 
25% consisting of chronically disabled or low -
income elderly persons, including some who also 
receive Medicare benefi ts. 2 Medicaid does  not cur-
rently provide coverage for even the poorest indi-
viduals unless they belong to one of these specifi cally 
designated groups. However, eligibility rules will be 
changing over the next few years following passage 
of the Patient Protection and Affordable Care Act 
(PPACA) in 2010. This law is expected to extend 
Medicaid coverage to an additional 16 million 
people by 2019, with low -income childless adults 
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under age 65 being the largest group to become 
newly eligible. 3

The services covered by Medicaid vary by state, 
within federal mandates. Certain services are man-
datory, including inpatient and outpatient hospital 
services, and physician services. Although outpa-
tient prescription drug coverage is not mandatory, 
all Medicaid programs provide such coverage for at 
least some enrollment categories. 4 With certain 
exceptions (e.g., drugs for anorexia, weight gain, 
fertility, etc.), Medicaid programs are required to 
cover all drugs manufactured by companies that 
have entered into a federal rebate agreement, 
which includes all or nearly all manufacturers. 
However, programs can require prescribers to 
obtain prior authorization before the prescription 
will be covered. With the enactment of the Medicare 
drug benefi t in 2006, outpatient prescription drugs 
for Medicaid –Medicare dual enrollees are now 
covered by Medicare rather than Medicaid. Most 
states pay the cost of drugs covered by the Medicaid 
program but not Medicare. 5 Medicaid also covers a 
large proportion of all nursing home care in the US, 
with over 40% of long -term care costs billed to the 
program.6

Most Medicaid programs include benefi ciaries 
who receive services on a fee -for -service basis as 
well as those enrolled in capitated plans. In fee -for -
service plans, health care providers bill Medicaid 
for specifi c goods and services provided, such as 
visits, hospitalizations, and prescription drugs. In 
capitated managed care plans, an insurance 
company is paid a certain amount per person per 
time period (e.g., month) to cover all or specifi c 
aspects of that enrollee ’s health care. Importantly 
for researchers, the degree of completeness of 
encounter information for patients in capitated 
plans is believed to vary among plans, although this 
has not been formally studied. 

Health care providers participating in Medicaid 
must accept Medicaid payment as payment in full, 
although states may impose nominal deductibles, 
co-insurance, or co -payments on some Medicaid 
benefi ciaries for certain services. For example, 
most state Medicaid programs allow pharmacies to 
charge patients a co -payment, which ranges from 
$0.50 to $5.00, for each outpatient prescription, 

with some states setting monthly limits for 
co-payments (e.g., Montana limits co -payments
to $25 per month). 4 As noted, because of federal 
law, state Medicaid programs must cover all 
prescription drugs with a few exceptions of 
classes for which the coverage decision is left to the 
states (e.g., fertility treatments, benzodiazepines, 
barbiturates).

Characteristics of Medicaid recipients
In 2008 (the most recent year for which demo-
graphic data are available), 58.2 million persons, or 
19% of the US population, received health care 
services covered by Medicaid. Baseline characteris-
tics of the Medicaid population can be seen in Table 
14.1. Children, females, and non -whites are over -
represented in Medicaid. 

Sources of Medicaid  data for research 
CMS is the major source of Medicaid data for 
researchers. It receives data from individual state 
Medicaid programs, and performs extensive editing, 
range checks, and comparisons with previous data 
from that state when preparing research fi les, 
known as Medicaid Analytic Extract (MAX) fi les. 
Anomalies in the data are either reconciled with 
the state or published in an anomaly report, which 
is available to researchers. Crude data provided by 
states through the Medicaid Statistical Information 
System (MSIS) are also available, but do not 
undergo the same quality assurance checks as the 
MAX data. There is currently a lag of approxi-
mately 3 to 4 years between the end of a calendar 
year and when MAX data from that year become 
available.

The CMS ’ Research Data Assistance Center 
(ResDAC), operated through a contract with the 
University of Minnesota School of Public Health, 
provides free assistance to academic, government, 
and non -profi t researchers in obtaining and using 
Medicaid and Medicare data. ResDAC maintains a 
website of information on Medicaid and Medicare 
data ( http://www.resdac.umn.edu/ ), conducts work-
shops and seminars, and provides individual tech-
nical assistance to researchers, including obtaining 
prices for data from CMS, assisting in preparation 
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Medicare 
Description of the Medicare  program 
Like Medicaid, Medicare was established in 1965. 
In contrast to Medicaid, Medicare is funded by the 
US federal government without state funds, and 
administered directly by CMS. Medicare provides 
health care coverage for nearly all legal residents of 
the US age 65 and above, some disabled people 
younger than 65, and people with end -stage renal 
disease or amyotrophic lateral sclerosis. 

Medicare functions as a payer rather than as a 
direct provider of health care, and is made up of 
four separate parts: A, B, C, and D. All Parts of 
Medicare coverage require benefi ciaries to pay 
deductibles; some stipulate cost sharing, where the 
benefi ciary pays a percentage of costs, and premi-
ums. Part A generally covers inpatient, short -term
skilled nursing care, home health, and hospice 
care, and all Medicare benefi ciaries are enrolled. 
Part B covers outpatient treatment and proce-
dures, in addition to some drug therapies given in 
a physician ’s offi ce or clinic, and is supplemental 
to Part A, with benefi ciaries paying a monthly 
premium for coverage. Part C, also known as 
Medicare Advantage, is the Medicare managed 
care benefi t. This was established in 1997 as 
part of the Balanced Budget Act. 15 Part C enrollees 
typically should not be included in pharmacoe-
pidemiologic studies because claims for Part C 
enrollees are unavailable from CMS. Approximately 
24% of Medicare benefi ciaries are enrolled in 
Medicare Advantage plans, most of which are 
health maintenance organizations (HMOs); 16 this 
varies greatly with geography based on availability 
of HMOs. 

Part D is the outpatient prescription drug cover-
age component of Medicare, which was instituted 
in 2006. It is administered by hundreds of private 
stand-alone prescription drug plans (PDPs), which 
supplement traditional fee -for -service Medicare 
(Parts A and B), as well as Medicare Advantage 
prescription drug (MA -PD) plans, which combine 
Parts A, B, and D in a managed care plan. PDP 
availability varies by state and, in 2010, a minimum 
of 41 stand -alone PDPs were available to benefi ci-
aries in all states, with over 1500 total available in 
the US, in addition to various MA -PDs.16 Each PDP 

of data requests, and providing technical assistance 
in the use of the data. Another valuable resource 
is a publication entitled Pharmaceutical Benefi ts Under 
State Medical Assistance Programs, which is published 
each year by the National Pharmaceutical Council 
(www.npcnow.org ). The Kaiser Family Foundation 
also has a website with extensive detail on Medicaid 
state plans and coverage of specifi c services ( http://
medicaidbenefi ts.kff.org/index.jsp ).

Pharmacoepidemiologic research has also been 
conducted since the early 1980s, using data 
obtained directly from individual states, including 
California,7,8 Florida, 9 Iowa, 9 Missouri, 8 New 
Jersey, 9,10 New York, 11 Oregon, 8 and Tennessee. 12

Several commercial entities also make Medicaid 
data available (e.g., Thompson Reuters Healthcare). 

Data structure of Medicaid  databases
MAX fi les contain information on benefi ciaries ’
demographics, enrollment, inpatient hospitaliza-
tions, outpatient physician visits, outpatient pre-
scription drugs, outpatient laboratory and radiology 
studies, and stays in long -term care facilities 
(i.e., nursing homes, mental health hospitals). All 
records except for demographic and enrollment 
data originate from health care providers seeking 
reimbursement for goods and services. Such records 
are called claims. Hospitalization claims exclude 
many details of the hospital stay, including drugs 
administered. Outpatient laboratory and radiology 
claims report the type of test performed, but not 
results. Diagnoses are coded in the International 
Classifi cation of Diseases, 9th Edition, Clinical 
Modifi cation (ICD9 -CM). Inpatient and outpatient 
procedures are coded in ICD -9-CM Procedure 
Codes, Common Procedure Terminology (CPT), 
Healthcare Common Procedure Coding System 
(HCPCS), or sometimes state -specifi c codes, 
depending on the state and fi le. ICD -10 will replace 
ICD-9 in the US on 1 October 2013. Drugs are 
coded according to the National Drug Code (NDC). 

Medicaid data can be linked to Medicare to 
increase capture of care for dual enrollees. 13

Such a link can be very important, since Medicaid 
utilization records can fail to document a consi-
derable proportion of care provided to dual 
enrollees.14
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Data structure of Medicare  databases
Medicare data are available in numerous fi le types 
that are linkable to each other, as well as to 
Medicaid data for dually -enrolled benefi ciaries. 
Some of these fi les contain information about 
enrollees, including date of birth, sex, address of 
residence, race, and, for decedents, death date. 
About half of the available fi les are claims -level
standard analytic fi les (SAFs), which contain data 
based on claims submitted by providers. Insti-
tutional fi le types include: inpatient, outpatient, 
skilled nursing facility, hospice, and home health 
agency SAFs. Non -institutional data on physi-
cians/ suppliers (carrier fi le), as well as durable 
medical equipment (DME), provide useful claims 
to researchers. Also available is the Medicare 
Provider and Analysis Review File (MedPAR), 
which includes inpatient and skilled nursing facil-
ity (SNF) fi nal action claims. Unlike the SAFs, 
which are structured as one record per claim, the 
MedPAR fi le groups all claims for each inpatient or 
SNF stay into one line item. This makes it much 
easier to look at an entire hospitalization. 

Of great interest to those engaged in pharma-
coepidemiologic research is the prescription drug 
fi le. Prescription drug information in Medicare is 
available in the Part D Drug Event (PDE) fi le, which 
contains one record per dispensed prescription. 
Supplementary fi les are also available which 
provide information on Part D plans, pharmacies, 
drugs, and prescribers. Demographic information 
on Part D enrollees can be seen in Table  14.1.

The coding in Medicare fi les is similar to 
Medicaid. Diagnoses are coded in ICD -9-CM; inpa-
tient and outpatient procedures are coded in a 
combination of ICD -9-CM Procedure Codes, CPT, 
and HCPCS codes, depending on the specifi c fi le. 
For example, MedPAR uses ICD -9-CM Procedures 
Codes only. Part D PDE fi les use NDCs to code 
individual drugs. 

Department of Veterans Affairs 
Health Care System 
Description of the Veterans Affairs 
The Department of Veterans Affairs (VA) was estab-
lished in 1930 as the Veterans Administration, 
when Congress authorized President Hoover to 

has its own formulary, with certain classes of drugs 
(e.g., benzodiazepines, barbiturates) excluded by 
law from all plans. 

Deductibles for Medicare benefi ciaries vary by 
type of service. For prescription drugs, in 2010, the 
standard Part D benefi ciary paid the fi rst $310 in 
prescription drug costs, with cost sharing for the 
patient being around 25% for the subsequent 
$2830 spent in a year. After that, the patient enters 
a coverage gap (also known as the “doughnut
hole”), where they are responsible for 100% of 
drug costs ($3610 in 2010), until they reach the 
catastrophic coverage threshold. 16–18 Future legisla-
tion is projected to lower drugs costs for those in 
the coverage gap, while incrementally increasing 
the threshold for benefi ciaries to enter the gap, 
with the hopes of closing the doughnut hole by 
2020.18,19 In addition, many states provide subsidy 
programs to low -income seniors to reduce out -of-
pocket expenses for prescription drugs. For 
example, the Pennsylvania Pharmaceutical Assi-
stance Contract for the Elderly (PACE) covers Part 
D premiums and provides reduced co -payments for 
low-income seniors ineligible for Medicaid. 20 In 
addition, with the expanded eligibility criteria for 
Medicaid, more Medicare recipients who fi nd 
themselves in the doughnut hole will be able to 
rely on Medicaid to cover drug costs. 

Characteristics of Medicare  recipients
In 2010, Medicare covered 47 million Americans, 
with permanently disabled adults younger than 65 
consisting of 8 million, or 17%, of Medicare recipi-
ents.16 Baseline characteristics of the Medicare pop-
ulation are presented in Table  14.1. Females, whites, 
and the elderly are over -represented. Traditional 
fee-for -service (FFS) Medicare plans have a higher 
percentage of disabled benefi ciaries under the age 
of 65, while Medicare Advantage plans have a 
higher percentage of Hispanic enrollees. 16

Sources of Medicare  data for research 
CMS is the major source of Medicare data for 
researchers. ResDAC provides assistance to aca-
demic, government, and non -profi t researchers in 
obtaining and using Medicare data. 
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demographic characteristics of VA patients, which 
differ from those of the general adult population in 
terms of age and gender. Almost 40% of veterans 
were over 65 years of age in 2009, and 92% of 
Veteran benefi ciaries are male. 

Sources of Veterans Affairs  data for research 
Access to VA data is limited to researchers employed 
by the VA (including academics with a VA appoint-
ment, either with or without pay) and their 
collaborators.

Data structure of Veterans Affairs  databases
Pharmacy data systems record drugs dispensed to 
inpatients in VA hospitals as well as outpatient pre-
scriptions dispensed by its outpatient pharmacies, 
80% of which are dispensed through the mail via 
VA’s Consolidated Mail -order Pharmacies (CMOPs). 
Drugs are recorded and classifi ed according to the 
VA Drug Classifi cation System ( http://www.pbm.va.
gov/NationalFormulary.aspx ), which is similar to 
the American Hospital Formulary Service categori-
zation of pharmaceutical products. Clinical data-
bases contain data on inpatient and outpatient 
encounters, including admissions, discharges, 
transfers, clinic visits, prescription orders, labora-
tory, radiology, surgery, and administrative services. 
Diagnoses are recorded in ICD -9, while ICD -10 will 
be used beginning in 2013. Death data are obtained 
from various sources, with cross -checks with the 
Social Security Administration Death Master File. 25

In addition to the VA administrative databases, the 
VA has several disease -specifi c registries that are 
used for patient care and research. Examples of 
conditions with existing registries include cancer, 
diabetes, HIV, and hepatitis C. The VHA also main-
tains its own adverse drug event reporting system 
(also see Chapter 10), which currently contains 
over 200 000 reports related to drugs or vaccines. 

Strengths 

Population size and length of 
follow-up
An important strength of these databases is their 
large size: 58.2 million people in Medicaid, 46.5 

“consolidate and coordinate Government activities 
affecting war veterans. ”21,22 In March 1989, VA was 
elevated to a Cabinet level Department. The 
Department of Veterans Affairs ’ Veterans Health 
Administration (VHA) is one of the largest inte-
grated health care systems in the United States, 
providing medical, surgical, and rehabilitative care 
to a diverse group of military Veterans who are 
mostly older, relatively sick, and often have multi-
ple chronic medical and/or psychiatric conditions. 
VA also provides memorial services through the VA 
National Cemetery Administration, and fi nancial 
and educational benefi ts through the Veterans 
Benefi ts Administration. In 2009, the VA health -
care system included 153 hospitals/ medical centers, 
over 1000 ambulatory care, mobile, independent, 
and community -based outpatient clinics, and 135 
nursing homes. 22 The VA health care system con-
sists of 21 regional integrated networks (Veteran 
Integrated Service Networks or VISNs). 

In contrast to the Medicaid and Medicare pro-
grams, which act exclusively as payers, the VA 
health care system is primarily a direct provider of 
health care services, funded by the US Government. 
Veterans who served in the military, as well as 
active duty Reservists and National Guard, are 
potentially eligible for VA health care. 21 Veteran 
eligibility requirements are variable and depend on 
length of military service, type of discharge, and 
time of service. 23 There are eight priority groupings 
used to rank eligibility status of veterans. The prior-
ity groups are defi ned by many factors, some of 
which include: various service -connected disabili-
ties, theaters of war, and socioeconomic status. 
While veterans receiving health care are not 
required to pay premiums for coverage, some are 
charged co -payments for certain medical services 
and outpatient prescriptions, depending on their 
priority group. 22 With minor exceptions, only pre-
scriptions written by VA prescribers and fi lled in a 
VA pharmacy are covered by the VA ’s comprehen-
sive medical care plan. 

Characteristics of Veterans Affairs  population
In 2009, approximately 5.7 million veterans were 
treated in the VA health care system, with over 4.5 
million receiving prescriptions. 24 Table  14.1 presents 



216   Part III: Sources of Data for Pharmacoepidemiologic Studies

and gaps in medication supply when compared 
with electronic medication containers that record 
when the bottle was opened, 28 which are currently 
considered the best available means of measuring 
medication ingestion in community -dwelling
patients (see Chapter 42).

In the VA, the outpatient database tracks pre-
scription medications and non -prescription medi-
cations obtained through the VA, as well as specifi c 
medical supplies. As is the case with medications 
obtained through Medicaid services, the low co -
payment, and in some instances no co -payment,
associated with VA prescriptions has resulted in a 
strong fi nancial incentive for Veterans to obtain 
their outpatient prescriptions through the VA. An 
additional advantage of the VA data is the recording 
of drugs dispensed by the pharmacy to patients 
hospitalized in VA hospitals. However, certain med-
ications (e.g., those obtained from fl oor stock and 
medications administered acutely in acute care 
areas), though recorded in the electronic medical 
records, are not accessible in the prescription data-
bases. This unavailability can be attributed to the 
way in which these medications are recorded and 
the location where the medication is provided. 

Validity of  procedure  claims
For Medicare and Medicaid, claims with codes for 
clinical procedures determine the amount of money 
paid to the health care provider. Therefore, proce-
dure records are audited to detect fraud, and would 
thus be expected to be highly accurate with regard 
to performance of that procedure. Wysowski  et al.
performed medical record validation in a Medicaid 
study that used presence of a surgical procedure 
code as part of an algorithm to identify cases of hip 
fracture.29 They found that while all of the proce-
dures billed for were actually performed, some of 
the procedures were used to correct orthopedic 
conditions other than hip fracture. 

Over -representation of  underserved
populations
Another potential strength of Medicaid is over -
representation of traditionally underrepresented 
groups. Medicaid has substantially greater numbers 

million in Medicare, and 5.7 million in the VA. 
These numbers are expected to grow with the 
extension of Medicaid benefi ts, the aging of the US 
population, and because of the current number of 
active duty military, Reservists, and National Guard 
serving in current confl icts in the Middle East. 
Because Medicaid and Medicare fi les are linkable 
to each other, benefi ciaries can be followed across 
years, even if Medicaid enrollees join Medicare. 
With Medicare and the VA, patients who enter the 
system often remain for many years, permitting 
long-term follow -up. In contrast, there is much 
greater turnover in Medicaid, limiting the ability to 
study long -term effects of drugs. 

Accuracy of pharmacy claims
Another notable strength of these data is that phar-
macy claims record what was dispensed by the 
pharmacy, which is one step closer to ingestion 
than what was prescribed, as recorded in medical 
record databases (see Chapter 15). Further, outpa-
tient prescription claims accurately record the date, 
drug, and quantity dispensed by the pharmacy. This 
is because this information determines the payment 
provided to the pharmacy, and is subject to regula-
tory audit. Thus, a validation study of Medicaid 
pharmacy claims in the early 1980s found them to 
be highly accurate. 26 Traditionally, because of low 
co-payments, patients have had a strong fi nancial 
incentive to use these programs to purchase their 
drugs instead of paying for them out -of-pocket.
This served to increase the completeness of phar-
macy claims data. However, with the recent offer-
ing of low priced (e.g., $4) generic prescriptions by 
many retail pharmacies, 27 patients and pharmacists 
may have little fi nancial incentive to report low -
cost prescriptions to the patient ’s drug benefi t plan, 
and thus some prescriptions may not be recorded 
in US claims databases. Similarly, Medicare benefi -
ciaries in the coverage gap may have little fi nancial 
incentive to have their prescriptions submitted to 
their Medicare prescription drug program, particu-
larly if they do not expect to exceed the coverage 
gap. Further, patients may not take all of the medi-
cine dispensed as directed. However, for chronically 
administered drugs, dispensing records have been 
found to accurately refl ect cumulative exposure 
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data.36 Studies using registries (see Chapter  21)
have linked to Medicare, Medicaid, and VA data to 
identify outcomes. 37–39 Medicare data can be linked 
to the Medicare Current Benefi ciary Survey 
(MCBS)40 to obtain additional information about 
the subgroup of subjects who participated in the 
MCBS. Data from Medicaid and Medicare enrollees 
admitted to a nursing home can be linked to the 
nursing home Minimum Data Set to obtain addi-
tional information, including measures of physical, 
psychological, and psychosocial functioning in 
these enrollees. 41 External data obtained on a 
subset of such linkages can be used to adjust for 
factors not recorded in the parent database 42 (see 
also Chapter 47). Of note, CMS does not permit 
data linkage using benefi ciary name and address; 
researchers can request the encrypted Bene_ID, a 
unique identifying number assigned to each benefi -
ciary in Medicaid and Medicare, to accurately link 
fi les spanning data sources, states, and years. 

Weaknesses 

Non-representativeness 
As discussed above, each of the programs des-
cribed in this chapter is unrepresentative of the 
general population in a different way. Non -
representativeness may be an important limitation 
for descriptive studies seeking to describe the 
overall population and its health care utilization. 
For example, newborn deliveries account for 40% 
of hospital admissions within Medicaid benefi ciar-
ies, but only 16% of admissions in the non -Medicaid
US population. 43 However, for etiologic studies, 
generalizability is compromised only for biologic 
relationships that vary by factors that differ between 
the studied and general populations. For example, 
Medicaid studies evaluating the gastrointestinal 
side effects of nonsteroidal anti -infl ammatory drugs 
have produced similar results to those performed 
in other populations. 44 On the other hand, studying 
groups with a high degree of comorbidity (e.g., 
Medicaid and VA benefi ciaries) may be advanta-
geous in some circumstances, such as when drug 
effects are more readily discernable in high -risk
groups. For example, cisapride was found to be 

of pregnant women, young children, and African -
Americans than other data sets. Seniors, who bear 
the greatest burden of medication -related adverse 
events, make up 86% of the Medicare population, 
40% of the VA population, and 8% of Medicaid. 
This is particularly important given that seniors are 
underrepresented in US commercial insurance 
databases (see Chapter 13).

Ability to validate outcomes
Examining the validity of diagnosis codes fre-
quently requires review of clinical records. 
Fortunately, a mechanism exists to obtain inpatient 
hospital and emergency department records cor-
responding to Medicare and Medicaid claims. 30

Using this mechanism, researchers have been able 
to obtain approximately 70 –75% of inpatient hos-
pital and emergency department records. The cost 
of obtaining medical records, however, is not 
inexpensive (approximately $150/record in 2010). 
To our knowledge, this mechanism has not been 
tried for obtaining outpatient medical or dental 
records.

One of the strengths of the VA data is the mech-
anism for obtaining primary inpatient and outpa-
tient medical records to validate outcomes. Records 
can be obtained electronically from the local health -
care system, where the medical care information is 
current and complete. 

Ability to link to external  data
In addition to the capability to link to each other, 
Medicaid and Medicare data have also been linked 
to sources of mortality data such as the Social 
Security Administration Death Master File, 31

National Death Index, 32 and state vital statistics reg-
istries.33 VA data can also be linked to Medicaid and 
Medicare and National Death Index data. Medicare 
data have also been linked to data from state phar-
maceutical assistance programs for the elderly to 
identify outcomes in enrollees of the state pro-
grams.34 Linkage to birth certifi cate data has been 
performed for studies of the effects of fetal expo-
sure to medications and for evaluations of the 
effects on newborns of policies that affect prenatal 
care.35 Drivers ’ license data and police reports of 
injurious crashes have also been linked to Medicaid 
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prescription days has been noted. 48 This would lead 
to missing data for the benefi ciaries who do not 
expect to reach catastrophic coverage, and may 
stop fi ling claims when they reach the doughnut 
hole. Researchers may also experience gaps in pre-
scription records for benefi ciaries who are paying 
out-of-pocket for prescriptions because they do not 
anticipate exceeding the plan ’s deductible. 

In Medicaid, the coverage of injectable drugs 
and adult vaccines varies by state, although cover-
age for many childhood vaccines is required by 
federal law. Whether injectable drugs are recorded 
as prescription encounters or other types of encoun-
ters also varies by state. Medicare covers the cost 
of certain adult vaccinations and their administra-
tion (e.g., infl uenza, pneumococcal pneumonia, 
hepatitis B). 

All prescriptions written by VA prescribers and 
fi lled in a VA pharmacy are covered by the VA ’s
comprehensive medical care plan. The VA National 
Formulary lists all products (drugs and supplies) 
covered under the VA medical care plan. Any agent 
not on the Formulary and approved through a 
non-formulary mechanism is also covered. Only 
drugs dispensed and released by the VA can be 
studied using the VA prescription databases and 
corresponding medical record data. The greatest 
limitation to the prescription database occurs with 
the inpatient dispensing of agents in acute care set-
tings, as described in the section Accuracy of 
Pharmacy Claims, above. 

Eligibility and data limitations
An important potential challenge for all US claims 
databases is the availability of low cost prescrip-
tions, which may reduce or eliminate incentives to 
submit prescription claims for payment. This may 
be less problematic in the low -resource populations 
using Medicaid and VA health care, but there are 
no data to confi rm that. 

When using Medicaid data, researchers may also 
experience gaps in benefi ciary records due to 
periods of ineligibility. Since Medicaid is known to 
have frequent turnover in their benefi ciaries, 
researchers must develop strategies to deal with 
this limitation. One approach to this is to use the 
Medicaid eligibility fi les. However, these fi les may 

associated with an elevated risk of ventricular 
arrhythmia in a Medicaid population 45 but not in 
two general, unselected populations. 46 Further, this 
homogeneity can sometimes assist in controlling 
for confounding, for example controlling for socio-
economic status. 

Unavailable information
Administrative and clinical data like those described 
here often lack information on many potentially 
important confounding factors, such as smoking, 
exercise, diet, environmental exposures, illegal 
drug use, alcohol use, occupation, family history, 
and use of many non -prescription drugs. Some of 
these factors can be obtained in a subset of patients 
by reviewing primary medical records to the degree 
that these factors are recorded in medical records. 
Linkages with external data sources, such as those 
described above, can also provide additional infor-
mation for all or a subset of subjects. 

Limitations in prescription  coverage
Only drugs covered by Medicare and Medicaid can 
be studied using the encounter data. A number of 
drug categories are generally not covered by the 
Medicare and Medicaid prescription drug benefi ts, 
such as agents for fertility, weight loss, hair growth, 
cosmetic effect, and over -the-counter smoking ces-
sation. Coverage of non -prescription drugs varies 
by state in Medicaid, and is not included in Medicare 
Part D. Therefore, these agents cannot be studied 
using these data. Prior approval is also required 
before reimbursing for certain drugs, such as 
human growth hormone, non -sedating antihista-
mines, and more expensive nonsteroidal anti -
infl ammatory agents. 

In Medicare, the Part D program is carried out 
by over a thousand private pharmacy benefi t plans, 
each offering a selection of formularies and cost -
sharing options. This leads to inconsistencies in 
drug availability across plans, which may limit 
which products benefi ciaries can access. The cover-
age inconsistencies and plan options have also been 
shown to be confusing to most seniors. 47 With ben-
efi ciaries paying for 100% of drug costs in the 
current coverage gap, they lack incentive to fi le 
their claim through Medicare, and a decrease in 
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ize the severity of the disease, and obtain informa-
tion on potential confounding variables not found 
in the encounter data. One potential exception is 
studies of outcomes for which encounter diagnoses 
have previously been found to be suffi ciently valid. 
Another potential exception is studies using a pro-
cedure or a prescription for a drug as the outcome 
of interest. 49

Out-of-plan care 
The lack of completeness of VA data with regard to 
health care obtained outside the VHA is an impor-
tant issue. Veteran patients can voluntarily go to 
any hospital for care. Moreover, for emergency and 
urgent conditions, Veteran patients are taken to the 
nearest hospital for care. Due to this, many acute 
conditions such as myocardial infarction, stroke, 
and severe hypoglycemic events are not captured 
as inpatient events and these important outcomes 
can be missed. For patients under the age of 65, 
these missing events must be taken into considera-
tion for any study. For studies of VA enrollees aged 
65 and above, out -of-plan medical care can often 
be identifi ed by linking VA data to Medicare data. 
Because Medicaid and Medicare reimburse health -
care providers in the private sector, out -of-plan
care is less likely to be an issue in those plans than 
in the VA. 

Particular applications

Many methodologic and applied studies have been 
performed using data from the Medicaid, Medicare, 
and VA systems. A few illustrative examples are 
presented here. 

Methodologic studies
Stürmer and colleagues used Medicaid data from 
New Jersey to compare three approaches to adjust-
ing for measured confounding variables: conven-
tional adjustment using the observed variables, 
adjustment using propensity scores (see Chapter 
47), and adjustment using disease risk scores (see 
Chapter 47).50 They found that the three methods 
all produced similar results. 

not be completely accurate. Another approach to 
reducing this potential problem is to restrict con-
sideration to time periods in which Medicaid 
encounters are present within some specifi ed 
period (e.g., 6 months) both before and after the 
person-time under study, 25,26,33,37–40 or there is evi-
dence of death. There are no data to determine 
which of these approaches is preferable. 

In both Medicaid and Medicare, there is a data 
fl ag to indicate whether or not a benefi ciary has 
been enrolled in managed care. This information 
can be used to exclude or label benefi ciaries, who 
may have eligibility fi les in the database, but for 
subjects enrolled in capitated plans, it is uncertain 
whether encounter -level information such as hos-
pitalizations and physician visits will be recorded in 
the encounter fi les. Since 1999, Medicaid has 
required states to provide CMS with encounter 
data for individuals enrolled in capitated plans. 
However, despite this requirement, encounter data 
for those enrolled in capitated plans appears to be 
incomplete in at least some states. The problem of 
missing encounter data for persons enrolled in 
capitated plans can be avoided by excluding person -
time during which the individual was enrolled in a 
capitated plan. 

In Medicare and the VA, in contrast, turnover is 
low, as benefi ciaries of both programs often remain 
enrolled once they are deemed eligible to receive 
benefi ts. 

Data validity/access to medical
records 
The validity of data on exposures, outcomes, and 
covariates is a major consideration when using any 
pre-existing data for research. It is important to 
keep in mind that these data were generated as a 
by-product of providing health care or administer-
ing health care benefi ts rather than for research 
purposes. This is true for all administrative and 
medical record databases. As a result, researchers 
need to consider whether a given research question 
can be addressed using pre -existing data. 

Our experience suggests that in each study, with 
few exceptions, investigators should obtain medical 
records in at least a sample of outcomes to confi rm 
the validity of the encounter diagnoses, character-
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steroidal anti -infl ammatory drugs and stroke, myo-
cardial infarction, and cardiovascular death. They 
found that current use of rofecoxib, valdecoxib, 
and indomethacin was associated with an increased 
risk of cardiovascular events in those without pre -
existing cardiovascular disease. 53

Ray and colleagues used Tennessee Medicaid 
data to examine the association between antipsy-
chotic drugs and risk of sudden cardiac death. 33

They found that at doses of greater than 100 mg/d
of chlorpromazine equivalents, the rate ratio for 
use of any antipsychotic drug was 2.39 (95% con-
fi dence interval [CI], 1.77 to 3.22). 33 Hennessy and 
colleagues used Medicaid data from three states to 
study the risk of a composite outcome of sudden 
death or ventricular arrhythmia in persons with 
schizophrenia who received antipsychotics. 31 The 
primary comparison was thioridazine versus 
haloperidol. They found no overall difference in 
the rate of the composite outcome, although thiori-
dazine had a higher risk of the composite outcome 
at doses of 600 mg/d or greater in chlorpromazine 
equivalents (rate ratio 2.6, 95% CI 1.0 to 6.6). A 
dose–response relationship was evident for thiori-
dazine but not for haloperidol. 31

Patrick et al. used data from Medicare and the 
Pennsylvania state pharmaceutical assistance plan 
to examine the relationship between adherence to 
bisphosphonates and fracture risk. 54 They found 
that good adherence (defi ned as 80 –100% of days 
covered; see Chapter 42) was associated with a 
22% reduction in overall fracture rate compared to 
worse adherence. 

Lambert et al. evaluated the risk of new -onset
diabetes in Veterans exposed to specifi c antipsy-
chotic agents. 55 They found that the second -
generation antipsychotic agents studied were 
associated with a higher risk of diabetes than fi rst 
generation agents. 

The future 

Because Medicaid has covered drugs and medical 
care for decades, its data have a long history of use 
in pharmacoepidemiology. Since Medicaid data 
have become available from CMS with assistance 

Hennessy and colleagues performed descriptive 
analyses to assess the integrity of data that were 
provided by a commercial vendor for six Medicaid 
programs.14 They found that prescription encoun-
ter records appeared to be intermittently missing in 
some states and that there was no valid marker for 
inpatient hospitalizations for some states. In addi-
tion, hospitalizations in those aged 65 years and 
above appeared to be missing to varying degrees in 
all states, presumably because Medicare was the 
primary payer for such hospitalizations. Mismatches 
between diagnostic and demographic information 
(e.g., female disorders in males) were rare. The 
authors recommended that whenever possible, 
descriptive analyses of the underlying administra-
tive data be used to identify potentially important 
data anomalies. 14

McKenzie and colleagues examined the validity 
of Medicaid pharmacy encounter records to esti-
mate drug use in elderly nursing home residents. 51

They found good agreement between Medicaid 
encounter records and nursing home records for 
presence or absence of drug ingestion (positive and 
negative predictive values >85%), and that doses 
recorded using the two databases correlated well 
(correlation coeffi cients from 0.66 to 0.97). 51

Schneeweiss and colleagues used Medicare data 
linked to a state pharmaceutical assistance program 
for the elderly to assess high -dimensional propen-
sity scores (see Chapter 47) as an approach to con-
trolling for measured confounding factors. 34 They 
found that high -dimensional propensity scores 
resulted in effect estimates closer to those produced 
by randomized trials than did conventional adjust-
ment by predefi ned covariates. 

Several studies have been conducted with VA 
data to assess the validity of ICD -9 codes to identify 
specifi c conditions. For example, Petersen  et al.
assessed the predictive value of myocardial infarc-
tion (MI), coronary bypass graft surgery, cardiac 
catheterization, and angioplasty. The positive pre-
dictive values of claims ranged from 90 to 100%. 52

Applied pharmacoepidemiologic
studies
Roumie et al. used Tennessee Medicaid data to 
examine the association between different non -
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50020050027I to the University of Minnesota 
School of Public Health. 
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Introduction 

Databases that contain health information can be 
divided into two broad categories: those that collect 
information for administrative purposes such as 
fi ling claims for payment, and those that serve as 
the patient ’s medical record and therefore are a 
primary means by which physicians track health 
information about their patients. Administrative 
databases (e.g., commercial insurance databases, 
described in Chapter 13, and government databases 
like Medicaid, described in Chapter 14) are main-
tained for the purpose of billing or otherwise 
administering care, rather than for the actual provi-
sion of patient care. As a result, while the number 
of patients within these databases is frequently 
large, administrative databases often fail to capture 
important information about the patient, such as 
smoking status, alcohol use, and body mass index, 
which is generally recorded in medical record data-
bases.1 Further, diagnosis codes entered for admin-
istrative rather than clinical purposes may not 
refl ect the clinician ’s view of the true clinical state 
of the patient. In contrast, information from 
medical record databases may be more likely to 
refl ect the patient ’s true clinical state, because the 
data are collected for patient care. Databases derived 

from systems where many patients receive out -of-
system care (such as the Veterans Affairs system, 
described in Chapter 14) may suffer from incom-
pleteness in the recording of diagnoses and treat-
ments, unlike closed systems such as some 
insurance or primary care medical record data-
bases, in which all of the patients ’ health -care
experiences are ostensibly captured. 

Medical record databases are longitudinal 
patient record databases that are used by health 
care providers in caring for their patients, and ano-
nymized for the purpose of research. However, the 
completeness of primary care medical record data-
bases in recording outside care should be evaluated 
rather than assumed. Further, data from medical 
record databases still require careful study to assess 
the validity of the exposure and diagnosis data. In 
addition, there may be a high proportion of missing 
or absent data for some variables of interest, such 
as smoking, alcohol use, and occupation. In this 
chapter, we focus on primary care medical record 
databases, electronic patient records taken from 
interactions with primary care givers, and in some 
cases specialists based in the outpatient setting, 
which include information on past and current 
medical problems and therapies including prescrip-
tions and other modalities. 
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The GPRD, initially called Value Added Medical 
Products (VAMP) Research Databank, provided GPs 
with software that enabled them to contribute ano-
nymized patient information to a central data-
base.13 In order to participate, GPs agreed to 
undergo training in data entry and provide a copy 
of the entire anonymous medical record to VAMP 
including photocopied (but de -identifi ed) letters 
from specialists and hospitals. Since inception, 
there have been many changes in management of 
the database. The Medicines and Healthcare prod-
ucts Regulatory Agency (MHRA) has been the 
single vendor since 2003. Since 1995, GPRD has 
used proprietary software known as Vision for 
obtaining patient information. 

The Health Improvement Network began col-
lecting data in 2002, also using Vision. THIN is a 
collaboration between Cegedim (owner of In 
Practice Systems, INPS) and Cegedim Strategic Data 
(Medical Research Company,) Ltd 14 (formerly 
EPIC). INPS disperses and supports Vision software 
whereas EPIC manages data extraction and data-
base use. GPRD and THIN collect similar informa-
tion from representative populations within the 
UK.15 Some practices participate in both THIN and 
GPRD.15 The most recent unpublished estimate 
from 2009 suggested that roughly 30% (GPRD 
internal data, not a validated fi gure) contribute to 
both databases, although this is changing as new 
practices are added to one or both databases. It is 
important to recognize that pooling results from 
both databases would be problematic given that the 
datasets are not independent. Lewis et al. used 
GPRD practices and non -GPRD practices within 
THIN to explore outcomes including colorectal 
cancer, stroke, peptic ulcer disease, myocardial inf-
arction, and relevant exposures among GPRD prac-
tices and non -GPRD practices within THIN. 
Matched case –control studies were performed for 
each of the outcomes; the investigators found that 
the GPRD and non -GPRD practices had similar 
associations and magnitude of the associations. 15

The IMS Disease Analyzer differs from GPRD and 
THIN in that data are collected from three countries 
with most of the patient records obtained from 
Germany and the UK and a smaller number from 
France. IMS Disease Analyzer also directly includes 

The medical record databases highlighted in 
this chapter include the General Practice Research 
Database (GPRD), The Health Improvement 
Network (THIN), and the Intercontinental 
Marketing Services (IMS) Disease Analyzer (previ-
ously known as Mediplus). All three are available 
for licensing by investigators in industry, govern-
ment, and academia. Other more localized 
electronic medical record databases exist but are 
less likely to be useful by themselves in phar-
macoepidemiologic research, either because of 
incomplete data collection, small populations, or 
other reasons. Therefore, they are beyond 
the scope of this chapter. GPRD and THIN are 
derived from the medical records of patients 
within the United Kingdom (UK), whereas Disease 
Analyzer contains records from France, Germany, 
and UK. These databases have been used by 
epidemiologists, and in particular pharmacoepide-
miologists, resulting in hundreds of published 
articles. While there are many similarities 
among the databases, there are also important 
differences which we describe in more detail 
(Table  15.1).

The UK has advantages for obtaining electronic 
medical records data as a “gatekeeper” system 
exists in which all patients must be registered with 
general practitioners (GP) to get “free at the point 
of care ” National Health Service (NHS) treatment. 7

Almost the entire population in the UK is registered 
with a GP 8 and most GPs have computerized 
medical records. GPs are informed of all medical 
events including secondary and tertiary care. The 
UK was the setting of the fi rst of these databases, 
GPRD, established in 1987 as a tool for conducting 
public health research. Since then, several more 
medical record databases have been developed for 
research purposes. The IMS Disease Analyzer, 
while including patients from the UK, also includes 
patients from Germany and France. Both Germany 
and France have universal health care, but patients 
frequently have additional private insurance. 
Unlike the UK, medical care in Germany and 
France is not necessarily driven by the primary care 
physicians, as patients may see a specialist without 
fi rst visiting a GP depending on their insurance 
coverage.9–12
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data from some specialist groups in Germany: car-
diologists, diabetologists, dermatologists, gynecolo-
gists, otolaryngology, neurologists, psychiatrists, 
pediatricians, urologists, and some surgeons, 
including orthopedists. 3,16

Description

Data collection and structure 
Each year, practitioners record information on 3 –5
million patients for each of these databases, account-
ing for nearly 5 –7% of the population within the 
UK in each of the databases (and 5 –7% within 
Germany in Disease Analyzer). 3,15,17–22 Practitioners 
use the electronic medical record to document infor-
mation about their patients from encounters and 
drugs prescribed. Data are extracted electronically 
from the medical record by specifi c software designed 
for this purpose, examined for completeness and 
accuracy by the database administrators, and then 
uploaded into the database in an anonymous form. 
Data are collected initially and then updated over 
differing intervals, adding information on new 
patients entering the system and updating the lon-
gitudinal profi les of existing patients. For example, 
THIN data are collected by In Practice Systems 
(INPS) electronically approximately three times per 
week. Identifi ed errors are corrected prior to the 
data becoming available to investigators. Consistency 
checks are additionally run on the THIN data server 
to ensure consecutive collections are sequential and 
complete. GPRD uses a similar approach. IMS uti-
lizes the support of cooperating software companies 
to collect data which are anonymized and then sent 
to IMS. Data are checked annually by the German 
Medical Association. All three databases abstract this 
data specifi cally for research purposes. Table  15.2 
contains a detailed list of data collected in each 
database. 

All three databases are representative of their 
respective populations in terms of age, sex, most 
diseases, and prescriptions written, meaning that 
the prevalence of these will be similar to the 
general population. In general, most regions of the 
represented countries are included, though the 
density of patients within each region in the data-

base may not represent the exact proportion of 
people living in the region. 1,17,18,34 However, the 
reported frequency of some diseases and charac-
teristics are not representative of the population. 
For example, there is variability in the recording of 
musculoskeletal diseases, including rheumatoid 
arthritis and osteoarthritis. 35 Similarly, the spec-
trum of socioeconomic status found in the data-
bases may not refl ect the true distribution in the 
country. 13,34

Researchers utilizing the databases have access 
to anonymized patient medical history including 
co-morbidities. Diagnoses and symptoms are 
entered using diagnostic codes, described below. 
Additional information can sometimes be elicited 
by reading through anonymized free text entries. 
Most free text entries are available to researchers, 
and additional records can be requested for an 
associated cost for anonymizing data, with the cost 
differing by company. 2,4,36 Some practitioners may 
still keep paper record fi les, which may include 
precomputerization records, hospital discharge 
paperwork, or consultant letters. Both GPRD and 
THIN have additional data services that will obtain 
these data, for a fee, from the GP. In THIN this 
service is called Additional Information Services 
(AIS).

Laboratory tests, blood pressure, height, and 
weight are available in all three databases to varying 
degrees. For example, in both GPRD and THIN 
laboratory data from recent years is nearly com-
plete but some older lab tests may not be available 
electronically if they were received by the GP in 
hard copy. 2 In IMS, hemoglobin A1c for diabetic 
patients is nearly complete but many other labora-
tory values are not recorded. 4 Prescriptions issued 
by the general practitioner are well captured in 
these databases, though not all prescriptions are 
linked to a diagnosis code. 

Hospitalizations, referrals, and the resulting con-
sultation letters are recorded to varying degrees 
among the databases. In GPRD, complete hospitali-
zation data (including hospital specialist consulta-
tions) in England are automatically linked to the 
patient’s record. In THIN, hospitalization data often 
depend on the GP manually entering this infor-
mation, and mainly includes discharge date and 
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family structure). 42–51 Risk factors such as smoking 
and obesity may have gaps; before 2004 these data 
were often not recorded, though after the introduc-
tion of the UK national initiative of Quality and 
Outcomes Framework (QOF), there has been a 
substantial increase in the completeness of 
recording52–56 of these and other variables. For 
example, prior to 2004, smoking was recorded for 
around 75% of patients in GPRD, whereas in a 
2007 study, it was found to be recorded in nearly 
90%.31 Additionally, software improvements and 
quality improvement initiatives over the past 5 to 
10 years have increased overall data capture. While 
overall data recording has improved, some infor-
mation may not be captured in these databases. For 
example, medications mainly given by specialists 
and over -the-counter medications may be missing. 
However, the long -term use of medications also 
available over -the-counter, such as aspirin and 
non-steroidal anti -infl ammatory drugs may be 
recorded.57 In patients over the age of 60, chroni-
cally used, non -prescription medications seem 
likely to be captured given that the NHS provides 
free access to these medications when prescribed 
by the GP. 

Data quality checks are performed by all three 
databases on ascertainment of the data at regular 
intervals on three levels as described above: (i) 
practitioner recording, (ii) data abstraction, and (iii) 
maintenance of the database. In general, each 
record is examined for presence of birth date, reg-
istration date, sex, and continuity of data recording. 
If a particular provider or practice regularly pro-
vides data in which these elements are missing, 
they will receive feedback on their performance 
and may even be dropped from the database alto-
gether. When data are uploaded or abstracted from 
the medical records, the database company per-
forms additional quality checks to make sure the 
data have been correctly uploaded or extracted. 
Patients who have transferred out of the practice 
or who have died are censored at that time but not 
removed from the database; the date of entry into 
the practice and date the patient left the practice 
are available. Finally, subsequent updates to the 
databases are verifi ed for accuracy. 1,2,7,34,36 All three 
databases undergo routine updating of the software 

discharge diagnostic code. Hospitalizations are not 
recorded in the Disease Analyzer unless the patient 
was referred to the hospital by the GP. Consultant 
letters and referrals are also not available for the 
Disease Analyzer database. Referrals are captured 
in both GPRD and THIN, although consultations 
may be obtained in the form of hard copy letters. 
Finally, components of social history such as occu-
pation are not routinely recorded. 13

All three services, though more structured in 
GPRD and THIN, allow for questionnaires directed 
toward practitioners or patients, 33,37–39 to provide 
additional information about variables that are not 
available in the database or to augment the data 
provided in the database. Fees are paid to the data-
base for administration of the questionnaire and 
practitioners receive a fee for questionnaire 
completion.

In all three databases, most data are entered 
using codes rather than free -text entries. 15,33,40,41

READ codes are a comprehensive clinical language 
developed in the UK utilizing standard alphanu-
meric codes to record patient diagnoses, symptoms, 
laboratory and radiographic tests, and processes of 
care (e.g., referrals). In the UK, Multilex codes 
encode drugs prescribed by the GP. Multilex codes 
are managed by First Data Bank, a private -sector
company. The Disease Analyzer uses READ codes 
and International Classifi cation of Disease 10th 
edition (ICD -10) codes in the UK and in the other 
two countries, and Anatomical Therapeutic 
Chemical classifi cation (ATC) codes rather than 
Multilex codes for medications in Germany and 
France.3 Creating a code list for specifi c medical 
conditions, symptoms, covariates, exposures, or 
drugs of interest to an epidemiologic study is very 
important for extracting the appropriate data from 
any of these databases. Methods for deriving such 
code lists have been described. 40

Data quality: accuracy and 
completeness
Data completeness varies among variables and 
databases. Pregnancy, family structure, mortality, 
and cause of death are variably recorded and can 
be diffi cult to ascertain or can require the use of 
complicated coding algorithms (particularly for 
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of patients with diabetes had a reported hemo-
globin A1c value in the past 15 months, as com-
pared to 87% in 1998. It is unclear whether 
reporting has also improved for diseases outside of 
the ten specifi ed above. 62 Other quality improve-
ment strategies within the UK include national 
standards for treatment of diabetes (2003) and 
heart disease (1999), incentives for cervical cytol-
ogy and immunizations (early 1990s), and wide-
spread use of audit and feedback to the GPs by 
Primary Care Trusts (1990s). 62

Access to the databases
Access to the latest versions of the databases can be 
purchased through the following administrators: 
MHRA ( www.gprd.com ), THIN ( http://csdmruk.
cegedim.com/), and Disease Analyzer ( www.
imshealth.com). Datasets can be obtained on 
CD-ROM or via online access depending on the 
version purchased. For GPRD, the highest method 
of access is the GPRD GOLD (GPRD OnLine Data), 
which provides fast query access to assemble 
cohorts and associated data for download to any 
statistical package. Alternatively, the GPRD research 
team will cut and provide data. Similarly, available 
for purchase is access to the whole THIN dataset 
under license, a subset of data from the dataset, 
or a preprocessed dataset with some data manipu-
lation. Finally, for Disease Analyzer, researchers 
can buy the software and data with monthly 
updates, preprocessed datasets, or analyzed data 
through IMS. 

Studies must be fi rst reviewed by the home 
institution’s institutional review board (IRB) and 
the ethics board of each database. Given research-
ers’ inability to identify individual patients, such 
studies often meet the criteria for IRB exemption. 
However, ethics approval must still be sought 
through the databases. For GPRD, ethics approval 
for observational studies by the Independent 
Scientifi c Advisory Committee (ISAC) is under-
taken by GPRD through a standardized application. 
Similarly, THIN studies undergo scientifi c review 
by THIN ’s Scientifi c Review Committee (SRC). 
However, if additional information will be col-
lected, ethics approval is also obtained through the 
UK’s National Health System Multi -Centre Research 

used to collect, check, transfer, and present data. 
While this chapter was being written, the UK 
National Health System was undergoing major 
changes because of new leadership. New initiatives 
to improve data recording and data quality are 
expected.

Several quality measures encourage physician 
participation and accurate data collection. 
Contributing GPs receive monetary compensation 
and training in the use of their software, and 
regular evaluation of their prescribing behavior and 
data recording. Specifi c types of compensation 
differ depending on the database. Feedback reports 
are given to recording practitioners with tips on 
improving performance and, in some cases, a 
summary of the practitioner ’s prescribing habits 
relative to similar practices or across the UK. Other 
quality measures include audits of newly added 
practices and comparison of acquired data to 
national databases (e.g., mortality, hospitalizations, 
cancer, and cardiovascular registries). 3,43,58 GPRD 
includes direct linkage to several disease registries 
and national mortality reporting. THIN employs an 
additional quality measure known as “Acceptable
Mortality Reporting ” or AMR, denoting the year in 
which mortality reporting was deemed complete 
for each practice. 34,37 GPRD assigns each practice an 
“up-to-standard” date, the year in which data 
recording for that particular practice met GPRD 
standards for both patient data and completeness 
of electronic data recording in specifi ed areas. 17

The UK NHS also has made changes in recent 
years that have affected data quality. For example, 
Pay for Performance measures instituted in 2004 
increased GP reliance on the electronic medical 
record, leading to more complete data recording, 
especially for specifi c medical conditions. 53,59,60 Pay 
for performance was designed to increase perform-
ance using 146 quality indicators for ten chronic 
diseases: asthma, cancer, chronic obstructive pul-
monary disease, coronary artery disease, diabetes, 
epilepsy, diabetes, hypertension, hypothyroidism, 
mental health, and stroke. 61 Upon entering the 
medical record to begin an encounter, yellow 
quality indicator boxes appear for completion if a 
patient has one of these diseases. 61 In 2004 –2005
under the new pay for performance program, 99% 
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Validity of  information
The validity of the information in these databases 
has been extensively studied, with the highest 
number of validation studies in GPRD followed by 
THIN, and much a smaller number in Disease 
Analyzer. This wealth of information provides a 
major advantage over other types of databases. 
Studies of agreement between recording in the 
electronic medical record and capture of data (e.g., 
prescription medications and specialist referrals) 
have been performed for some of the data-
bases.3,15,17,42,43,65 Numerous studies have validated 
a variety of outcomes and diseases. If not previ-
ously performed, validation of the desired expo-
sure and outcome to be studied should be 
performed prior to or as part of the study to ensure 
that a particular diagnostic code refl ects the 
patient’s true state. If a diagnostic code is not vali-
dated, spurious results could be obtained and the 
validity of the study compromised 15,33 (see also 
Chapter 41). In GPRD alone, 212 publications have 
reported on verifi cation of 183 diagnoses including 
a range of conditions, 17,66,67 including atrial fi brilla-
tion,68 cancer, 69 cataract, 70 chronic obstructive pul-
monary disease, 71 autism, 66 infl ammatory bowel 
disease,72 lymphoma, 73 myocardial infarction, 67

Paget’s disease, 74 rheumatoid arthritis and juvenile 
idiopathic arthritis, 75 pregnancy outcomes, 44,45 pre-
ssure ulcers, 76 psoriasis, 13,77,78 psychosis, 79 suicide, 80

and venous thromboembolism. 81 Similarly, a 
number of reports of validation studies in THIN 
have been published, including quality of cancer 
reporting,1,82 non -melanomatous skin cancer, 38

stroke, 15 peptic ulcer disease, 15,32 colon cancer, myo-
cardial infarction, 15 date of death and mortality 
reporting,37 hepatitis C virus infection, 33 and pso-
riasis.78 A few specifi c outcomes including venous 
thromboembolism83 and a general validation of 
pharmacoepidemiology and pharmacoeconomic 
studies has been performed for the IMS Disease 
Analyzer. 3 The general validation by Becher  et al.
descriptively analyzed the data available in the 
German database and compared the fi ndings to 
national statistics. The authors explored types of 
physicians in the database, several diagnoses (e.g., 
diabetes and numerous malignancies), prescribing 
behaviors, and patient insurance plans. These are a 

Ethics Committee. Approval for IMS Disease 
Analyzer studies in the UK is similar to GPRD and 
THIN, but studies in Germany require only home 
institution IRB approval. Requirements for approval 
change over time and therefore the investigator 
should check with the data vendor about approval 
requirements prior to initiating a study. The com-
panies additionally require the completion of a data 
use agreement prior to initiation of the study. 

Strengths 

Population-based data and 
sample size
Population-based studies draw subjects from the 
greater population to arrive at a sample that is 
refl ective of the source of individuals from which 
the sample was derived. 63 All three medical record 
databases allow researchers to use population -
based study designs, minimizing selection bias and 
improving the validity and generalizability of epi-
demiologic studies. In these databases, whole prac-
tices are enrolled rather than individual patients, 
although patients can opt out of having their infor-
mation used. Very few patients opt out; although 
the number is not known, it is suspected to be less 
than 0.1%. 

Population-based data sources are ideal for case –
control studies in which cases (e.g., individuals with 
disease) are all or a representative sample of all 
cases in a precisely defi ned population and controls 
are sampled randomly from the source population 
from which the cases were derived. 64 Similarly, 
population-based data allow for the design of cohort 
studies given the prospective data capture with long 
follow-up periods. As the data are largely repre-
sentative of the general population, results are gen-
eralizable to the broader population. 

Information about practices in which the 
patients are seen allows researchers to measure 
individual practice effects on health outcomes. 
Furthermore, the large number of patients with 
longitudinal follow up (millions of patients and 
millions of person -years of follow -up) allows for 
suffi cient statistical power to study many rare 
outcomes.
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patient’s history and events. Any information 
received by the GP from consultants, hospitaliza-
tions, or test results in hard copy would need to be 
manually entered into the electronic medical 
record, and thus may not be fully captured. 
Radiology and laboratory reports received in hard 
copy may not be entered in all cases (and may be 
more likely to be entered if abnormal). 

In general, much of specialist care is missing 
from these databases, as they are designed to 
capture general practitioner activity. Exceptions 
include IMS Disease Analyzer ’s capture of data 
from specialist offi ces in Germany, complete spe-
cialist information captured in the hospitalization 
data in GPRD, and the GP recording of consultation 
data in THIN and GPRD, although all consultations 
may not be recorded, particularly specialist infor-
mation during hospitalization. 42,43 In one GPRD 
study, 10% of data on specialist consultations were 
missing.42,43 These are very old estimates, however. 

Because codes for each chronic disease may not 
be repeated at each visit, episodes of care involving 
acute events may be better recorded than chronic 
diseases.13,65,87 Non -signifi cant medical events or 
medical problems that are no longer clinically 
active may not be documented. 

Limited information on patient -based socioeco-
nomic status is included in GPRD and THIN, 
although these data are not available in Disease 
Analyzer. Occupation and employment are rarely 
if ever recorded in any of the databases. THIN pro-
vides a patient -level measure of socioeconomic 
status derived from the patients ’ postal code of 
residence (around 95% of patients have this infor-
mation), whereas GPRD provides a practice -level
measure of socioeconomic status for nearly all 
practices and has recently added a patient -level
measure for 60% of patients. 

Data on confounding variables such as smoking, 
alcohol use, body mass index, and height are not 
available for all patients (see Table  15.2 for data on 
percent recording). Data on medications given 
during hospitalization, those medications restricted 
to specialist care, and hospital discharge medica-
tions may be particularly problematic (though 
patients generally only receive up to 2 weeks of 
medications upon discharge). In addition, not all 

few examples of validation studies for each of the 
three databases, but many more exist. 

Access to original medical records 
Obtaining data from the medical record allows for 
a complete overview of the patient ’s history. Most, 
if not all, data about the patient are funneled 
through the GP and therefore accessible to the 
researcher. Laboratory and radiology data are 
mostly available and therapy data are complete 
except for medications administered in the hospital 
or by specialists (e.g., chemotherapy) and over -the-
counter medications, which may be absent or vari-
ably recorded. Notably, via requests to the database 
administrators, anonymized copies of paper records, 
more detailed patient history, and consultation 
letters are obtainable, allowing researchers to verify 
information captured elsewhere or obtain addi-
tional information. However, this can be a costly 
process. Response rates for medical record requests 
have been greater than 80 –90% in published 
studies in THIN and GPRD, with the majority of 
requests being met for GPRD within 3 months. 84–86

Studies of time to receipt of questionnaire results 
have not been performed in THIN nor IMS Disease 
Analyzer. An additional benefi t in GPRD is the 
availability of original electronic medical records 
from hospitalizations, cancer registry data, and car-
diovascular registry data, and direct link to these 
data for each patient in specifi c geographical 
regions.13,17 Linkage data are currently available for 
approximately two million patients. Virtually all 
hospitalization data are thought to be captured. 
Diagnostic codes are recorded by unit clerks coding 
from the medical charts and all labs and testing 
procedures are uploaded electronically. While pub-
lications detailing validity of the hospitalization 
data are not yet available, these studies are in 
progress.

Weaknesses 

Completeness of data
As the data are derived from the patient ’s GP 
medical record, the investigator is relying on the 
GP’s complete and accurate recording of the 
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use may be required by researchers (e.g., Oracle 
Discover or SAS -based interface, database pro-
grams including Visual Dbase, Microsoft Access, 
and statistical packages Stata, SAS, and SPSS). 13

Particular applications

Medical record databases have been an abundant 
source of scientifi c data for epidemiologic and phar-
macoepidemiologic investigations and have been 
used for numerous applications including studies 
using the case –control, case crossover, self -
controlled case series, and cohort designs, signal 
detection, drug safety, health economics including 
cost effectiveness, assessment of the natural history 
of a disease, time to event analyses, and incidence 
studies. Examples of these studies are provided 
here, but comprehensive lists of studies performed 
using each database can be found on the respective 
websites. Numerous peer -reviewed manuscripts 
have been published, and many abstracts have 
been presented at international conferences using 
these three databases (greater than 700 from GPRD 
alone, over 150 in Disease Analyzer, and more than 
200 in THIN). 

Representative incidence and prevalence 
studies68,74,88–95 include shoulder complaints in UK 
primary care, 96 newly diagnosed heart failure in 
primary care, 97 bullous pemphigoid, and pemphi-
gus vulgaris. 98 Other epidemiologic studies include 
the natural history of disease (e.g., irritable bowel 
syndrome99), the risk of a particular outcome 
occurring90,100–108 (e.g., lymphoma among infl am-
matory bowel disease patients, 73 myocardial infarc-
tion in patients with psoriasis, 103 and complications 
of diabetes 109), defi ning associated conditions 76,110,111

(e.g., obesity and liver disease 112), and patterns of 
diseases or symptoms and the rate of referral 71 (e.g., 
chronic pelvic pain 113,114).

Hundreds of pharmacoepidemiologic studies 
have been published. These include studies assess-
ing risks 69,80,86,108,115–125 and outcomes 126–132 of medi-
cation (e.g., risk of myopathy and myalgias by 
statin class 120), safety and tolerability of medica-
tions,19,119,133–138 studies of medication exposure 
and pregnancy outcomes, 48,139 and reduction of 

medications are linked to a particular diagnosis. 
Around 50% are linked in Disease Analyzer and, 
while medications are not directly linked to a diag-
nosis in GPRD one can use diagnoses recorded 
during the visit when the medication was pre-
scribed. Medication compliance is often not 
recorded so notation of a prescription does not nec-
essarily mean the medication was taken. Also, pre-
scription records only capture prescriptions written 
but do not indicate which prescriptions were fi lled. 
However, in THIN and GPRD, refi lls or repeat pre-
scriptions are recorded, as the prescription is the 
payment document. New prescriptions are gener-
ated when the current refi lls have been used and 
a new record is created. 

Finally, although these are longitudinal data-
bases, patients may only be in the database for a 
few years if they transfer out of the practice or if 
the practice ceases to participate in the database. 
Thus, studies of incident exposure in which patients 
need to be followed for many years may suffer from 
loss to follow -up over time. 

Complexity and costs of computer
hardware and  software  needed
The size and complexity of these databases requires 
adequate computer hardware and software as well 
as experienced data managers. Knowledge of the 
applications used for data access and loading must 
be obtained, and stable telecommunications links 
must be available. In some cases, use of the data-
base may require 100 –200 gigabytes of disk storage, 
though this varies with the size of the database, the 
data fi elds available for review, and whether data 
are available as individual records or tables with 
summary counts for indicator variables of interest. 
As with other databases, investigators need to use 
caution interpreting dates in these databases. The 
date of any recording in the medical fi les may 
refl ect either the date of data entry, the date on 
which the observation was made or in the case of 
new registrations in general practice, dates may 
refl ect entry of data obtained from previous practi-
tioners or from previous recording systems. 
Researchers using these databases for epidemio-
logic research need to be fully aware of these issues. 
Various computer programs and knowledge of their 
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pop-up questionnaires that appear for completion 
while the GP is charting within the medical record. 
When an investigator is requesting additional 
information, this feature allows the GP to complete 
the investigator ’s questionnaire at the point of care. 
GPRD has added the ability to perform genetic 
studies allowing for collection of blood samples, 
and interventional studies in which patients are 
randomized at the point of care. GPRD is also 
developing a new data collection system for new to 
the market drugs. This system already has permis-
sion to collect full prior and future electronic data 
on patients prescribed new to the market medica-
tions for over 15% of the UK population. IMS has 
developed several new information databases over 
the past few years including IMS Contract Monitor 
which contains information regarding the volume 
of drug delivery by public pharmacies, the health 
insurance plans, and the drug manufacturers. This 
information can then be merged with patient infor-
mation from the Disease Analyzer. More develop-
ments like those mentioned here can be expected 
in the future. It is also important to note that 
studies utilizing these developments have not yet 
been published. 
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Introduction 

Non-experimental studies are an important 
approach to assess the comparative effectiveness 
and safety of medications used in hospitalized 
patients. Ideally, clinical and medication data for 
the conduct of such studies should be ample and 
accurate to provide suffi ciently precise and unbi-
ased estimates of treatment effects, and also detailed 
regarding the temporal sequence of exposures and 
events to facilitate testing of hypotheses about 
cause–effect relationships. Furthermore, if the data 
originated from diverse hospital settings, the hap-
hazard variation across settings in clinical practice 
that is not associated with patient characteristics 
could be exploited to compare the outcomes of 
similar patients who did and did not receive a given 
treatment.

The past two decades have witnessed the devel-
opment of databases containing far more detailed 
daily information regarding inpatient care than 
what has historically been contained in typical 
administrative discharge data. These augmented 
databases have changed the analytic landscape: the 
compilation of such data from multiple institutions 
into a single database affords pharmacoepidemiolo-
gists the opportunity to conduct observational 
studies of inpatients across numerous hospitals. In 
this chapter, we aim to illustrate the strengths, limi-

tations, and future prospect of these augmented 
databases by describing two illustrative examples —
the Pediatric Health Information System database 
(PHIS) and the Premier Perspective ™ Data-
base (PPD) —which have been used as the basis 
for a variety of published pharmacoepidemiologic 
studies. Although the focus of this chapter is PHIS 
and PPD, other databases such as the University 
Health System Consortium comparative database 
and the Health Facts database (Cerner Corporation, 
Kansas City, Missouri) are also available for con-
ducting pharmacoepidemiologic studies. These will 
each be discussed briefl y. 

Description

PHIS database overview
The Pediatric Health Information System (PHIS) is 
a comparative pediatric administrative database 
containing clinical and fi nancial data elements for 
over 18 million patient encounters from 43 not -for -
profi t, tertiary children ’s hospitals in the US. 
Member hospitals represent most of the major met-
ropolitan areas across the US. All hospitals submit 
inpatient cases, and 36 of the 43 submit emergency 
department, ambulatory surgery, and/or observa-
tion patients. PHIS data are updated on a quarterly 
basis and made available to each hospital through 
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within the US that contribute to the database. 
CHCA supports a number of programs designed to 
improve the quality of care for children provided 
at each of these institutions, while at the same time 
improving the fi nancial performance of each hos-
pital. The contributing hospitals account for 85% 
of all free -standing children ’s hospitals within the 
US that are registered with the National Association 
of Children ’s Hospitals and Related Institutions 
(2010 data from The National Association of 
Children’s Hospitals and Related Institutions, 
Alexandria, VA). 

PHIS data quality and accuracy
Oversight of PHIS data quality and accuracy is a 
joint effort between CHCA, Thomson Reuters 
Healthcare, and participating hospitals. Each hospi-
tal uses a uniform fi le layout created specifi cally for 
PHIS with each data element having a detailed 
defi nition. When the fi les are submitted to Thomson 
Reuters the data are processed through a series of 
data quality audits. These audits primarily check for 
valid entries (e.g., valid ICD -9-CM diagnosis codes) 
and reasonable patient information (e.g., birth 
weight). Reports are generated that will identify 
errors in the data that exceed threshold levels at a 
particular hospital and thus need to be corrected 
for actual data upload. Specifi cally, two threshold 
levels are enforced: the fi rst is the number of 
encounters from an institution that contain identi-
fi ed errors must not exceed 5%; second, the percent 
of billed charges with unmapped CTC codes must 
not exceed 2%. Error rates above either of these 
threshold values require hospitals to resubmit their 
data after errors are corrected and error rates fall 
below the threshold values. Additionally, each hos-
pital must sign off on their data submission in order 
for their data to be included into the next PHIS data 
load. Data loads are performed quarterly and data 
are de -identifi ed at the time of each upload. 

Known data quality issues are communicated to 
all PHIS data users. These data quality reports allow 
the data users to appropriately exclude data for 
data quality reasons. Many data quality issues in 
PHIS are addressed by the participating hospitals, 
which are encouraged to resubmit historical data 
to correct known data quality issues. 

a web -based reporting tool. Currently, data are 
readily available dating back to January 1, 2003, 
with archive data available from as early as 1992. 

PHIS data typically come from two primary data 
sources within the participating hospitals. From the 
hospital’s medical record system come the patient 
identifi cation, demographics, dates of service, phy-
sician identifi cation, discharge disposition, payer 
information, and up to 40 International Classifi cation 
of Diseases, Ninth Revision, Clinical Modifi cation 
(ICD-9-CM) diagnosis codes and up to 40 ICD -9-
CM procedure codes. From the hospital ’s billing 
system come everything the hospital provided and 
billed for by day of service. This resource utilization 
data includes all pharmaceuticals, laboratory tests 
(not results), imaging procedures (not results), sup-
plies, room/ nursing charges, and other ancillary 
services. To make this charge -level data compara-
ble, PHIS utilizes the Clinical Transaction Codes 
(CTC) to map each hospital ’s charge codes to a 
common classifi cation system. The CTC system is 
owned and managed by Thomson Reuters 
Healthcare, the data processing partner. 

Within PHIS each patient encounter is assigned 
a unique number. Each patient is also assigned a 
unique number. This number, a de -identifi ed 
medical record number, allows a patient to be 
tracked across multiple admissions at a particular 
hospital. Assuming that appropriate institutional 
review board approval has been obtained from the 
respective institution, a researcher can request that 
the unique identifi ers for patients admitted to their 
PHIS-affi liated institution be descrambled into the 
original medical record number. This allows for the 
possibility of performing additional chart abstrac-
tion to supplement or validate the data contained 
in PHIS. Research groups have been established in 
the past to perform chart abstractions for the same 
study across multiple centers. 1,2 The PHIS data are 
updated on a quarterly basis and made available to 
each hospital through a web -based reporting tool. 

Child Health Corporation of America 
PHIS was created and is managed by the Child 
Health Corporation of America (CHCA). CHCA 
(www.chca.com ) is owned cooperatively by the 43 
free-standing, non -competing children ’s hospitals 
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data to the allied hospital for resolution of the 
problem.

PHIS and  PPD data structure 
and elements
The PHIS and PPD databases employ different data 
structures to organize essentially the same data ele-
ments. In PHIS, data for each patient admission are 
separated into eight distinct tables (patient abstract, 
diagnoses, procedures, pharmacy, clinical resources 
such as specialty consultations, non -pharmacy
supply, laboratory testing, and radiographic 
imaging); and data within and across each table are 
linked to a specifi c admission by a unique discharge 
identifi cation number. In PPD, four major tables 
(patient abstract, billing, CPT codes, ICD -9-CM
codes) contain all data elements, with a variety of 
ancillary tables that facilitate the labeling of data 
elements.

The data elements of PHIS and PPD are mostly 
the same. While variable names and the values and 
value labels for specifi c variables differ, common 
data elements include:
• Demographic and hospitalization data :    Data
include patient age, gender, admission and dis-
charge dates, insurance providers, summary of 
hospital charges and classifi cation based on the 
all patient defi ned diagnosis -related groups 
(APR-DRG).
• Diagnoses :    Admission and discharge diagnoses 
made during a particular hospital admission are 
reported by ICD -9-CM codes. In PHIS, prior to 
2010, up to 21 distinct ICD -9 discharge diagnosis 
codes were listed for each admission; from 2010 
onward, the upper limit is 41 codes. PPD allows an 
unlimited number of discharge diagnosis codes. 
Both PHIS and PPD are preparing for the transition 
to the tenth revision for the classifi cation of dis-
charge diagnoses (ICD -10-CM) in 2013. 
• Pharmacy :    Pharmacy billing data are utilized to 
establish the generic name, formulation (e.g., 
parenteral or enteral) and dose for each medication 
ordered for a patient for each hospital day, through-
out the entire hospitalization. These billing data are 
generated from the each participating hospital ’s
master charges which are detailed lists of charge-
able items and services. 

Premier  database
Overview of Premier 
Premier ( www.premierinc.com ) is a consortium of 
US not -for -profi t hospitals and health systems, 
created and owned by an alliance of more than 200 
of these hospital and health systems. It currently 
serves more than 2300 academic medical center or 
community-owned hospitals, as well as more than 
66000 other health -care sites. Premier member 
hospitals are located across the US and range in size 
and setting from small, rural to large, inner -city
hospitals.

Premier Perspective ™ Database ( PPD)
PPD was created and continues to be managed by 
Premier, Inc. PPD compiles hospital administra-
tive data from approximately one -sixth of all 
hospitalizations in the United States. PPD repre-
sents hospitals that admit both children and 
adults.

The PPD contains information on more than 130 
million patient discharges. Since its inception in 
2000, Premier has collected and managed data 
from more than 593 hospitals. Currently, 66% of 
hospitals update their data each month, with the 
remaining hospitals updating quarterly. Data ele-
ments within each patient hospitalization record 
include demographic data, admission and discharge 
dates, admission diagnosis, all discharge diagnoses 
and procedure codes, discharge disposition, and 
extensive information regarding medication expo-
sure (based on pharmacy billing records), labora-
tory testing, as well as supplies and services 
provided. Member hospitals access Premier data via 
web-based tools. 

For most data elements, fewer than 1% of 
patient records are missing information, and key 
data elements, such as patient demographic and 
diagnostic information, have levels of missing data 
less than 0.01%. Premier member hospitals, which 
routinely generate charge and administrative data 
using a variety of coding schemes, fi rst map all data 
elements to a standard Premier nomenclature and 
then transfer these data, recoded according to the 
nomenclature standards, to Premier. Next, Premier 
initiates data quality checking, with any identifi ed 
data quality problems resulting in the return of the 
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number of FDA -approved medications but this has 
been associated with a concomitant increase in 
inpatient pharmaceutical expenditures. 7

The availability of inpatient administrative ‘plus’
databases such as PHIS and PPD can provide phar-
macoepidemiologists with an opportunity to defi ne 
and create datasets representing a large number of 
hospitalized patients from a multitude of medical 

• Procedures:    Each procedure performed for a 
patient during an admission is documented by ICD -
9-CM procedure codes in both PHIS and PPD. PPD 
also contains Current Procedural Terminology 
(CPT) codes. Similar to the pharmacy data, the 
timing of each procedure is linked to the hospital 
day on which the procedure was billed and thus 
the actual day of the procedure is known. 
• Clinical and supply :    Provision of clinical resources 
(e.g., sub -specialty consultations) and non -pharmacy 
patient supplies (e.g., serial compression devices to 
prevent venous thromboembolism) are also docu-
mented and linked to a specifi c hospital day for 
each admission. 
• Laboratory and radiologic imaging :    Every labora-
tory and radiologic study that was billed for during 
the hospitalization is documented and associated 
with the day of the hospitalization on which the 
test was ordered. Laboratory and imaging results 
are not available as a part of these databases. 
• Charges :    All drugs and test, services, and supplies 
in the databases have the corresponding charges for 
each item, along with either actual charges or cost -
to-charge ratio parameters. 

Table  16.1 provides examples of common data 
elements.

Data use agreements compliant with the Health 
Insurance Portability and Accountability Act 
(HIPAA) as well as (when applicable) institutional 
review board -approved study protocols govern the 
proper use of these data. Data from either database 
is largely freely available for query and data extrac-
tion for member hospitals, or for non -member
institutions, can be purchased at a cost dictated by 
the scope of data requested. 

Strengths 

Sample size
There are a paucity of effectiveness and safety data 
specifi c to the administration of medications and 
medical interventions to inpatients. 3,4 A signifi cant 
percentage of pediatric and adult admissions have 
been associated with either off -label or inappropri-
ate medication administration. 5,6 Fortunately, in 
recent years there has been an increase in the 

Table 16.1 Examples of data elements contained in the 
PHIS and PDD data sets 

Data type Selected data elements 

Patient
abstract

Date of birth 
Race
Gender
Admission date 
Discharge date 
APR-DRG* classifi cation 

Diagnoses Discharge diagnosis based on ICD -9-CM
codes
Order of discharge diagnoses 

Pharmacy Medications ordered 
Route of administration 
Day of administration 
Pharmacy charge 

Procedures Procedures performed based on 
ICD-9-CM codes 
Date of procedure 

Supply Supply ordered 
Day supply delivered 
Supply charge 

Laboratory Lab ordered 
Day lab delivered 
Lab charge 
Does not include actual lab results

Radiologic
imaging

Imaging procedure ordered 
Utilization of contrast media 
Day imaging procedure was ordered 
Does not include the actual results of 
imaging studies

Clinical Clinical service provided 
Day service was provided 
Charge associated with service 

*APR-DRG, all patient refi ned diagnosis related groups. 
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ers utilizing these databases are assured about the 
quality of available data and are well informed 
about the impact of missing data elements. Finally, 
although studies using these databases are per-
formed retrospectively, the actual data are collected 
in a prospective fashion independent of the study 
itself. This eliminates some of the inherent biases 
commonly identifi ed for traditional retrospective 
studies (e.g., recall bias, interview bias, or data col-
lection biases). 

Effi cient and  inexpensive
These databases are readily accessed either via a 
virtual network (PHIS) or with assistance from the 
database administrators (PHIS and PPD). By creat-
ing simple queries to the parent database a 
researcher can “collect” necessary data from years 
of admissions in a matter of hours to days. Once 
the data are obtained, additional data manipulation 
usually is necessary to establish a dataset suitable 
for analysis. For example, the data can be easily 
transformed into a time -dependent format for sur-
vival analysis. For researchers at PHIS contributing 
institutions, these data are completely free. Data 
from PPD can be purchased for a reasonable price. 
The cost of data is negotiable depending on the 
extent of the desired dataset. 

Data longevity
Both of these administrative “plus” databases have 
been collecting data for over a decade. As hospitali-
zations for individual patients can be linked over 
time, these databases afford the opportunity to 
analyze illnesses that may require frequent readmis-
sions (e.g., malignancy or autoimmune conditions). 
Furthermore, the continuous collection of data will 
allow researchers to trend the impact of certain 
illnesses from year to year (e.g., methicillin resist-
ant Staphylococcus aureus).

Weaknesses 

PHIS and PPD have two principal limitations that 
weaken the strength of inference of studies based 
on these data sources. First, the generalizability of 
study fi ndings can be questioned since the degree 

institutions across the United States (see also 
Chapter 28). PHIS alone represents 85% of all the 
freestanding children ’s hospitals in the United 
States and PPD captures approximately 15% of all 
pediatric admissions across the nation; together 
these two datasets are estimated to represent up to 
one-fi fth of all the pediatric admissions in the 
United States. PPD refl ects approximately 5% of all 
adult admissions in the United States. In an appro-
priately performed study these data can be a valu-
able primary or adjunctive resource in helping to 
defi ne the effectiveness or safety of various medica-
tions or interventions. 

Versatile  data source 
The extensive nature of these databases allows the 
researcher to be versatile in approaching various 
pharmacoepidemiologic questions. The databases 
can and have been used to evaluate the treatments 
of, and resource utilization for, various medical 
conditions that are both common and rare. 2,8,9

Because they are nationally representative, the 
data derived from PHIS and PPD also afford the 
ability to examine geographic variations in, and 
treatment of, a specifi c illness. 10 Data from either 
database can be organized in a manner that links 
admissions longitudinally for a specifi c person. 
Formatting the data in such a way allows for the 
investigation of the impact of medication exposures 
over time. Furthermore, because the pharmacy 
data and medical intervention data are documented 
for each hospital day, the timing of a particular 
intervention or medication exposure can be ascer-
tained. This knowledge of the daily exposure can 
help to establish a temporal association between an 
exposure and outcome, thus strengthening the 
implication of such an association. 

Data quality
Both PHIS and PPD have data quality oversight 
ensuring that the data uploaded from each institu-
tion meet predefi ned quality standards. In the 
event that data are missing, attempts are made to 
reconcile these missing elements. In the circum-
stance that missing data elements cannot be recon-
ciled, the data users are informed of the location 
and extent of the missing data. Therefore, research-
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Particular applications

Despite the previously discussed limitations, the 
comprehensiveness of these multicenter databases 
make them attractive options for testing clinically 
important pharmacoepidemiologic hypotheses in 
hospitalized adult and pediatric patients, hypothe-
ses that were previously limited by insuffi cient 
data. Pharmacoepidemiologists have already uti-
lized these databases to publish important fi ndings 
specifi c to the diagnosis and treatment of frequent 
and rare illnesses, variations in therapeutic prac-
tices, drug toxicity monitoring, and comparative 
effectiveness studies. Examples of both pediatric 
and adult studies for each of these categories are 
discussed below. Certainly, additional areas of 
pharmacoepidemiologic research, ranging from 
analysis of temporal trends and practice variation 
to monitoring of drug toxicity and comparative 
effectiveness evaluations of treatments, can and are 
explored in these databases as well. 

Temporal  trends of  diagnosis and 
treatment 
Activated protein  C and  sepsis
Sepsis has been and will continue to be a major 
cause of inpatient morbidity and mortality. It has 
been estimated that close to 10% of all intensive 
care unit admissions are sepsis related, that sepsis -
associated mortality ranges from 30 to 50%, and 
that the estimated annual cost for sepsis approaches 
$17 billion per year in the United States. 11–13 Given 
the mortality of sepsis, researchers and clinicians 
have attempted to identify effective therapies to 
improve outcomes. One such therapy, human 
recombinant activated protein C (APC) has been 
evaluated in various prospective trials with mixed 
results.14–16 Furthermore, these trials had raised 
concern about hemorrhagic complications from the 
APC therapy. Additional randomized controlled 
trials are being performed. However, it will be 
several years until the data from these trials are 
available, leaving clinicians without further guid-
ance on their current patients. 

Therefore, a retrospective study using the PDD 
was performed to investigate the effectiveness of 
APC in reducing in -hospital mortality due to sepsis 

to which the hospitals that contribute to either 
dataset differ from non -contributing hospitals, in 
terms of clinical practice or patient case mix, is not 
well characterized. 

Second, the validity of fi ndings may be compro-
mised because of some degree of misclassifi cation 
regarding several aspects of patient classifi cation: 
(i) disease status, since the accuracy of clinical diag-
noses, encoded as ICD -9-CM codes at the time of 
hospital discharge, cannot be readily validated 
across all hospitals, and these diagnostic codes used 
for billing may not refl ect the comprehensive set of 
clinical diagnoses that were made for a given 
patient; (ii) exposure status, since drug exposure 
data is based on billing for dispensed drugs, which 
most likely but not inevitably were administered to 
the patient; and (iii) outcome status, for the same 
reason mentioned above regarding clinical diag-
noses made during the hospitalization, as well as 
the possibility of the outcome occurring after hos-
pital discharge and the patient either being read-
mitted to another hospital or not hospitalized. 
Furthermore, exposure and outcome status may be 
subject to an ascertainment bias since hospitalized 
patients have different lengths of stay, which can 
vary across different types of hospitals, resulting in 
different durations of observation for exposures 
and for outcomes. 

The research questions that these datasets can 
address are also limited by the lack of certain data 
elements. For example, study designs could be 
improved if the results of laboratory or radiographic 
tests performed on particular days were available. 
Similarly, information regarding the precise day 
within a hospitalization on which a specifi c diag-
nosis was made or complication arose, or a reliable 
and validated measure of the severity of a patient ’s
medical condition at the time of admission to the 
hospital, would enable more sophisticated analysis 
to draw conclusions based on stronger inferences 
(note that the existing severity of illness index is 
based on diagnoses and procedures that occurred 
throughout the hospitalization and thus refl ects the 
total hospitalization course of illness). These limita-
tions, however, can be partly mitigated by review-
ing patients ’ medical records to supplement the 
database with additional information of interest. 
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treatment for VTE includes anticoagulation, which 
with the advent of fractionated low molecular 
weight heparin in the 1990s has shifted to some 
degree from warfarin to enoxaparin, but the degree 
of this therapeutic shift has not been measured. 

A study using PHIS, consisting of 41 children ’s
hospitals that contributed data continuously from 
January 2001 to December 2007, identifi ed (among 
2.9 million hospitalizations) 13 449 hospital admis-
sions of 9936 patients with one hospitalization 
associated with a VTE diagnosis and 1401 patients 
with recurrent VTE diagnoses across several hospi-
talizations.18 The annual proportion of VTE -
associated admissions between 2001 and 2007 rose 
from 34 to 58 cases per 10 000 admissions, a 70% 
increase ( p < 0.001). The upward trend was 
observed across the age spectrum (Figure 16.1a).
During the same time period, the proportion of 
patients diagnosed with VTE who received enoxa-
parin rose from 29% to 49%, while the proportion 
receiving warfarin declined slightly from 11% to 
10% ( p < 0.001 for both trends) (Figure 16.1b).
These fi ndings have focused attention on improv-
ing the prevention, diagnosis, and treatment of VTE 
in pediatric patients. 

Clinical practices variation
Henoch–Schönlein purpura ( HSP)
The most common pediatric vasculitis is HSP, and 
up to 40% of children with HSP are hospitalized to 
manage acute disease manifestations such as severe 
pain, gastrointestinal bleeding, hypertension, or 
glomerulonephritis.19 Currently, no consensus 
therapeutic guideline addresses HSP outpatient or 
inpatient management, which may include treat-
ment with corticosteroids, antihypertensives, and 
non-steroidal anti -infl ammatory drugs (NSAIDs) or 
opioids, and the performance of various laboratory 
and radiographic tests. 

A study of 36 children ’s hospitals from 2000 to 
2007 with hospitalization records contained in 
PHIS sought to assess the variation in inpatient 
therapy of children with HSP. 9 Despite controversy 
regarding the effectiveness of corticosteroids in the 
treatment of HSP, 56% of patients during an initial 
hospitalization with HSP received this class of 
drug, compared to 36% who received opioids, 

and importantly to report the rates of hemorrhagic 
complications.17 The study included a cohort of 
patients admitted to one of 404 hospitals between 
June 1, 2004 and June 30, 2006. Patients were 
deemed to have sepsis if they had an ICD -9-CM
code consistent with sepsis, were admitted to an 
intensive care unit, and received antibiotics and 
vasopressors within the fi rst 2 days of admission. 

The investigators identifi ed 33 749 patients 
meeting the study eligibility criteria of which 4.7% 
received APC in the fi rst 2 hospital days. A multi-
variable analysis including patient and hospital 
characteristics was utilized to defi ne each patient ’s
propensity to be given APC (see Chapter 47).
Subsequently, a multivariable model comparing 
patients treated and not treated with APC matched 
by propensity score was performed revealing a 
benefi t of APC on mortality (OR of 0.87 95% CI: 
0.80–0.95). Interestingly, the rates of gastrointesti-
nal bleeding, intracranial hemorrhage, and major 
transfusions were similar between those treated 
with APC as compared to those not treated. While 
it has not negated the importance of currently 
active randomized controlled trials, this well -
executed, non -randomized study has provided 
both timely and relevant data regarding the treat-
ment of sepsis in routine clinical practice. 

Venous  thromboembolism 
Venous thromboembolism (VTE), consisting of a 
blood clot in the medium or large vessel venous 
circulation, poses several health hazards, including 
potential subsequent pulmonary embolism, throm-
bophlebitis, venous stasis, and diminished central 
venous access. For the past two decades, the epide-
miology of VTE has been hypothesized to be chang-
ing, due on the one hand to increasing use of 
intravascular venous catheters in ill patients and on 
the other hand to increasing prevalence of obesity 
and use of oral contraceptive hormones. Each of 
these factors, by different mechanisms, predispose 
to the formation of VTEs. Data regarding the inci-
dence of pediatric VTE, however, were sparse, con-
sisting of two studies in Canada and the Netherlands, 
with only 3 and 2 years of data from the 1990s. 
Thus, both studies lacked any ability to detect sig-
nifi cant temporal trends. Furthermore, standard 
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     Figure 16.1     Temporal trends in diagnosis and treatment of venous thromboembolism (VTE).  Adapted from Raffi ni  
et al  .  18   with permission from the American Academy of Pediatrics.  
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  Adverse  e vent  e valuation 
  Medication  u se in  h ospitalized  e lderly 
 p atients 
 Elderly patients respond to certain medications dif-
ferently than younger patients, with either reduced 
drug effi cacy or heightened susceptibility to adverse 
effects. Consequently, particular drugs are deemed 
best to be avoided when treating geriatric patients. 

35% NSAIDs, and 11% antihypertensive drugs. 
Substantial variation in the use of these medica-
tions was evident across the hospitals (Figure  16.2 ), 
and persisted despite adjustment for case - mix dif-
ferences among hospitals. These fi ndings have 
underscored the need for additional pharmacoepi-
demiologic outcomes research to enable the formu-
lation of evidence - based practice guidelines.     

     Figure 16.2     Variation in medication use among hospitals in unadjusted and adjusted models.  Adapted from Weiss 
 et al  .  9   with permission from Elsevier.  
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neutropenia episodes. In 2007, a meta -analysis was 
published that questioned the safety of cefepime 
relative to other broad -spectrum antibiotics. The 
study pooled mostly adult randomized trials from 
various patient populations and found an increased 
risk of all -cause mortality in patients receiving 
cefepime as compared to those receiving other 
beta-lactam antibiotics. 23

These data raised signifi cant concern about the 
safety of cefepime. However, uncertainty existed 
regarding the true implications of the results 
from the meta -analysis for multiple reasons: fi rst, 
the pooled studies included patient populations 
that were heterogeneous and included primarily 
adult studies; second, for each included study 
mortality was not a primary endpoint, which called 
into question the completeness of this data point 
as the primary endpoint for the meta -analysis;
lastly, a plausible theory for the increased risk 
for mortality secondary to cefepime was not 
identifi ed. It was clear that additional data and 
analysis were needed to further evaluate the ques-
tioned association especially among pediatric 
patients.

Therefore, using the PHIS database a retrospec-
tive nationally representative homogeneous cohort 
of pediatric patients with acute myeloid leukemia 
(AML) was assembled. Children with AML were 
chosen for this analysis as they have frequent epi-
sodes of fever and neutropenia resulting in signifi -
cant exposures to broad -spectrum antibiotics such 
as cefepime. Additionally, AML unfortunately 
carries a high mortality rate, thus establishing a 
cohort with a signifi cant exposure to cefepime and 
more frequent rate of the outcome of interest 
(death). In total, 917 children in the PHIS database 
were found to have an ICD -9 code and chemo-
therapy receipt consistent with AML between 2002 
and 2006. Table  16.2 displays the demographic 
characteristics of this PHIS -created cohort in com-
parison to the demographics of a cohort of patients 
with AML enrolled in a prospective chemotherapy 
trial sponsored by the Children ’s Oncology Group. 
As the table illustrates, the two cohorts have similar 
distributions of gender, age, and race, establishing 
some external validity to the cohort created retro-
spectively via PHIS. 24

The Beers list, fi rst developed in 1991 and subse-
quently revised, identifi es such drugs to be 
avoided.20 This list has been employed by the US 
Centers for Medicare and Medicaid Services and 
the US National Committee on Quality Assurance 
for regulatory and quality of care measurement 
purposes.

Rothberg et al.21 used the PPD to identify 493 971
patients over 65 years of age (with a mean age of 
78 years) cared for in 384 hospitals from 2002 to 
2005. The study found that 49% of these inpatients 
were exposed to at least one potentially inappropri-
ate medication (PIM, as defi ned by the 2002 Beers 
list), with 6% receiving three or more PIMs. The 
most common PIMs were promethazine, diphen-
hydramine, propoxyphene, clonidine, amiodarone, 
and higher doses of lorazepam. Compared to 
internists, geriatricians were less likely to prescribe 
high-severity PIMs (AOR 0.69; 95% CI: 0.61, 0.78) 
as were hospitalists (AOR 0.90; 95% CI: 0.84, 
0.96). However, cardiologists (AOR 1.32; 95% CI: 
1.28, 1.36) and pulmonologists (AOR 1.10; 95% 
CI: 1.05, 1.15) were more likely to prescribe these 
high-severity PIMs. Of note, seven hospitals with 
more than 300 patients each had no PIMs dis-
pensed to any of their elderly patients, suggesting 
one avenue for future quality improvement efforts. 
Alternatively, targeted management of just three 
drugs (promethazine, diphenhydramine, propoxy-
phene) by hospital formularies or pharmacies 
would eliminate the use of PIMs in 24% of the 
geriatric patients. 

Death and cefepime exposure 
Cefepime is a fourth -generation cephalosporin 
antibiotic with broad -spectrum Gram -positive and 
Gram-negative activity. It is available as an intra-
venous formulation and is often used as empiric 
therapy for hospitalized patients with suspected 
bacteremia and sepsis. The administration of chem-
otherapy to children with cancer often renders 
them neutropenic with a high risk for bacterial 
infections. When a child becomes febrile during a 
period of neutropenia it is recommended that they 
be admitted to the hospital for initiation of broad -
spectrum antibiotics. 22 In many instances cefepime 
is the primary antibiotic utilized for these fever and 
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Comparative effectiveness 
Antibiotics for chronic  obstructive
pulmonary disease
It has been estimated that as many as 24 million 
United States residents suffer from chronic obstruc-
tive pulmonary disease (COPD). 27 Acute exacerba-
tions of COPD require inpatient care, resulting in 
as many 600 000 hospital admissions annually tota-
ling an estimated $20 billion in direct costs each 
year. 28 Infection is a primary contributor for such 
exacerbations. Current COPD treatment guidelines 
suggest that antibiotics be initiated at the time of 
admission in those COPD exacerbations that are 
associated with purulent sputum, an increase in 
sputum production, or an increase in dyspnea. 29–31

This recommendation for antibiotics is based on 
limited data from relatively small randomized trials, 
most of which were performed close to two decades 
ago.32

A retrospective cohort of patients hospitalized 
between January 1st, 2006 and December 31st, 
2007 for an acute exacerbation of COPD was 
assembled using the PDD. Using this cohort the 
investigators compared the effectiveness of antibi-
otics in the fi rst 2 days of admission to no antibiot-
ics in those fi rst 2 days. 27 Patients were included in 
the analysis if they were at least 40 years old, had 

After extracting all admission information for 
each patient for up to 1 year from diagnosis, a 
survival dataset was created. After adjusting in a 
Cox regression for potential confounding factors 
such as age, gender, race, severity of illness, and 
variation in proportional hazards, there were no 
identifi ed differences in all cause in -hospital mor-
tality between patients recently exposed to cefepime 
versus those exposed to ceftazidime, an antipseu-
domonal penicillin, or carbapenem. 25

The data from this study were shared with the 
US Food and Drug Administration (FDA), which at 
the time was performing a review of the results of 
the initial meta -analysis. The FDA ’s own review 
and meta -analysis did not identify an increased risk 
of death associated with cefepime. 26 The above 
study highlights the opportunities that a pharma-
coepidemiologist can capitalize on when using an 
administrative database such as PHIS. A relatively 
large cohort of children from across the United 
States with a rare illness was established in an effi -
cient time frame. Within this cohort the safety of a 
medication was then considered in a time -
dependent manner. These results had an immedi-
ate impact by providing pediatric clinicians 
reassurance in the continued use of cefepime in 
their patient population. 

Retrospective PHIS 
AML cohort 
(N = 917)

Prospective AML 
chemotherapy trial 
(N = 492)

Sex
Male (%) 513 (56%) 263 (53%) 

Age
Median (IQR) 9.2 (2.9 to 14.2) 9.6 (Not available) 
0 to less than 2 years 186 (20.3%) 107 (22%) 
2 to less than 16 
years

603 (65.8%) 318 (65%) 

Older than 16 years 128 (14.0%) 67 (14%) 

Race
White 649 (71%) 316 (64%) 
Black 119 (14%) 42 (9%) 

Table 16.2 Comparison of demographic 
variables from a pediatric AML cohort 
created retrospectively in PHIS and another 
cohort assembled in a prospective 
chemotherapy trial 24,25
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Treatment of  osteomyelitis
Osteomyelitis is a bacterial infection of the bone 
affecting one in 5000 children under the age of 13 
and accounting for as much as 1% of all pediatric 
hospitalizations.33,34 When not adequately treated, 
these infections of the bone can result in signifi cant 
disability of the affected limb. Traditionally, pro-
longed courses of intravenous antibiotics (4 –6
weeks) have been given as the standard of care for 
such infections. These prolonged courses of 
parenteral antibiotics necessitate venous access 
with some form of central venous catheter (CVC). 
Unfortunately, the use of a CVC presents a host of 
additional risks for the patient such as secondary 
infections, thrombosis, and line malfunction. These 
and other complications of CVCs were commonly 
observed in children receiving therapy for 
osteomyelitis.35

Over 30 years ago, pediatric studies suggested 
that well -absorbed, orally administered antibiotics 
could be utilized as a reasonable and less invasive 
alternative to prolonged intravenous therapy. 36,37

Based on these data some clinicians thought it rea-
sonable to treat osteomyelitis with oral antibiotics 
while others thought the aforementioned studies 
were limited in their size and lacked compelling 
evidence for similar effectiveness between enteral 
versus parenteral antibiotics. Therefore, many cli-
nicians have continued to support prolonged intra-
venous therapy as the de facto standard of care. 

In order to evaluate the comparative effective-
ness of oral versus prolonged intravenous antibiot-
ics for the treatment of osteomyelitis, the PHIS 
database was used to assemble a retrospective 
cohort of 1969 children admitted for the treatment 
of acute osteomyelitis at 29 different hospitals. 2 An 
elegantly performed statistical analysis included the 
utilization of a propensity score (see Chapter 47)
in a similar manner as discussed above to balance 
variables that may have contributed to the 
choice for route of antibiotic administration for 
each patient. There was no identifi ed difference in 
the frequency of treatment failure between the 
two treatment strategies (5% for those intrave-
nously treated versus 4% for those transitioned to 
oral therapy). Additionally, those patients given 
prolonged intravenous antibiotic therapy were 

a principal ICD -9 CM code for an acute exacerba-
tion of COPD, and did not have other infectious 
diagnoses (e.g., pneumonia, cellulitis). The primary 
outcome for the analysis was a composite measure 
of progression to mechanical ventilation, in -
hospital mortality, and readmission within 30 days 
of admission. 

The comprehensive analyses included various 
multivariable models which utilized propensity 
scores (see Chapter 47) to balance baseline meas-
ured confounders that may have contributed to the 
clinicians’ choice for starting or not starting antibi-
otics in the fi rst two hospital days. Additionally, a 
logit link generalized estimating equation exclud-
ing antibiotic status was implemented to predict the 
risk of treatment failure so that the impact of anti-
biotics could be evaluated across three strata of 
treatment failure. 

The cohort consisted of 84 621 patients, 79% of 
whom received antibiotics in the fi rst 2 hospital 
days. In the propensity and covariate adjusted 
model the resultant odds ratio was 0.87 (95% CI: 
0.82–0.92) favoring early antibiotic administration. 
This positive impact of early antibiotic use was 
most pronounced among those patients deemed to 
have the highest risk for treatment failure. 
Importantly, the presence or lack of increased 
sputum production or increase in dyspnea, as 
refl ected in the use of sputum testing, did not alter 
the point estimate. This study identifi es a poten-
tially important benefi t for early antibiotic admin-
istration in the setting of COPD exacerbation. 
Furthermore, the results suggest that in contrast to 
the recommendations contained in current guide-
lines, antibiotics may be benefi cial in all patients 
requiring hospitalization. 

Although this study cannot be considered 
equivalent to that of a large randomized, controlled 
trial the importance of its results to guiding clinical 
care should not be underestimated. This was an 
effi cient and relatively inexpensive methodological 
approach to establish a large cohort to analyze the 
utility of antibiotics for acute exacerbations of 
COPD. The statistical analysis was thorough and 
the results provide clinicians with reasonable esti-
mates of the benefi ts for early antibiotic initiation 
in this group of patients. 
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of this database to support pharmacoepidemiologic 
studies.

The future 

In their current state, both PHIS and PPD can be 
used to perform important pharmacoepidemio-
logic studies on hospitalized adult and pediatric 
patients. The future impact of these databases can, 
nevertheless, be enhanced by further work in 
several areas. 

First, the primary mechanism for identifying 
patients in the PHIS database with a specifi c com-
plaint or illness is by way of ICD -9-CM admission 
or discharge diagnosis codes. Depending on the 
illness of interest the validity of the codes may not 
be known or may be less ideal for identifi cation of 
patients. Chart abstraction can assess the accuracy 
of ICD -9-CM discharge diagnostic codes against the 
diagnoses and potential medical complications 
noted in the medical record, and test the assump-
tion that medication and procedure billing accu-
rately designates whether or not patients in fact 
received the medication or underwent the proce-
dure. Other techniques, such as evaluating whether 
patients actually received the medications often 
used to treat a particular illness, based on primary 
medical records reviews, may strengthen the ability 
to identify patients with that disease. 

Second, the data in both PHIS and PDD can be 
used to address additional important pharmacoepi-
demiologic and health research questions if the 
data are combined with other data, such as the 
results of inpatient laboratory or radiographic test 
results, patient -specifi c data from emergency 
department or ambulatory clinic encounters, or 
data regarding hospital ’s processes of care. For 
example, a study of infection control practices in 
children’s hospitals was able, by supplementing 
PHIS data with data regarding each hospital ’s level 
of use of alcohol -based hand hygiene gel (gathered 
by a survey), to demonstrate a reduced odds of 
nosocomial gastrointestinal infections (adjusted 
odds ratio: 0.64; 95% confi dence interval: 0.49, 
0.85) among children cared for in hospitals were 
the hand gel was present. 40

signifi cantly more likely to suffer a treatment -
related complication. 

Certainly, the retrospective study discussed 
above is not the equivalent of a prospective rand-
omized trial. However, the time and cost to perform 
such a trial with the resultant size of this retrospec-
tive cohort make such a study nearly impossible. 
Therefore, it is likely that such a randomized trial 
would never have been performed. This alternative 
approach has provided the pediatric medical com-
munity the necessary data that reveals that oral 
antibiotics are safer than, and at least as clinically 
effective as, prolonged intravenous therapy for the 
treatment of acute osteomyelitis. 

Other databases

Both PHIS and PPD leverage hospital administra-
tive and charge data to establish rich datasets that 
have and will continue to be used for pharmacoepi-
demiologic studies. Other databases such as Cerner ’s
Health Facts database exist and have been used for 
similar purposes. The Health Facts database is a 
proprietary one and differs from PHIS and PPD in 
that it has merged clinical data (including admis-
sion, pharmacy, and laboratory data) from the elec-
tronic medical record with hospital claims data. 
This database currently represents 100 medical 
institutions across the US. It has been used in 
execute pharmacoepidemiologic studies such as the 
comparison of the in -hospital mortality of patients 
treated with analogue bolus insulin versus human 
bolus insulin. 38 The University HealthSystem 
Consortium (UHC) comparative database repre-
sents 107 primarily adult academic medical centers 
and their affi liated hospitals. It combines adminis-
trative, clinical, and fi nancial data on each inpa-
tient admission. This database contains risk -adjusted
data that facilitates the comparison of outcomes 
between institutions. To date the published litera-
ture using this database has focused on surgical 
outcomes such as the comparison of laparoscopic 
surgery versus open surgery relative to the inci-
dence of venous thromboembolism. 39 Not all of 
the member academic institutions share their 
complete charge data so this may limit the ability 
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Third, the data from PHIS and PPD can be com-
bined (only two hospitals are contained in both 
databases) to provide sampling coverage of both 
children’s hospitals (as represented in PHIS and to 
a much lesser extent in PPD) and general hospitals 
(as represented only in PPD), thereby presenting a 
more complete and accurate representation of the 
entire realm of pediatric hospital care. 

Lastly, the same pharmacoepidemiologic ques-
tions can be applied to and analyzed using each of 
the different databases. Because each of the dis-
cussed databases represents different medical 
institutions, and thus different patient populations, 
such an approach would help to prove the 
generalizability of certain outcomes or to identify 
important differences in outcomes that may be 
attributable to variability across the types of medical 
institutions.
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Introduction 

Canada, with its population of approximately 34 
million, has a universal health -care program which, 
under the federal Canada Health Act of 1984, 
requires provinces to provide hospitalization and 
physician services without payment by the patient 
at the time of service. The administration of the 
program is under the responsibility of each of its 
ten provinces and three territories. From East to 
West the provinces, where the vast majority of 
residents are located, consist of: Newfoundland/ 
Labrador (NFLD), Prince Edward Island (PEI), 
Nova Scotia (NS), New Brunswick (NB), Quebec 
(QC), Ontario (ON), Manitoba (MB), Saskatchewan 
(SK), Alberta (AB), and British Columbia (BC). 
Drug regulation is centrally conducted through 
Health Canada, an organization under the jurisdic-
tion of the federal health ministry, but the admin-
istration of the drug coverage programs is conducted 
by the provinces and territories. Since public drug 
programs are not included in the Canada Health 
Act, the characteristics of drug coverage differ 
greatly across provinces. These in turn determine 
the nature of the study populations and the specifi c 
drugs that can be considered for pharmacoepide-
miologic studies. 

The health -services program includes physician 
visits, diagnostic tests, procedures, and hospitaliza-
tions, and covers all residents regardless of age or 
income. Physicians are paid on a fee -for -service

basis, and databases have been created in each 
province for the administration of the program. A 
small number of physicians may have all or a 
portion of their activities covered by salary, and 
hence the services they provide may not be included 
in the medical services databases. 

Prescription drug programs have been available 
for varying lengths of time in different provinces. 
Unlike coverage for physician visits, diagnostic 
tests, procedures, and hospitalizations, drug cover-
age differs across provinces, ranging from the entire 
population (e.g., universal in Saskatchewan and 
Manitoba) to specifi c segments of the population 
(e.g., elderly and welfare recipients in Ontario). In 
some provinces, the program has distinctive cover-
age features, described below. 

Within each province, three health databases 
are available: (i) medical services, (ii) hospitalizations,
and (iii) prescription drugs. The Saskatchewan data-
bases have been reviewed in an earlier edition of 
this textbook. 1 These databases are linkable through 
a unique patient identifi er that remains unchanged 
over time. In addition, it is possible to link this 
information to the demographic characteristics of 
the patients and to a variety of prescriber charac-
teristics. Additional linkage capacities are available 
through province -specifi c databases, such as regis-
tries (e.g., cancer or cardiac registries), or through 
research initiatives, which are described later in 
this chapter. Through a study commissioned by the 
Offi ce of Pharmaceuticals Management Strategies 
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elderly residents over the age of 65 as well as for 
welfare recipients. 5 In Quebec the program also 
includes the vast majority of elderly (98%) and all 
welfare recipients. 6 In addition, since drug coverage 
is mandatory in Quebec since 1997, all residents 
and their dependents who do not have access to 
private insurance plans through their employers 
are covered by the public drug program. The public 
drug program imposes a deductible and co -
payment, the amount of which depends on family 
income. In Alberta, the program also covers adults 
and children who are severely handicapped as well 
as those receiving palliative care. 7 In British 
Columbia, the public drug program was expanded 
in 2003 to cover patients with AIDS and cystic 
fi brosis as well as prescriptions dispensed in mental 
health services centers. 8 In Newfoundland/ 
Labrador, patients with growth hormone defi ciency 
are covered by the public drug program. 9 Nova 
Scotia also offers coverage for seniors, welfare, and 
patients with cancer. 10 In some provinces (e.g., 
British Columbia, Alberta, and Newfoundland/ 
Labrador), expensive drugs may be covered by the 
public drug program but the level of co -payment
depends on income, and may reach as much as 
10% of a person ’s annual net income. 9 In 
Manitoba,11 access to the public drug program 
depends on family income relative to the cost of 
drugs, and does not exceed 3.5% of a family ’s gross 
income. Saskatchewan 12 offers a drug plan to all 
residents, and co -payment also depends on annual 
income. Depending on the province, prescription 
data for subgroups of the population who are 
neither elderly nor welfare recipients may there-
fore appear either in public drug program databases 
or in private insurance databases. Such coverage 
features may affect the generalizability of fi ndings 
obtained in studies conducted in adults between 
the ages of 18 and 65. The availability of longitu-
dinal data may also be compromised by residents 
who migrate between the public and private insur-
ance programs. However, dates of membership are 
available and continuous membership in the public 
drug program may be used as a study eligibility 
criterion. Two exceptions are British Columbia and 
Manitoba. In the former, a collaborative program 
has been implemented (BC PharmaNet) under the 

(OPMS) of Health Canada (2010), an inventory of 
Canadian data sources relating to electronic infor-
mation gathered in public repositories across 
Canada was conducted, and excerpts of the report 
are summarized in this chapter. The report, entitled 
Data Sources to Support Research on Real World Drug 
Safety and Effectiveness in Canada: An Environmental 
Scan  &  Evaluation of Existing Data Elements, was pro-
duced by Yola Moride and Colleen Metge for Health 
Canada and reproduction and distribution of the 
material is with the permission of Health Canada. 2

The Canadian government is currently reform-
ing its drug regulation by the implementation of 
progressive licensing. Under this framework, the 
current point -in-time licensing system will be 
replaced by a cyclical, progressive licensing model. 
This will be achieved through “the collection, anal-
ysis, and communication of knowledge and experi-
ence about a drug throughout its life cycle ”,
including the postapproval setting. 3 This change in 
landscape has led to the creation of the Drug Safety 
and Effectiveness Network (DSEN) of the Canadian 
Institute for Health Research (CIHR), which is the 
Government of Canada ’s agency responsible for 
funding health research. The objectives of DSEN 
are “to increase the available evidence on drug 
safety and effectiveness available to regulators, 
policy-makers, health care providers and patients; 
and, to increase capacity within Canada to under-
take high -quality post -market research in this 
area.”4 In this context, a large increase in the 
number of postapproval studies is forecasted. 

This chapter provides a high -level review of the 
characteristics of the Canadian provincial data-
bases, examples of linkage capacities and studies 
conducted through these databases, as well as 
strengths and weaknesses. Criteria that may be 
considered for the selection of a Canadian database 
are also put forward. 

Description

Prescription  drug databases
Eligibility criteria for prescription drug programs 
vary greatly across provinces. For example, in 
Ontario, the drug program is universal for all 
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auspices of the Ministry of Health, which combines 
data on all prescriptions dispensed through the 
public drug program, private insurers, and out -of-
pocket.13 Essentially, all prescriptions dispensed in 
community pharmacies regardless of coverage are 
centrally recorded in BC PharmaNet. In Manitoba, 
prescriptions are also combined although not seg-
mented by private or out -of-pocket; those not 
covered by the province are designated as “non-
adjudicated”. This represents a major advantage 
over most of the other provinces where there is no 
universal drug program. However, this advantage 
is offset by restricted access policies, which are 
described below. 

In summary, the majority of the Canadian popu-
lation resides in provinces where the public drug 
program is restricted to specifi c segments of the 
population (e.g., elderly, welfare). Coverage features 
for the remainder may affect the generalizability of 
fi ndings obtained in pharmacoepidemiologic studies, 
and this issue should be addressed in studies on a 
case by case basis. The population covered by a pro-
vincial prescription drug plan is therefore a major 
criterion for the selection of a Canadian database to 
conduct pharmacoepidemiologic research. 

Prescription drug databases record all prescription 
drug dispensings received in an outpatient setting. 
Drugs obtained over -the-counter, in hospital, or in 
long-term care units are not usually included in the 
database. Drugs dispensed to nursing home resi-
dents are also included if the pharmacy where they 
acquire their prescriptions is considered to be 
community-based as opposed to institution -based.
Claims databases require that the drug be approved 
in the formulary before they can be included in the 
database. Reimbursement is under the jurisdiction 
of each province. Consequently, the date of inclu-
sion of the drugs in the formulary, and the type of 
listing (general or restricted), differs from the date 
of drug approval by Health Canada, and may vary 
across provinces. This is another important crite-
rion for the selection of a Canadian database. 

The main data elements found in the prescrip-
tion drug databases are listed in Table  17.1. Apart 
from a few exceptions, data and coding systems are 
very similar across provinces. With the exception 
of the Saskatchewan database, 1 prescribed daily 

Table 17.1 Information recorded in the prescription 
drug databases 

Common to all provincial 
databases

Specifi c to individual 
databases

Patient information

Encrypted patient 
identifi er 

Category of membership 
(e.g., welfare recipient, 
elderly, level of deductible 
as a proxy for income) 

Gender
Age: date of birth, birth 
year, age, or age group 
depending on database and 
confi dentiality procedures 

Drug information

Date of dispensing 

Drug class (AHFS *

classifi cation) 

Drug Information 
Number (DIN) †

Generic name 

Brand name 

Strength

Form of administration 

Quantity dispensed 

Prescribed duration ‡

Prescriber information

Encrypted prescriber 
information

Cost information

Unit cost 

Patient contribution 

Drug plan contribution 

Total cost, including 
dispensing fee 

*American Hospital Formulary Service. 
† Assigned by Health Canada. 
‡ Not available in Saskatchewan. 

dose may be derived directly from the quantity 
dispensed, prescribed duration, and dose per unit 
(strength). The prescribed duration may, however, 
be inaccurate for drugs taken as needed (PRN). 
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available through the database custodians, which 
may not correspond to the year of implementation 
of the public drug program. Furthermore, depend-
ing on the structure of the repository and archive 
processes, data availability for earlier years may be 
restricted. Overall, databases may be available for 
pharmacoepidemiologic research in seven prov-
inces. The three remaining provinces, all located in 
the East, account for the smallest segments of the 
Canadian population and have not been used for 
pharmacoepidemiologic research. 

It can be observed from Table  17.2 that approxi-
mately half of the databases are accessible through 
custodians located in a university setting, while the 

Indication for a drug prescription is not recorded 
in any of the databases. For each patient, the year 
of entry and exit from the drug program are avail-
able in the patient information database. This is 
important information for studies that include seg-
ments of the population whose membership in the 
drug program may be transitory, such as member-
ship based on income or access to private insurance 
programs. 

For each province, the nature and size of the 
population covered by the public drug program, the 
database custodians, as well as their year of avail-
ability are summarized in Table  17.2. Year of avail-
ability refers to the earliest date when data became 

Table 17.2 Characteristics of the population covered in the public drug database, by province 

Province Total 
population

Custodian Population
covered

Segments covered Year of 
availability

Welfare Elderly Other

Prince Edward 
Island

135000 N/A

New Brunswick 750000 N/A

Newfoundland/
Labrador

100000 DHCS* N/A ✓ ✓ Partial 2007

Nova Scotia 1 million PHRU† 150000 ✓ ✓ Partial

Quebec 7.5 million RAMQ‡ 3.3 million ✓ ✓ Partial 1997

Ontario 13 million ICES§ 1.5 million ✓ ✓ None 1990

Manitoba 800000 MCHP** 800000 ✓ ✓ ✓ 2005

Saskatchewan 1 million SK Health †† 910000 ✓ ✓ ✓ 1976

Alberta 3.5 million AHW‡‡ 374000 ✓ ✓ ✓ Restricted

British
Columbia

4 million PopDataBC§§

PharmaNet***

✓ ✓ ✓

✓

1985

(expanded
2003)

*DHCS: Department of Health and Community Services (government). 
† PHRU: Population Health Research Unit (university). 
‡ RAMQ: R égie de l ’assurance-maladie du Qu ébec (government). 
§ ICES: Institute for Clinical Evaluative Sciences (non -profi t). 
** MCHP: Manitoba Centre for Health Policy (university). 
†† SK Health: Saskatchewan Health (government). 
‡‡ AHW: Alberta Health and Wellness (government). 
§§ Population Data BC (university) (formerly available through the British Columbia Linked Health Database (BCLHD). 
*** BC Ministry of Health (government). 
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Hospitalization databases
Unlike the medical services databases, hospitaliza-
tion databases have been created for the generation 
of health statistics rather than for reimbursement 
purposes. The databases contain clinical data related 
to hospital discharges (from acute or chronic care 
units, or rehabilitation centers), and day surgeries. 
With the exception of Quebec, all provinces con-
tribute to the Discharge Abstract Database (DAD) 
maintained by the Canadian Institute for Health 
Information (CIHI). 17 The information is therefore 
homogeneous across provinces. In Quebec, the 
hospital discharge database is called Med -Echo.18

Table 17.3 Information available in the medical services 
databases

Common to all provincial 
databases

Specifi c to individual 
databases

Patient information
Encrypted patient identifi er 
Gender

Age: Date of birth, birth 
year, age, or age group 
depending on database 

Service information

Date of encounter 

Service rendered Coding systems differ 
across provinces 

Location of service 
(hospital, community clinic, 
emergency department, 
long-term care unit, etc.) 

Coding systems differ 
across provinces 

Diagnosis ICD-9 or ICD -10
depending on provinces 

Physician information

Encrypted physician 
information

Practice region (urban, rural) Category and source of 
information differs 
according to province 

Year of graduation Categories differ 
according to province 

other half are accessible through provincial govern-
ment agencies. In addition to the drug databases, 
custodians also act as a repository for other provin-
cial databases and are responsible for their linkage. 

Medical services databases
The health -care system of Canada is considered to 
be universal since it covers medical care (although 
not necessarily prescription drug coverage) for all 
residents regardless of age and income. For the 
administration of the program, each province has 
created a database which includes all claims sub-
mitted by the physicians who are paid on a fee -
for -service. All patient encounters are individually 
recorded in the database whether they are 
provided in an inpatient, outpatient, or emergency 
department setting. Data elements that are included 
in each claim and which are relevant for pharma-
coepidemiologic research are summarized in 
Table  17.3.

The nature of the information in the various 
medical services databases is similar. However, dif-
ferences exist either in the coding systems or in the 
categories provided for confi dentiality reasons (e.g., 
physician year of graduation). Practice region is 
either recorded in the database as a data element, 
such as in Saskatchewan, or must be derived indi-
rectly from the main practice setting and region 
identifi ed in a random sample of medical visits for 
a given physician. 14

Diagnostic coding depends on the province, fol-
lowing either the International Classifi cation of 
Diseases, tenth edition (ICD -10) since 2006, or the 
ICD-9-CM for those provinces that have not yet 
implemented ICD -10 (e.g., Quebec). Diagnosis is 
the only fi eld that is not mandatory for payment, 
which, as shown in the methodologic considera-
tions section below, may pose a threat in the valid-
ity of study fi ndings. Procedures are coded according 
to the Canadian Classifi cation of Diagnostic, 
Therapeutic, and Surgical Procedures. 15 The vast 
majority of claims are submitted electronically, and 
the resulting medical services claims databases are 
populated in real -time. In a few provinces, such as 
Nova Scotia, Manitoba, and British Columbia, 
mental health services, including psychotherapy, 
are also recorded in a distinct database. 16
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services received by residents of each province. 
Availability of prescription data may, however, be 
interrupted by out -of-province residency, admis-
sion to acute or long -term care units (no drug data 
available), or periods of non -eligibility in the public 
prescription drug programs due to access to private 
insurance programs, for example. Periods of non -
availability of prescription data should be taken 
into account in the conduct of studies, for example 
through use of eligibility criteria. 

These databases may be linked to other data 
sources, such as registries (see Chapter 21) or 
surveys. Technically, linkage with multiple data 
sources is feasible provided that the health insur-
ance number has been collected. Cancer or infec-
tious disease registries are available in each 
province, but many database custodians have not 
yet developed the linkage capacities with these 
other sources. An exception is Saskatchewan, 
where many studies involving linkage between the 
cancer registry and claims databases have been 
conducted.1 Some provincial database custodians, 
such as those of Ontario, Nova Scotia, and 
Manitoba, also act as a warehouse for other data-
bases. Consequently, the linkage processes are 
already in place in those provinces. 

Linkage capacities include linkage with other 
statistics or health databases, registries (e.g., cancer 
registries, vital statistics), national health surveys, 
or with database/ registries created for research or 
clinical purposes (e.g., Dalhousie Multiple Sclerosis 
Research Unit database, 19 Canadian Cardiac 
Network in Ontario 20). Although many databases 
have been identifi ed across Canada, many have not 
yet been linked to health -care databases for the 
purpose of pharmacoepidemiologic research. 

Database access and confi dentiality 
Access policies are a very important consideration 
in the selection of a database. As described below, 
some are available to academic researchers only, 
while others may be accessible by employees of the 
pharmaceutical industry also. Access may be sought 
directly from government agencies in Saskatchewan, 
Quebec, and British Columbia. For the other prov-
inces, access is sought through a repository, which 
may be an academic center (e.g., Nova Scotia, 

The information included in the hospitalization 
databases is summarized in Table  17.4.

In the hospitalization databases, diagnosis was 
coded with ICD -9-CM until 31 March, 2006, and 
with ICD -10 ever since. In the DAD database, infor-
mation on mental -health resources, cancer staging, 
and reproductive history have been added in 2009 –
2010. Unlike claims databases, the hospitalization 
databases are populated once a year and the fi scal 
year runs from April 1st to March 31st. Databases 
are typically available 6 months after the end of the 
fi scal year, at the earliest. In studies where such 
delay is unacceptable, it is possible to identify hos-
pitalizations through the location of service in the 
medical services database (physician billings). 
However, since diagnoses in the hospital discharge 
database (one principal diagnosis and up to ten 
secondary diagnoses) are abstracted from hospital 
charts by medical archivists, they are believed to be 
more reliable than the single diagnosis recorded by 
physicians on their billings. 

Linkage capacities
The medical services, hospitalization, and prescrip-
tion drug databases may be linked through a unique 
identifi er, which remains unchanged over time. 
Linkage provides a longitudinal accumulation of 
population-based information on all health -care

Table 17.4 Information available in the hospital 
discharge databases 

Patient information
Encrypted identifi er 
Gender
Age

Hospital admission information
Main diagnosis 
Secondary diagnoses 
Accident code 
Admission date 
Discharge date 
Length of stay 
Hospital identifi cation 
Patient destination (community, other hospital, 
long-term care unit, death) 
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conducted directly by database custodians than by 
external researchers. Ethics approval may also add 
a delay when the ethics committee is not located 
within the database custodian organization. For 
example, in Quebec, approval from the Information 
Privacy Commissioner must be sought prior to 
data extraction, which adds considerable delay if 
sensitive data are requested (e.g., birth date versus 
age group). There are also great differences in costs 
of extraction across provinces. A recent survey, 
which involved contacting database custodians 
with a case study, confi rmed that predicted delay 
of access includes a backlog of data requests and 
access approval, and ranges from 3 –4 months 
(Alberta, Quebec) to approximately 12 months 
(Saskatchewan).21 In practice however, delays may 
be greater and are highly variable from one request 
to another since they depend on the workload. For 
example, requests made directly to custodians that 
are government agencies typically take longer, 
since the task is in addition to other administrative 
requests, and the agencies are not dedicated exclu-
sively to research. For example, over a 1 -year
period, the Quebec database custodian (R égie de 
l’assurance-maladie du Qu ébec, RAMQ) received 
1400 data requests by researchers and other stake-
holders in the health -care system. 22

Linkage with medical charts or 
complementary sources of 
information
The variable validity of diagnostic codes recorded 
in health -care databases is a well -known threat to 
pharmacoepidemiologic studies. In many instances, 
it may be desirable to access source information, 
such as hospital or outpatient charts, in order to 
obtain clinical characteristics and validate the diag-
nosis of cases ascertained in the databases. To 
obtain claims data on patients identifi ed in a clinical 
or hospital setting is feasible, mainly through 
informed consent. However, one major barrier for 
the conduct of validation studies is the feasibility 
to link the information that appears in the claims 
databases back to the individual patient charts for 
diagnosis confi rmation. Because of data protection 
rules and regulations, this process requires 
approval from the provincial information access 

Ontario) or through a regional health board (e.g., 
Manitoba). For seven provinces (SK, QC, ON, 
BC, MB, NS, AB), health databases have been 
widely used for pharmacoepidemiologic research. 
For the remaining provinces, access is restricted 
because of absence of a common database 
custodian and/or absence of access procedures. 
Furthermore, databases from British Columbia, 
Manitoba, Newfoundland/ Labrador, and Ontario 
are not accessible by the pharmaceutical industry. 
In Ontario and Manitoba, access is restricted to 
designated researchers only. The databases from 
Saskatchewan and Quebec are accessible to all 
researchers, regardless of sector. 

Regardless of the province, a database request 
must be submitted to the custodians for review. 
Review consists of ethics approval and, for university -
based custodians, a scientifi c review as well. 

The data sets available to researchers vary 
greatly across provinces. In Saskatchewan, Quebec, 
and Nova Scotia, raw anonymized datasets are sent 
directly to the researchers. In Ontario, data must 
be analyzed in -house by a member or affi liate of 
the Institute for Clinical Evaluative Sciences (ICES). 
To maintain confi dentiality of the data, no patient, 
health-care professional (including pharmacist), or 
institution identifi ers are transmitted to research-
ers. All identifi ers are encrypted. Furthermore, in 
Quebec, to reduce the possibility of identifying a 
particular patient, only a random sample of up to 
125000 of the population eligible for a given study 
may be obtained, and no birthdates are transmit-
ted. Patient age is categorized in 5 -year intervals. 
Year of death may be obtained but exact date of 
death is not provided. The latter would be available 
through the vital statistics database. More detailed 
information may be sought, but a special request 
must be submitted to the provincial Information 
Privacy Commissioner, which adds considerable 
delay to the process. In Saskatchewan, all drugs 
that are part of the data elements required for a 
given study must be identifi ed  a priori. Data extrac-
tion does not offer the possibility to obtain all drugs 
acquired by a given patient. 

The time required for database extraction also 
varies across provinces, ranging from 10 –20 weeks 
to 1 year. Timelines are usually shorter for studies 
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of the Canadian databases are the availability of 
longitudinal population -based data on prescription 
drugs and health -care use, and most importantly 
linkage capacities with other sources of data, such 
as registries or surveys. 

Weaknesses 

The technical advantages of the Canadian data-
bases are somewhat offset by decentralization and 
the access restrictions described above. Although 
efforts to pool databases are currently ongoing in a 
number of countries, few attempts have been made 
in Canada to date. The diffi culty in accessing patient 
health records through nominal information, for 
diagnostic validation or to control for unmeasured 
confounders, is a threat to the validity of studies 
that aim at assessing the safety or effectiveness of 
a drug. 

Particular applications

Below are a few examples of studies conducted 
through linkage with various databases. Examples 
illustrate drug utilization studies, risk evaluation 
studies, and comparative effectiveness research. 

Drug utilization
Dalhousie Multiple Sclerosis Research Unit (DMSRU) 
database: the DMSRU database includes 25 years of 
clinical data and may be linked to Nova Scotia ’s
provincial data. In a study conducted by Sketris 
et al.,19 drug use and costs by seniors with multiple 
sclerosis was compared to that of all senior resi-
dents of the province. 

Through the National Rehabilitation Reporting 
System of Ontario, a study was conducted on health -
care utilization in non -traumatic and traumatic 
spinal cord injury patients using linkage with the 
Ontario Health Insurance Plan for physicians ’ fee -
for -service claims and the National Ambulatory 
Care Resource System for all visits to emergency 
departments.26

Another study compared health -care use 
before and after a workplace injury using linkage 

commissioner and, in some provinces, it may not 
be acceptable. 

Yet, some validation studies have been con-
ducted and may be found in the literature, but 
validation data are far from comprehensive. 
According to a recent review, 23 at least 18 valida-
tion studies of Canadian databases have been pub-
lished in the literature, the majority of which 
having been conducted to validate the diagnostic 
codes present in the medical services databases. 
Because the method of ascertainment of cases of 
adverse events in the database, as well as the condi-
tion under study, are very heterogeneous across 
validation studies, a quantitative synthesis of fi nd-
ings is not warranted. Furthermore, the validity of 
the diagnostic codes used in medical claims data-
bases may also vary across provinces, as they might 
depend on the pattern of health -care delivery, and 
hence billing practices. This hypothesis has not yet 
been substantiated in the literature. 

Another methodologic issue that would warrant 
access to patients or their health records is the col-
lection of data that are not present in the databases 
and that may be confounders. Indication, smoking, 
alcohol use, body mass index, and over -the-
counter drug use are examples of such potential 
unmeasured confounders. Two -stage sampling is a 
method that may be used to address unmeasured 
confounders through the collection of supple-
mentary data in a subset of individuals. This 
requires identifying patients in the claims database 
and using nominal information to access medical 
charts.24 To our knowledge, this has been done 
only through the Saskatchewan 24 and Quebec 
databases.25

Strengths 

Canadian databases have been widely used for 
pharmacoepidemiologic research. Although most 
studies found in the literature involve a limited 
number of databases, such as those from 
Saskatchewan, Ontario, Quebec, British Columbia, 
and Manitoba, as research capacity within Canada 
is expanding, one can foresee greater use of the 
other databases as well. Among the unique features 
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Canadian Pediatric End -Stage Renal Disease data-
base, a tool to perform longitudinal studies in this 
patient population. 36 This database includes all 
provinces except Quebec, which has separate 
privacy legislation. 

Other linkage capacities include health -care data-
bases with population health surveys, 37 Provincial 
Vital Statistics databases (birth, death, and cause of 
death), Canadian Reduction of Atherothrombosis 
for Continued Health (REACH) Registry, 38 Nova 
Scotia, Saskatchewan, British Columbia Cancer 
Registry (available through database custodians), 
and Ontario diabetes database. According to Jacobs 
and Yim, 39 there are many such clinical databases in 
Canada and they will be increasingly linked, but so 
far it has been uncommon. 

The future 

Medical services, hospitalizations, and prescription 
drug databases are widely available in Canada. At 
present, their potential for use in pharmacoepide-
miologic research is somewhat hampered by access 
restriction and/or delays. Great potential exist for 
linkage with complementary sources of informa-
tion such as registries. However, such registries are 
often local initiatives, with no information central-
ized in a common repository. Greater linkage 
capacities between databases and other comple-
mentary data sources would be valuable to augment 
the data sources in Canada, such as laboratory test 
results. At the present time, the Manitoba bone 
mass registry is the only provincial source of data 
on diagnostic test results. 

The fragmentation of databases across provinces 
and heterogeneity in custodians leads to a taxon-
omy of databases that is very complex. In the 
future, database access and linkage capacities will 
need to be better communicated in order to imple-
ment collaborative projects across provinces. 
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Introduction 

In this chapter we discuss pharmacy -based medical 
record linkage systems, which each have a large 
pharmacy-based dispensing database as its primary 
exposure database. This database is linked to a 
central patient router fi le, which is subsequently 
linked to outcomes databases (e.g., hospitalization, 
mortality, clinical laboratory), of which some are 
owned and governed by different organizations. 
The central patient router fi le includes unique, 
anonymized patient identifi cation numbers, which 
are used to bring together defi ned exposure and 
outcome data on patients stored in the different 
linked databases, into a single new research data-
base. This combined research database is then used 
to perform pharmacoepidemiologic studies. 

Pharmacy-based medical record linkage systems 
are best described as federated or virtual database 
networks which transparently integrate multiple 
autonomous databases into a single system in 
which data are linked using anonymized patient 
identifi cation numbers. Since the constituent data-
bases remain autonomous, these systems are an 
alternative when integrated databases are not 
available, or where stringent privacy and govern-
ance rules do not permit storage of data in a central 
repository. Access to the individual databases to 
build a new, linked dataset for scientifi c research 

then requires permission of the individual organi-
zations. In such schemes individual organizations, 
which may vary in size from a single general prac-
titioner (GP) to a large national database, have 
maximum control to comply with their own gov-
ernance rules. In Denmark, researchers can link 
several national registries using unique patient 
identifi cation numbers provided that the registries 
and laws permit such linkage. In time, these net-
works may partially ‘de-federate’ if organizations 
involved permit storage of copies or subsets (e.g., 
regional) of the autonomous databases into a new 
repository. For instance, two or more autonomous 
organizations can decide to store overlapping 
regional subsets of their databases in a new data-
base to perform pharmacoepidemiologic studies. In 
the Netherlands, hospitals, clinical laboratories, 
GPs, and pharmacists store subsets of their data-
bases to be linked for pharmacoepidemiologic 
research in the PHARMO (PHARmacoMOrbidity 
linkage system) Institute. 

Pharmacy-based medical record linkage systems 
have been established in the Nordic countries 
(Denmark, Sweden, Norway, Finland, Greenland, 
and Iceland), 1–5 Scotland, 6 and the Netherlands. 7 In 
these countries, prescriptions issued by both GPs and 
medical specialists are fi lled in community pharma-
cies. The information in these community pharmacy 
databases can be combined into a single national 
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laws and regulations that affect content, complete-
ness, and validity of the linked, autonomous data-
bases. Moreover, in most EU countries, many specifi c 
record linkage based systems are available, ranging 
from several thousand up to millions of patients, but 
are limited to a particular disease and have limited 
use for pharmacoepidemiologic research. The 
pharmacy-based medical record linkage systems in 
the Nordic countries and the Netherlands are 
remarkably similar with respect to available expo-
sure data (Table  18.1) and linked clinical outcome 
data (Table  18.2). Space restrictions preclude a 

database (e.g., the Danish National Prescription reg-
ister) or by some organizations into regional data-
bases (e.g., the Dutch PHARMO system). These 
exposure databases are then linked either with 
national registries or overlapping regional databases. 
Some of these countries ’ pharmacy -based medical 
record linkage systems are among the oldest systems 
for pharmacoepidemiologic research in Europe, 
created in the early 1990s, and have been used as 
resources for hundreds of publications. Comparison 
among these record linkage databases is highly 
complex because of country -specifi c differences in 

Table 18.1 Data available in drug exposure fi les in Denmark, Northern countries, and the Netherlands 

Record linkage system OPED*

(1990)
AUPD†

(1989)
Other northern 
countries

PHARMO‡

(1986)

Geographic area Regional Regional National Regional
Population 1.2 million 1.7 million 17 million 3.2 million 

Pharmacy
Unique identifi er YES YES YES YES
Location YES YES YES YES
Monthly updated YES YES YES YES

Dispensed drugs 
Unique identifi er YES YES YES YES
ATC code YES YES YES YES
DDD number YES YES MOST YES
Amount dispensed YES YES YES YES
Prescribed dose NO NO FREETEXT YES
Reimbursed drugs YES YES SOME YES
Non-reimbursed drugs NO NO MOST YES
Duration of use NO NO SOME YES
Dispensing date YES YES YES YES
Indication for use NO NO NO NO

Prescriber
Unique identifi er YES§ YES SOME YES
Profession** YES YES YES YES
Practice YES YES SOME YES
Date started practice YES YES SOME YES
Year of birth YES YES YES YES
Sex YES YES YES YES

* Odense University Pharmacoepidemiologic Database. 
† Aarhus University Prescription Database, Denmark. 
‡ PHARMO Record Linkage Network. 
§ PHARMO ID, after de -duplication.
** Physician, nurse, dentist, midwife. 
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Table 18.2 Linked databases in the Danish network and the PHARMO record linkage system 

Database Characteristics

Denmark PHARMO

Clinical laboratories 
http://www.pharmo.nl/ 

Test name, IUPAC test code, local analysis 
number, result, measurement unit, date or 
ordering and carrying out the analysis 
Different laboratories information system 
Population subset 
1999–2009

Test name, WCIA -test code, local analysis 
number, result, measurement unit, date or 
ordering and carrying out the analysis 
PHARMO ClinLab 
Population subset (1.2 million) 
1991–2010 (update 3 month) 

Birth registers Multiplicity (singleton, twin etc.), weight, 
length, fetal presentation, gestational age, 
Apgar scores, congenital disease, mode of 
delivery
Maternal status includes previous 
stillbirths, live birth (parity), age at 
delivery, smoking, location of birth 
Mortality
Danish Medical Birth Register 
http://www.sst.dk 

Multiplicity (singleton, twin etc.), weight, 
length, fetal presentation, gestational age, 
Apgar scores, congenital disease, mode of 
delivery Maternal status includes previous 
stillbirths, live birth (parity), age at delivery, 
smoking, location of birth Mortality 
Dutch Perinatal Registration 
http://www.perinatreg.nl 

Hospitalizations Admission/ discharge date, diagnoses 
(ICD-10), operations, surgeries (ICD -10) and 
selected in -hospital treatments 
Danish National Registry of Patients 
http://www.sst.dk 

Admission/ discharge date, diagnoses 
(ICD-10), operations and surgeries (ICD -10)
IUPAC testcode, local analysis number, result, 
measurement unit, date or ordering and 
carrying out the analysis, ID hospital or GP 
ordering the test 
Dutch Hospital Data 
http://www.dutchhospitaldata.nl/ 

Death Registry Date of death, cause of death 
Danish Registry of Causes of Death 
http://www.sst.dk 

Date of death, demographic history 
National Centre Family history 
http://www.cbg.nl/ 

Cancer Date of cancer diagnosis, method of 
verifi cation, morphology, topography, 
initial treatment, surgery, radiotherapy, 
chemotherapy, hormonal and 
immunotherapy, co -morbidity
Additional information for specifi c cancers 
http://www.sst.dk 

Date of cancer diagnosis, method of 
verifi cation, morphology, topography, initial 
treatment, surgery, radiotherapy, 
chemotherapy, hormonal and 
immunotherapy, co -morbidity at diagnosis 
Additional information for specifi c cancers 
http://www.ikcnet.nl/ 

Pathology Test date, pathological specimens, 
morphology, topography procedures, 
diagnoses
National Pathology Registration 
http://www.sst.dk 

Test date, pathological specimens 
morphology, topography, procedures, 
diagnoses
PALGA 
http://www.palga.nl 
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cate the date of birth, digits seven and eight provide 
information on region of residence, the ninth digit 
indicates sex, and the tenth digit incorporates a 
checksum to ensure the number ’s validity. A third 
method, probabilistic record linkage, is used to link 
databases and registries in the PHARMO system. 7,16

It relies on several patient characteristics to create 
identifi ers. Records from two fi les to be linked are 
grouped into record pairs, based on initial agree-
ment of date of birth and gender. Additional char-
acteristics then are added to each side of the pair, 
such as fi rst initial of surname, surname, postal 
code, name of general practitioner, name compres-
sion algorithms (e.g., Soundex code ), 17 and date of 
death. Bayesian likelihood estimations and 
learning-based rules are applied to estimate the 
likelihood that two records from two distinct 
fi les belong or do not belong to the same 
individual.12,13,18,19

All linkage approaches are susceptible to error. 
Although the use of personal identifi cation numbers 
(deterministic or semideterministic) is often 
regarded the most accurate linkage strategy, such 
numbers may have been used previously, may 
change over time, may be recorded incorrectly, or 
may be missing. 20 Validation of these linkages can 
be diffi cult because comparison with name and 
address in a sample of patients requires stringent 
protocols and permission. The semideterministic 
linkage used in the MEMO system yielded sensitiv-
ity and positive predictive values of 0.96 and 0.95, 
respectively, 6 when compared to name and address 
information in a sample of patients. A recent vali-
dation study of the linkage of cancer registrations 
to the PHARMO roster fi les confi rmed both a sen-
sitivity and specifi city of 0.98 7,21 compared to the 
name and address information of a sample of 
patients. The PHARMO record linkage system uses 
a combination of deterministic (e.g., GP data), sem-
ideterministic (e.g., clinical laboratory data), and 
probabilistic (e.g., hospital data) techniques to link 
databases to a central patient roster fi le. Probabilistic 
techniques are also used to identify duplicates in 
patient fi les from community pharmacies. Whatever 
linkage method is applied, a unique patient identi-
fi cation number is available in patient router and 
event fi les. 

detailed description of all databases that are part of 
these schemes. More detail can be found in the 
websites of the individual record linkage systems. 8,9

Therefore, as examples of pharmacy -based
medical record linkage systems, we will discuss 
the Danish OPED (Odense University Phar-
macoepidemiologic Database), the Danish AUHD 
(Aarhus University Prescription Database; 10,11

AUHD is also referred to in published literature by 
the names Pharmacoepidemiologic Prescription 
Database of North Jutland and Prescription 
Databases of North Denmark and Central Denmark 
Regions), and the Dutch PHARMO record linkage 
system.9

Description

Pharmacy-based medical record linkage systems 
have at least three types of fi les in common: a 
patient router fi le containing the characteristics of 
patients in the catchment population; a pharmacy -
based drug exposure registry; and one or more 
linked clinical registries obtained from other organ-
izations or health professionals. The exposure and 
clinical registries are linked to the patient router fi le 
using a variety of record linkage methods. Below, 
we fi rst discuss the methods used to link the differ-
ent databases. Then we discuss the linked outcomes 
databases.

Record  linkage
At least three methods are used to link different 
patient-based databases. 12–14 The most straightfor-
ward is a deterministic linkage, based on unique 
personal identifi cation numbers used across multi-
ple systems. This is the main linkage method for 
the OPED and AUPD databases in Denmark and 
can also be used for the entire population of 
Denmark.5 Alternatively, in the absence of unique 
personal identifi cation numbers, a sequence of 
patient characteristics can be used to construct a 
unique, semideterministic linkage key. The 
Medicine Monitoring Unit (MEMO) database 15 in 
the Tayside region of Scotland uses such a key —the
Community Health Index (CHI) number. This is a 
ten-digit integer, in which the fi rst six digits indi-
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These databases typically use the Anatomical 
Therapeutic Chemical (ATC) coding system (see 
Chapter 24) to code drugs. 

However, some important national and regional 
differences should be noted. In the Danish 
Government Statistical Offi ce, a nationwide pre-
scription database has been available since the 
2004, regardless of reimbursement status, but all 
analyses must be made on their server, with no 
access to the civil registration number. Registration 
in the regional Danish prescription databases 
depends on reimbursement status, and hence data 
on sedatives, hypnotics, oral contraceptives, and 
laxatives are incomplete. The Dutch PHARMO 
database is not restricted to reimbursed drugs, but 
also contains information on non -reimbursed
drugs, homeopathic drugs, and herbal remedies, as 
well as some medical devices (e.g., blood glucose 
monitors), urinary incontinence pads, and other 
non-pharmaceutical products. The PHARMO data-
base also includes dosage instructions and well as 
the legend defi ning duration of use. Recording of 
the exact legend for duration of use is important 
for pharmacists ’ medication surveillance routines. 
No database includes the reason for prescribing 
(i.e., therapeutic indication for the drug) in the 
dispensing records. However, in the PHARMO 
record linkage network, the indication for a sample 
of dispensed drugs can be ascertained or inferred 
through linkage to medical records. 

The PHARMO Institute also holds a database of 
in-hospital drug exposures since 2000 from 12 out 
of 80 hospital pharmacies in the Netherlands, 
within a total catchment population of 2.5 million. 
The 12 hospitals record all medication orders for 
patients during their hospital stays. Data for 
approximately 1 million of these 2.5 million hospi-
talized patients are linked to the PHARMO patient 
router fi les. Coding problems may occur with in -
hospital drugs that are compounded specifi cally for 
individual patients (mainly cancer treatments), 
requiring extra coding via chart abstraction in hos-
pital pharmacies. Inpatient medication data are 
used primarily to identify drugs dispensed to treat 
cancer and infectious diseases, and to study differ-
ences between hospital -based and community 
drug use. 21 A similar population database is being 

Patient router fi les 
A patient router fi le, in which all patients have a 
unique identifi cation number, represents essen-
tially all inhabitants of a population in a defi ned 
geographic area, such as a region or country. Patient 
router fi les typically include a unique personal 
identifi er, year of birth, gender, and place of resi-
dence, and serve as a router pointing to the fi les 
where exposure and clinical histories are stored. 
Patients may enter the population by birth or 
immigration, and may depart from the population 
through death or emigration. In Denmark, infor-
mation regarding date of birth and date of death is 
available from the Civil Registration System (CRS). 
In the Netherlands this information is obtained 
through linkage to birth or death registries. The 
time periods between date of entry into and date 
of exit from the catchment area are defi ned as the 
“event eligible ” periods for individual patients. 
Within these eligible periods, cohorts can be 
extracted based on defi ned events (e.g., exposure, 
outcomes) or particular patient characteristics (e.g., 
age). Follow -up almost always ends with death or 
end of the registration period, if not otherwise 
specifi ed. Changes in health care in recent years 
have led patients to shop among community 
pharmacies, creating the need to identify duplicate 
patients and to defi ne new unique patient 
numbers.16

Exposure  databases
Community pharmacies are the source of exposure 
information in pharmacy -based medical record 
linkage systems. 1,10 In both Denmark and the 
Netherlands, for example, drugs prescribed by GPs, 
medical specialists, or others with a prescribing 
license have to be fi lled in community pharmacies. 
In response to fi nancial and other incentives, most 
patients have designated a single pharmacy to fi ll 
all their prescriptions. The PHARMO pharmacy 
database holds dispensing information going back 
to 1986; OPED began collecting data in 1990 and 
AUPD in 1989. There are about 1600 community 
pharmacies in the Netherlands and 300 in Denmark. 
Prescriptions originating from the primary health -
care sector account for approximately 96% of the 
total volume of medicinal product sales in Denmark. 
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Data are collected from individual laboratories, 
including all clinical tests ordered by GPs and hos-
pitals. Orders for tests and test results are commu-
nicated electronically between GPs and hospitals. 
Individual laboratories in Northern Denmark and 
in the PHARMO region use different software 
systems. In the Netherlands data are standardized, 
coded, and cleaned in the PHARMO Institute, and 
in Denmark this process takes place in the 
Department of Clinical Epidemiology, Aarhus 
University Hospital. For each study, permission 
must be obtained from the PHARMO network 
or Aarhus University Hospital to access the 
databases.

The PHARMO database includes data on more 
than 500 different hematological and serological 
tests for more than 2.3 million patients, of whom 
1.2 million overlap and are linked to the PHARMO 
roster fi les. Data are updated every 3 months. In 
Denmark, the population covered by the laboratory 
database is located in a well -defi ned geographical 
area representing approximately 30% of the popu-
lation. Data completeness has not been fully 
assessed for the early years (1990s) of the Danish 
laboratory database, but it is considered complete 
from January 1, 1999 through December 31, 2009. 
A limitation of most laboratory tests is that they are 
performed because of clinical suspicion of a particu-
lar disease. On the other hand, some tests related 
to diabetes, asthma, chronic obstructive pulmonary 
disease, and cardiovascular treatment are part of 
standardized diagnostic treatment regimens intro-
duced in 2006. For these diseases, GPs are reim-
bursed according to a fi xed payment for the 
condition, and these tests are performed at least 
once each year for the majority of patients. These 
tests include lipid and glycosylated hemoglobin 
(HbA1c) levels in patients with diabetes. Non -
laboratory measurements include blood pressure, 
smoking status, body mass index, and results of 
fundoscopic examinations. At the PHARMO 
Institute, some test results are recorded in a 
function test database (e.g., blood pressure, electro-
cardiograms [ECGs], forced expiratory volume in 
1 second, fundoscopic examinations, and 
microfi lament assessments), and are available for 
research.

established in Denmark using electronic patient 
fi les. Currently, it is limited to a few drug products. 
However, since 1999, the most expensive inpatient 
treatments (for instance, biological treatments) and 
some intravenous treatments have been recorded 
in the Danish National Registry of Patients. Hospital 
databases present many challenges, especially with 
respect to identifi cation and coding of dispensed 
products.

Hospitalizations
Denmark has a registry containing information on 
hospitalized patients since 1977 and the Netherlands 
has had a similar registry since 1963. They com-
pletely cover the period for which drug exposure 
information is available, and include all clinical dis-
charge diagnoses. In Denmark, diagnoses are coded 
using either the International Classifi cation of Diseases,
8th edition (ICD -8) or 10th edition (ICD -10) systems. 
In the PHARMO region, discharge diagnoses are 
coded using ICD -9-CM (clinical modifi cation). 
Denmark’s hospital registry also includes informa-
tion on visits to emergency departments and out-
patient hospital clinics since 1995. In the 
Netherlands, the hospital registry will be converted 
to a new database over the next few years, coded 
according to the ICD -10 system, and also will 
include information on visits to outpatient clinics 
and emergency units. Both the Denmark and 
Dutch hospital databases include information on 
more than ten discharge diagnoses and procedures 
per hospitalization, but are incomplete regarding 
non-invasive diagnostic procedures such as mag-
netic resonance imaging and computed tomogra-
phy. In Denmark and the Netherlands, physicians 
code medical treatments and surgeons code surgi-
cal procedures. Trained coding specialists in the 
hospitals check the data and enter them into 
the system. Data are updated and uploaded from 
the hospitals to the national registries monthly in 
Denmark and annually in the Netherlands and are 
available after control procedures are completed. 

Clinical laboratory data
Both the PHARMO record linkage system and the 
Danish databases have access to laboratory results. 
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Eindhoven Cancer Registry records include basal 
cell carcinomas and co -morbidity data at the time 
of fi rst occurrence of a cancer. 

Birth registry,  maternal  linkage,
and death
The National Perinatal Registration (PRN) 
program in the Netherlands (PHARMO) and the 
Medical Birth Registry in Denmark were estab-
lished for surveillance of birth rates and other 
factors related to birth. Since 1973, the Danish 
Medical Birth Registry has stored prospectively 
collected information on all live births and still-
births, including the personal identifi cation 
numbers of both infant and mother. Other 
variables are maternal age, body mass index, 
maternal smoking status during pregnancy, preg-
nancy complications, and infant characteristics. 
Both the PRN database and the Danish Medical 
Birth Registry are used for research purposes. 
Linkage of these registries to the core pharmacy 
databases permits study of drug teratogenicity, 
delivery complications, and maternal diseases, as 
well as short -term and long -term consequences 
to children of in utero drug exposure. Another 
benefi t is left -censoring of patient router fi les. 
This is particularly important for the PHARMO 
database because the linkage process indicates 
whether children are born in the PHARMO catch-
ment area or elsewhere. In the PHARMO system, 
linkage of maternal drug use and children ’s
health is limited to the time when children live 
with their parents, but in Denmark all family rela-
tions can be identifi ed since 1968. In contrast, 
use of the civil personal registration number in 
Danish registries allows very long -term follow -up
of infants and mothers. Both the Dutch and Danish 
databases cover all births delivered at home or in 
the hospital. Mortality statistics are available 
and coded in the patient router fi les through 
linkage to national vital statistics databases in 
Denmark, and through linkage to the genealogy 
database in the Netherlands. The PHARMO system 
is by law not allowed to link to the registry of cause 
of death. Both registries allow researchers to study 
all-cause death, and to censor subjects at the time 
of death. 

Pathological fi ndings 
In both countries, clinical pathology data are trans-
ferred by national organizations into a national 
pathology registry. In Denmark, pathology data 
have been used for research and measurement of 
quality in diagnostics and treatment since 1997. In 
the Netherlands, the Pathological Anatomy 
National Automated Archive (PALGA) register is a 
central depository of pathological fi ndings used in 
routine daily practice. Excerpts of pathological 
fi ndings are anonymized, and an excerpt of the 
complete dataset is stored in a National research 
database, accessible to researchers upon request. 
The PALGA network includes data from all 64 
histopathology and cytopathology laboratories in 
the Netherlands, with a continuously expanding 
automated archive of excerpts of pathology 
reports (currently about 42 million excerpts on 
nearly 10 million patients since 1991. 22 In both 
Denmark and the Netherlands, the pathology data-
bases are used to assess the quality of cancer 
registrations, and to identify and alert cancer reg-
istries about new cases. Pathology in Denmark is 
coded according to the Systemized Nomenclature 
of Medicine (SNOMED); a classifi cation system 
comparable in scope to SNOMED is used in the 
Netherlands.

Cancer registries
In Denmark and the Netherlands, national organi-
zations and governments have established cancer 
registries to collect data on incident cancers. In both 
countries, registries are based on notifi cation forms 
completed at the hospital level. In the Netherlands, 
trained staff members from one of the regional 
cancer centers visit hospitals to abstract informa-
tion from medical records onto specifi c data forms. 
The PHARMO record linkage system is restricted to 
the Eindhoven Cancer Registry (IKZ), which covers 
a catchment area of approximately 2 million 
patients; to date 1 million patients are linked to the 
PHARMO roster fi les. 21,23 By this linkage, incidence 
cases, staging, and other therapies are added to the 
PHARMO record linkage scheme. The data recorded 
in the Danish and Dutch national cancer registries 
are comparable, with diagnoses coded using ICD -
10. Unlike other Dutch regional cancer centers, the 
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Other linkages
The Danish and PHARMO systems also can be 
linked to many other databases and cohorts. For 
Denmark they have been described by Sorensen. 24

Linkage of other datasets to the PHARMO database 
are described on the PHARMO Institute website, 
including the national registry of traffi c accidents 
(www.rijkswaterstaat.nl/ ), the national registry 
of driver licenses ( www.cbr.nl ), the national regis-
try of kidney transplants ( www.renine.nl ), the 
Rotterdam study ( http://www.epib.nl/research/
ergo.htm), local and regional laboratories with 
records of digital ECGs, and a database including 
food constituents. These food constituents are col-
lected in an annual survey of a project that focus 
on cardiovascular disease (MORGEN). 25 Both the 
Danish data network and the PHARMO network 
facilitate patient contact, to request their coopera-
tion in providing patient -reported outcomes 26 or 
DNA.27,28

Strengths 

Linkage possibilities in the Netherlands and 
Denmark, and also in Sweden, Iceland, and 
Norway, 5 are great in number. In theory, the data-
bases can be expanded to include the complete 
countries. They constitute powerful resources for 
collecting detailed information for pharmacoe-
pidemiologic research. A major strength of the 
pharmacy-based medical record linkage systems is 
the quality of the drug exposure information. 
Misclassifi cation is not introduced by failure to fi ll 
prescriptions, as these data indicate what drugs 
were actually dispensed. The PHARMO system has 
an additional advantage, in that information on 
completeness of exposure does not depend on 
reimbursement status. 

A second strength of the pharmacy -based
medical record linkage systems discussed here is 
that, even in the absence of unique patient identi-
fi ers, databases can be linked with a high sensitivity 
and specifi city using semideterministic or probabi-
listic record linkage methods. These methods have 
been shown to be extremely powerful in linking 
health-care registries and databases, and can also 

General practitioner medical records 
The GP database is currently the fastest growing 
database in the PHARMO Institute. It now includes 
the medical records of more than 1 million patients 
since 2004. In structure and content it is similar to 
the Integrated Primary Care Information (IPCI) 
database ( http://www.ipci.nl ). The use of data from 
the GP database requires permission from partici-
pating GPs, specifi c to each research proposal. The 
IPCI database and the PHARMO GP database are 
currently being merged into a single database cov-
ering more than 2.5 million patients in general 
practice, of whom 500 000 are linked to the 
PHARMO drug database. Data include an 
International Classifi cation of Primary Care (ICPC) -
coded problem list, treatments, drug prescriptions, 
laboratory tests and other measurements, and 
referral information to medical specialists. The 
linkage of the PHARMA GP and IPCI databases 
permits study of relationships between prescribing 
and dispensing information, validation of hospitali-
zations on the basis of anonymized discharge 
letters, and crosschecking among medical events 
and the clinical laboratory and function test data-
bases (for example, smoking status, activities of 
daily living, function tests, indication for prescrib-
ing, etc.) to ascertain completeness of data. 
Diagnoses are coded according to the ICPC system, 
and laboratory tests and function tests are coded 
according to the Dutch national standard coding 
systems (Werkgroep Coordinatie Informatisiering 
en Automatisiering; WCIA); drugs are coded with 
national product identifi ers and ATC code. 

A system of linkable registries comprises the 
Primary Health Care Database in Denmark, main-
tained by the National Health Service. It was estab-
lished to reimburse all health -care services provided 
by general practitioners, dentists, physiotherapists, 
and other therapists and private practicing special-
ists. The database contains information on all 
health services provided in Denmark that were 
covered by National Health Insurance since January 
1, 1990, as well as information on civil registration 
number, age, sex, region of residence, health pro-
vider, health -service code, and health -service
description (examinations, tests, and procedures), 
and more. 
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Weaknesses 

Inevitably, the weaknesses of medical record 
linkage systems are related to their strengths. The 
different organizations maintaining the patient -
level databases must safeguard the integrity of the 
record linkage systems through rules of governance 
and access limitations. These organizations have to 
address many administrative issues, including con-
fi dentiality, confl icts of interest of health profes-
sionals and researchers, and procedures to ensure 
data quality. It is possible for individual organiza-
tions and data providers to prevent linkage for 
political and commercial reasons. For example, the 
PHARMO record linkage network faced the poten-
tial termination of the Dutch national hospital 
database.38 This database, originally set up in 1963 
as a scientifi c database of hospital admissions in the 
Netherlands, was used for years to allocate national 
budgets to hospitals. In 2006, the allocation of 
these budgets changed, and a new national data-
base was created for this purpose. At this point 
hospitals did not recognize the need to contribute 
to the older national hospital database. Although 
most national statistics in the Netherlands depended 
on this database, it took many years of discussion 
to preserve it. 38

Constant political experimenting with health -
care systems is a major threat to the existence of 
medical record linkage systems. There is always a 
potential for a sudden, unexpected termination of 
registries or content of registries. For example, the 
Danish regional drug dispensing databases depend 
on the reimbursement status of drugs. As costs of 
sedatives, hypnotics, oral contraceptives, and laxa-
tives are not reimbursed, these drugs cannot be 
studied. Although these data systems are not claims 
databases, they are used to claim reimbursement of 
dispensings to the different health insurance com-
panies that require full identifi cation of patients, 
their enrollees. If non -reimbursed drugs are dis-
pensed without full patient identifi cation, data may 
become incomplete. The possibility than exists that 
in the near future many inexpensive generics will 
cease to be reimbursed, which might impact on the 
completeness of recording dispensing in pharmacy -
based medical record linkage databases and their 

be used to identify duplicates in patient router fi les. 
In the Netherlands, linkages have been established 
using probabilistic record linkage methods, compa-
rable to linkages achieved in the Nordic countries, 
where unique identifi ers in health care are avail-
able. Linkage possibilities are not restricted to the 
health-care domain, for example it is possible to 
link drug exposure fi les to food inventories or driv-
er’s license databases. 

Another key asset of pharmacy -based medical 
record linkage systems is that exposure and out-
comes are recorded separately, by the relevant 
health professionals, thereby minimizing the 
potential for ascertainment bias. Record linkage is 
also much less expensive than collecting data 
de novo.

Through contact with patients, biosamples and 
patient-reported outcomes can be obtained and 
linked to these databases. Pharmacy -based medical 
record linkage systems also have the advantage of 
having well -defi ned denominators, and including 
everyone in a given geographic area, regardless of 
whether information is recorded in hospitals, in the 
general practitioner ’s offi ce, in clinical laboratories, 
or elsewhere. Researchers can focus on informa-
tion in these databases that is most reliable and 
complete. Through linkage to nationwide registries 
and use of vital statistics, it is possible to assess 
the representativeness of fi ndings for a complete 
nation.

Pharmacy fi les include prescriptions not only 
from GPs, but also from medical specialists, who 
are responsible for about a quarter of all prescrip-
tions and more than half of all prescriptions given 
to patients with complicated diseases, although the 
percentage might differ slightly by country. 29

Omitting these prescriptions could cause bias by 
over -representation of healthier patients. This does 
not occur in pharmacy -based systems. 

Pharmacy-based systems also contain great 
detail regarding type of drug, dose, and duration, 
permitting assessment of adherence and compli-
ance to different types of medication, in 
relation to dose or route of administration. 30–37

They also provide precise and detailed product 
information—major assets for pharmacoepidemio-
logic studies. 



Chapter 18: Pharmacy-based Medical Record Linkage Systems 279

in the PHARMO network asked a psychiatric 
patient for a buccal swab to obtain genetic material. 
Although the project complied with privacy laws 
and regulations, the patient complained to phar-
macy personnel that his data was being used for 
research to such a extent that several pharmacies 
threatened to stop delivering data, jeopardizing the 
continuity of data collection and delaying other 
research. To address the need for expert manage-
ment, the PHARMO Institute has a professional 
research staff that works with academic investiga-
tors in collecting and analyzing data. Academic 
investigators who regularly work with PHARMO 
data can sign a special agreement, allowing analysis 
of anonymous patient -based data outside the 
PHARMO Institute if they possess the required 
skills.

Managing the governance structures and statis-
tical and content expertise needed to handle 
complex databases is time consuming and therefore 
expensive, despite the relatively low cost of data 
acquisition. These high operational costs constantly 
challenge the database holders. Increasing the size 
of study populations must be balanced against 
obtaining more in -depth information about each 
subject by establishing more linkages. 

Record linkage systems potentially can cover 35 
million European inhabitants in Northern Europe 
and the Netherlands, still far below the size of phar-
macoepidemiologic databases in the US. Obviously, 
the primary advantage of the European systems is 
not size but detail. 

Particular applications

Studies examining aspects of 
drug exposure 
One study conducted in the PHARMO system 
showed an increased persistence rate (which might 
be expected to prolong treatment effect) for weekly 
versus daily alendronate (relative risk: 1.84, 95% 
CI: 1.65 –2.20).32 Dose –response relationships can 
also be examined. For example, dose –response
relationships have been studied for statins and oral 
antidiabetic drugs concerning goal attainment of 
low density lipoprotein cholesterol (LDL -c) and 

use for safety research. This problem is not specifi c 
to record linkage systems, but also affects claims 
databases. In the Netherlands, for instance, internet 
pharmacies and central distribution systems of bio-
logicals can affect the completeness of data availa-
ble to record linkage systems. Networks have to 
adapt and collaborate with these new drug sources 
to ensure data completeness. 

Although the linkage domains seem unlimited, 
the complexity of pharmacy -based medical record 
linkage systems extends to the diverse governance 
structures responsible for protecting the privacy of 
patients and health -care professionals and for 
addressing potential confl icts of interest between 
them. Linked study datasets need to comply 
with the governance schemes of different organiza-
tions. Privacy laws in the European Union (see 
also Chapter 35) are not clear about whether 
needed data transfer is allowed, even after ano-
nymization. Therefore, most registries do not give 
permission to distribute individual, anonymized 
patient records, whether linked or unlinked. The 
Health Improvement Network (THIN) database and 
the General Practice Research Database (GPRD) in 
the UK are exceptions (see Chapter 15).

The steady growth in computerization of health 
administration, and the high costs involved, as well 
as fi nancial and other incentives, has led health -
care providers to increase requests for reimburse-
ment to provide data. Such price increases will 
increase the costs of studies, and may reduce the 
number of studies performed. 

It must also be stressed that expert knowledge 
is required to work with these complex databases. 
The processes of collecting data and the associated 
effect on data validity and completeness are 
complex in record linkage systems. Researchers 
need to be trained to understand the implications 
of all these processes for pharmacoepidemiologic 
research. Even in less complicated environments, 
these issues have led highly qualifi ed researchers 
to present confl icting results based on the same 
datasets. Education should be expanded beyond 
technical skills to include the nature of the data, 
limitations of interpreting study results, govern-
ance and privacy issues, as well as managing con-
fl icts of interest. As one example, a student working 
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parameters. For example, a study of patients with 
type 2 diabetes starting insulin compared glycemic 
control between those initiated on insulin detemir 
and those initiated on insulin glargine. 41 One year 
after start of insulin, there was no difference in 
mean HbA1c level or proportion of patients at goal 
(HbA1c < 7%) between users of the two prepara-
tions. Kornum et al. studied whether diabetes is a 
risk factor for hospitalization with pneumonia and 
assessed the impact of HgbA1c level on such risk. 
The adjusted relative risk for pneumonia -related
hospitalization among subjects with diabetes was 
1.26 (95% CI: 1.21 –1.31) compared with non -
diabetic individuals. The adjusted relative risk was 
4.43 (95% CI: 3.40 –5.77) for subjects with type 1 
diabetes and 1.23 (95% CI: 1.19 –1.28) for subjects 
with type 2 diabetes. Compared with subjects 
without diabetes, the adjusted relative risk was 
1.22 (95% CI: 1.14 –1.30) for diabetic subjects 
whose HgbA1c level was less than 7% and 1.60 
(95% CI: 1.44 –1.76) for diabetic subjects whose 
HbA1c level was greater than 9%. They concluded 
that poor long -term glycemic control among 
patients with diabetes increases the risk of hospi-
talization with pneumonia. 42 The impact of poor 
adherence on HgbA1c goal attainment was also 
studied using data from the PHARMO database. In 
patients starting oral glucose -lowering drugs 
(OGLD), the effect of non -persistent OGLD use on 
HbA1c goal attainment ( <7%) was quantifi ed, 
revealing that non -persistent patients were about 
20% less likely to attain the goal compared to per-
sistent patients. 30

Lipid levels in statin users also have been studied 
using pharmacy -based databases. Heintjes et al.
studied LDL -c goal attainment among daily users 
of different statins. 39 The proportion of patients 
attaining cholesterol goals was 75% for rosuvasta-
tin, 68% for atorvastatin, 56% for simvastatin, 
and 42% for pravastatin. Dose comparisons 
showed greater LDL -c reduction and increased goal 
attainment for rosuvastatin 10 mg compared to 
other statins at most doses (adjusted p < 0.05).
These results show clear dose –response relation-
ships between different statins given in different 
doses, and extend reported clinical trial results to 
a real -world setting. 39 Use of serum cholesterol 

HbA1c levels, respectively. 30,31,39 A study performed 
by Eussen et al. linked medication use to responses 
to a food questionnaire. They studied the relation-
ship between the intake of phytosterol/ phytostanol -
enriched margarines in relation to persistence with 
statins, and found that overall statin discontinua-
tion rates were not signifi cantly different between 
users and non -users of enriched margarine. 
However, in the subgroup of starters, combination 
users had a higher risk of discontinuing statin 
therapy than single -component product users 
within 12 months (adjusted hazard ratio [HR]: 
2.52, 95% CI: 1.06 –6.00).25 Duration –response
relationships can also be studied. For example, 
Erichsen studied the relationship between statin 
use and gallstone formation, and found that among 
current users, the adjusted odds ratios associating 
statin use with the occurrence of gallstone disease 
were 1.17 (95% CI: 1.06 –1.30) for those who had 
one to four prescriptions, 0.89 (95% CI: 0.80 –0.97)
for those who had fi ve to nineteen prescriptions, 
and 0.76 (95% CI: 0.69 –0.84) for those who had 
20 or more total prescriptions. 40 In former users, 
the corresponding adjusted odds ratios were 1.24 
(95% CI: 1.11 –1.39), 0.97 (95% CI: 0.86 –1.10),
and 0.79 (95% CI: 0.64 –0.97), respectively. The use 
of other lipid -lowering drugs did not show similar 
associations.

Studies using clinical laboratory fi les 
Results obtained from GP PHARMO medical records 
showed that GPs tend to over -record abnormal 
values (as they obviously are of interest for further 
diagnostic and treatment decisions), compared to 
normal values. Average total cholesterol levels 
recorded in the GP data were 7.1 mmol/L, while the 
average total cholesterol values for the same 
patients were 5.6 mmol/L in the clinical laboratory 
fi les. Only 70% of the total cholesterol tests could 
be found in the GP fi les, measured against the clini-
cal laboratory fi les. The differences were explained 
by tests ordered by medical specialists and by 
under -reporting of tests for patients who had 
reached their treatment goal (unpublished data). 

Linking clinical laboratory data to drug exposure 
data from community pharmacies permits detailed 
research into the effect of drugs on biochemical 
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user ( >7 years; adjusted OR 1.09, 95% CI: 0.58 –
2.06) was associated with an increased risk of 
cancer. They concluded that the use of PPIs in clini-
cal practice does not measurably increase CRC risk. 

Finally, linkage of pharmacy databases to pathol-
ogy registries can be used to study patients ’ drug 
use after a cancer diagnosis. An observational study 
measured the association between tamoxifen 
adherence and recurrence of breast cancer, 49 exam-
ining whether concomitant use of CYP2D6 inhibi-
tors, such as selective serotonin reuptake inhibitors, 
together with low tamoxifen adherence, may nega-
tively impact tamoxifen effi cacy in breast cancer 
patients. No association between concomitant 
CYP2D6 inhibitor use and breast cancer recurrence 
was observed (adjusted HR: 0.87, 95% CI: 0.42 –
1.79). Poor tamoxifen adherence was associated 
with shorter event -free time (adjusted HR: 0.987, 
95% CI: 0.975 –0.999). The study did not show an 
association between concomitant CYP2D6 inhibitor 
use and breast cancer recurrence among patients 
treated with adjuvant tamoxifen, despite the strong 
biologic rationale. This study provides evidence, for 
the fi rst time, that poor tamoxifen adherence is 
associated with increased risk of breast cancer 
events.

Cancer
Relationships between drug use and cancer, either 
occurrence or treatment, also can be studied using 
linked data from hospitals, GP fi les, and clinical 
pathology laboratory fi ndings. Several studies have 
examined the effectiveness of cytostatics and co -
medication in cancer patients. The added value of 
linkage to the cancer registries, in addition to hos-
pital registries, is that incident cases can be identi-
fi ed and extra information is available, such as 
cancer type, staging of the cancer, and non -drug
treatment. This information is of great importance 
in studying the relationship between drug use and 
cancer, which may have a long lag -time.

The possible relationship between the use of oral 
glucocorticoids and increased risk of basal cell car-
cinoma (BCC), squamous cell carcinoma (SCC), 
malignant melanoma (MM), and non -Hodgkin’s
lymphoma (NHL) was studied using the AUPD 
database. The results showed slightly elevated risk 

measurements and LDLs among patients with a 
history of myocardial infarction (MI) in a Danish 
population was investigated using the OPED data-
base. The investigators found insuffi cient use of 
lipid-lowering drug treatment in patients with 
established coronary heart disease. 43,44 Studies are 
currently underway to assess the relationship 
between statin use, LDL -c and high -density lipo-
protein cholesterol (HDL -c) levels, and hospitaliza-
tions for cardiovascular conditions. Another study 
is assessing the relationship between risk factors 
such as HbA1c, creatinine, c -reactive protein, and 
cardiovascular complications of diabetes. 

Pathology
The linkage of PHARMO and PALGA (the Dutch 
nationwide registry of histo - and cytopathology) 22,45

and counterpart databases in Denmark allow the 
study of the relationship between drug exposure 
and morbidity, assessed by pathology specimens 
retrieved via biopsy or resection. For example, in a 
study investigating estrogen exposure, retrieved via 
the PHARMO community pharmacy database, and 
the outcome of melanoma, retrieved via the PALGA 
database, a relationship between risk of cutaneous 
melanoma and cumulative dose of estrogens was 
identifi ed. 46 In addition to the conclusion that 
exposure to certain drugs might increase the risk of 
cancer, drugs have also been found that prevent, 
reverse, suppress, or delay premalignant lesions. 
Recent studies have shown that both statins 47 and 
non-steroidal anti -infl ammatory drugs (NSAIDs) 48

are associated with reduced incidence and progres-
sion of melanoma. The pathology registry in the 
Netherlands has a direct link with laboratories, 
including specimens stored locally in paraffi n. 
More than 70% of laboratories have given research-
ers access for typing DNA, in order to study whether 
statin use in SMAD4 -gene carriers protects against 
colorectal cancer (CRC). The study is still ongoing. 
The same linkage modality in Denmark has been 
used to investigate the relationship between proton 
pump inhibitor (PPI) use and CRC. After compar-
ing the most intense users of PPI (more than every 
other day) to never or rare users, investigators 
found that neither short -term user (adjusted odds 
ratio [OR] 1.07, 95% CI: 0.86 –1.34) nor long -term
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tourinary, digestive, or abdominal surgery. 53 Use of 
(nico)morphine was associated with the risk for 
developing postoperative paralytic ileus (POI) (OR: 
12.1, 95% CI: 5.4 –27.1). The association between 
opioids and POI was most obvious in patients with 
abdominal surgery (OR: 33.8, 95% CI: 6.2 –184.6)
and patients without colon/ colorectal/ rectal 
tumors (OR: 13.2, 95% CI: 5.7 –30.3). A clear asso-
ciation was found between the use of opioids and 
the risk for POI, as coded in the Dutch hospital 
registry. In another study, the relationship between 
initial antibiotic treatment of secondary intra -
abdominal infections and related outcomes was 
assessed. It was found that inappropriate initial 
antibiotic treatment was associated with a 3.4 -fold
(95% CI: 1.3 –9.1) risk of clinical failure. The length 
of hospital stay and costs of hospitalization were 
signifi cantly increased for patients with antibiotic 
failure.54

Birth registries
The effect of drugs and adverse drug reactions in 
children and the effect of drugs during pregnancy 
are an important area of study, as these relation-
ships can only be examined to a very limited extent, 
if at all, in clinical trials. Linkage to perinatal regis-
tries permits detailed research into drug exposures 
and co -morbidities during pregnancy and short -
and long -term health status of offspring, topics that 
are well established in the Northern countries. 55–65

In their study of the safety of metoclopramide use 
during pregnancy, Sorensen  et al. found no major 
differences in the risk of malformations (OR: 1.11, 
95% CI: 0.6 –2.1); low birth weight (OR: 1.79, 95% 
CI: 0.8 –3.9), or preterm delivery (OR: 1.02, 95% 
CI: 0.6 –1.7).62 Olesen  et al. studied the risk of 
sumatriptan use during pregnancy and found that 
the risk of preterm delivery was elevated among 
women exposed to sumatriptan compared with 
migraine controls (OR: 6.3, 95% CI: 1.2 –32.0) and 
healthy women (OR: 3.3, 95% CI: 1.3 –8.5). The 
odds ratio for having a newborn with low birth 
weight was increased (OR: 3.0, 95% CI: 1.3 –7.0)
for all migraine patients who delivered at term 
compared with healthy women ’s pregnancies. 61

These fi ndings may be due to drug exposure, but 
they may also refl ect the impact of the disease itself 

estimates for BCC: incidence rate ratio (IRR): 1.15 
(95% CI: 1.07 –1.25), SCC IRR: 1.14 (95% CI: 0.94 –
1.39), MM IRR: 1.15 (95% CI: 0.94 –1.41), and 
NHL IRR: 1.11 (95% CI: 0.85 –1.46). These results 
support an overall association between glucocorti-
coid use and the risk of BCC. 50

As another example, Sukel et al. studied the 
incidence of cardiovascular events among breast 
cancer patients after chemotherapy. After 1 year of 
follow-up, the incidence rate of cardiovascular 
events was 69/1000 person -years for patients given 
cardiotoxic chemotherapy and 98/1000 person -
years for patients with non -cardiotoxic chemother-
apy. These rates were not statistically signifi cantly 
different (HR: 0.74, 95% CI: 0.39 –1.41). This study 
also showed similar cardiovascular incidence rates 
during follow -up for breast cancer patients treated 
with cardiotoxic and non -cardiotoxic chemother-
apy. It appeared that specialists took pre -existing
cardiovascular diseases into account in choosing 
treatment regimens. 51 Recent studies of treatment 
patterns in breast cancer patients reported the type 
of chemotherapy regimens administered to early -
stage and metastatic breast cancer patients (van 
Herk-Sukel MPP, van de Poll -Franse LV, Creemers 
GJ, Lemmens VEPP, van der Linden PD, Herings 
RMC, et al. Major changes in type of chemotherapy 
regimens administered to patients with early or 
metastatic breast cancer during 2000 –2008 in the 
Southeastern Netherlands. Unpublished data.) and 
showed continuation of endocrine treatment after 
diagnosis with early stage breast cancer. 23 Ewertz et 
al. studied the risk of developing breast cancer in 
relation to the use of hormonal replacement 
therapy (HRT), reporting an elevated risk (1.61, 
[95% CI: 1.38 –1.88]) for HRT use in women older 
than 50 years. 52 The risk increased with increasing 
duration of use and decreased with time since last 
HRT prescription, with the risk ratio reaching unity 
after 5 years. 

In-hospital drug use
In addition to cancer treatment, treatment of other 
morbidities during hospitalization can be studied 
through linkage of the hospital registry data to 
inpatient pharmacy data. For example, opioid use 
has been examined in patients admitted for geni-
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their capacity to support pharmacogenetic research 
(see Chapter 34), outcomes research, research on 
quality of life (see Chapter 39), as well as research 
on adverse outcomes and risk factors that will con-
tribute to a better understanding of the risk and 
effectiveness of drugs in daily life. 
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CHAPTER 19 

Case–Control Surveillance 
    Lynn     Rosenberg  ,     Patricia F.     Coogan  , and     Julie R.     Palmer  
Slone Epidemiology Center at Boston University, Boston, MA, USA 

Introduction 

Premarketing trials for safety and effi cacy are too 
small to detect any but common adverse effects and 
too brief to detect effects that occur long after use. 1

For cancers especially, there is a need to identify 
unintended effects that occur after long latent 
intervals or durations of use. Follow -up strategies 
that link pharmacy data with outcome data have 
been useful for monitoring the unintended health 
effects of prescription medications, but information 
on preparations sold over -the-counter has been 
limited.2 Drugs previously available only by pre-
scription (e.g., omeprazole) are increasingly avail-
able on a non -prescription basis. 3,4 In addition, 
dietary supplements (e.g., herbals) are used widely; 5

these too are sold over -the-counter and they do not 
have to be shown to be safe before being 
marketed.6–15 Thus, there is a need to monitor the 
unintended health effects of non -prescription med-
ications and dietary supplements as well as those 
of prescription drugs. Case –control surveillance 
(CCS), a surveillance system based on case –control
methods, has these capabilities. 

Description

Overview
CCS was begun in 1976 with funding from the US 
Food and Drug Administration, with the aim of 

assessing medication use in relation to both non -
malignant and malignant illnesses. The focus was 
subsequently changed to cancer, with funding pro-
vided by the National Cancer Institute from 1988 
to 2009. Patients with recently diagnosed cancer or 
non-malignant conditions were interviewed in a 
set of participating hospitals for a lifetime history 
of regular medication use and information on 
potential confounding or modifying factors. To 
assess associations of medication use with diseases 
of interest, cases with the selected diseases were 
compared to appropriate controls with other ill-
nesses in case –control analyses. The large CCS 
database, described below, has been used for the 
assessment of associations of many medications 
and risk factors with risk of many illnesses. It is 
available for further analyses. 

Case and control  accrual and 
classifi cation 
Data collection took place at collaborating hospitals 
in several geographic areas from 1976 to 2009. 
Institutional review board approval was obtained 
from collaborating institutions and the study com-
plied with Health Insurance Portability and 
Accountability Act (HIPAA) requirements. Because 
the vast majority of patients were accrued in hos-
pitals in Boston, Baltimore, New York, and 
Philadelphia, the database has been restricted to 
patients from these areas. After obtaining written 
informed consent, nurse -interviewers trained and 
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be assessed as the outcome of interest. Among the 
most common non -malignant diagnoses are trau-
matic injury (e.g., fractured arm), benign neo-
plasms, acute infections (e.g., appendicitis), 
orthopedic disorders (e.g., disc disorder), gallblad-
der disease, and hernias. 

Drug information and classifi cation 
It is not feasible to ask specifi cally about thousands 
of individual medications. Patients in CCS were 

employed by CCS interviewed adult patients, 21 –79
years of age, admitted for recently diagnosed 
cancers or non -malignant disorders; patients with 
non-malignant illnesses serve as a pool of potential 
controls in the case –control analyses and may 
themselves be of interest as outcomes (e.g., chole-
cystitis,16 pelvic infl ammatory disease 17). Because 
patients with conditions of acute onset (e.g., trau-
matic injury, appendicitis) are suitable controls in 
many analyses, they were selectively accrued. For 
more chronic conditions (e.g., orthopedic disor-
ders, kidney stones), recruitment was confi ned to 
patients whose diagnosis was made within the pre-
vious year. To guard against referral bias, only 
patients living in areas within approximately 50 
miles of the hospital were eligible for inclusion. If 
several patients were available for interview, 
patients with diseases of special interest were selec-
tively interviewed according to a priority list. The 
interview setting —a hospital or clinic room —was
the same for cases and controls. Many diseases and 
exposures were assessed and cases in one analysis 
might be controls in another. Thus, the interview-
ers were unaware of the “case” or  “control” status 
or the exposure status of the patient interviewed. 
A total of 66 445 patients were interviewed. The 
participation rate exceeded 85%. 

A copy of the discharge summary was obtained 
for all interviewed patients and the pathology 
report for patients with cancer. These were reviewed 
and abstracted in the central offi ce by the study 
nurse-coordinator, blind to exposure category. 

Table  19.1 gives the numbers at various cancer 
sites among the 26 823 interviewed patients with 
recently diagnosed primary cancers. There are 8002 
patients with breast cancer, 3124 with large bowel 
cancer, 2001 with lung cancer, at least 1000 each 
with malignant melanoma, ovarian cancer, or 
endometrial cancer, and at least 500 each with 
leukemia, bladder cancer, pancreatic cancer, non -
Hodgkin’s lymphoma, renal cancer, or bone/ con-
nective tissue cancer. 

Table  19.2 lists common diagnostic categories 
among the 39 622 patients admitted for non -
malignant conditions. Patients with non -malignant
diagnoses serve as a pool of controls for analyses of 
various cancers, and the diagnoses can themselves 

Table 19.1 Patients with cancer interviewed in CCS

Cancer Female (n) Male (n) Total (n) 

Breast 7984 18 8002

Large bowel 1492 1632 3124

Lung 845 1156 2001

Prostate — 1996 1996

Malignant
melanoma

897 747 1644

Ovary 1167 — 1167

Endometrium 1079 — 1079

Leukemia 452 478 930

Bladder 190 604 794

Kidney/ kidney 
pelvis

230 462 692

Pancreas 313 373 686

Non-Hodgkin’s
lymphoma

283 302 585

Bone/connective
tissue

302 232 534

Testis — 477 477

Stomach 155 178 333

Hodgkin’s disease 171 149 320

Esophagus 74 239 313

Gallbladder 79 80 159

Vulva 151 — 151

Liver 40 31 71
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Table 19.2 Patients with non -malignant conditions 
interviewed in CCS

Non-malignant condition Number

Fracture 2986
Other injury 2749
Uterine fi broid 1818
Benign neoplasm 1625
Cholecystitis 1544
Displacement of intervertebral disc 1434
Ovarian cyst 1418
Hernia 1135
Appendicitis 977
Cholelithiasis 943
Calculus of kidney and ureter 756
Pelvic infl ammatory disease 711
Benign prostatic hypertrophy 640
Ectopic pregnancy 470
Diverticulitis 420
Endometriosis 390
Cellulitis 380
Pancreatitis 290
Spinal stenosis 250
Bowel obstruction 250

the drug class (e.g., analgesic/antipyretic), whether 
the product is a single or multiple entity product, 
and the specifi c product. The Slone Drug Dictionary 
contains over 14 500 single -entity medicinal agents 
and more than 10 000 multicomponent products. 
Numerous coalitions have been formed (e.g. 
selective serotonin reuptake inhibitors, calcium 
channel blockers, tricyclic antidepressants, thiazide 
diuretics, benzodiazepines, and beta -adrenergic
blockers).

Information on factors other
than drugs
CCS collected information on many factors that 
may confound or modify drug –disease associations, 
including descriptive characteristics (e.g., age, 
height, current weight, weight 10 years ago, weight 
at age 20, years of education, marital status, racial/ 
ethnic group), habits (cigarette smoking, alcohol 
consumption, coffee consumption), gynecologic 
and reproductive factors (age at fi rst birth, parity, 
age at menarche and menopause, and type of men-
opause), medical history (cancer, hypertension, 
diabetes, other serious illnesses, vasectomy, hyster-
ectomy, oophorectomy), family history of cancer, 
use of medical care (e.g., number of visits to a 
physician in each of the previous 2 years). These 
variables can also be assessed as risk factors in their 
own right. 

Data analysis
Case and control  specifi cation 
For each analysis, the case series is defi ned, for 
example women with invasive primary ovarian 
cancer diagnosed less than a year before admission 
and documented in the pathology report. The 
proper selection of controls in hospital -based
studies is essential for validity. For the particular 
exposure of interest, the controls selected should 
have been admitted for conditions that are not 
caused, prevented, or treated by that exposure. 18–20

We select several appropriate diagnostic categories 
with suffi cient numbers to allow for examination 
of the prevalence of the exposure of interest across 
the categories. If our judgment about control selec-
tion is correct, the prevalence of that exposure is 
uniform across the categories. 

questioned about regular use for 43 indication or 
drug categories, for example headache, cholesterol -
lowering, oral contraception, menopausal symp-
toms, herbals/ dietary supplements. For each 
episode of use, the preparation name and the 
timing, duration, and frequency of use were 
recorded. The drug dose was recorded only when 
it was part of the brand name; for example for oral 
contraceptives and conjugated estrogens, the brand 
name may indicate the dosage. 

The Slone Drug Dictionary ( www.bu.edu/
slone/) maintained by our research group was used 
to code all medications and dietary supplements 
reported by CCS participants. The dictionary is a 
computerized linkage system composed of individ-
ual medicinal agents and multicomponent prod-
ucts. Each is assigned a specifi c code number. The 
codes are linked to the active ingredients, which 
permits the investigation of medication exposures 
according to the component (e.g., acetaminophen), 
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Odds ratio estimation with control of 
confounding factors
Odds ratios and 95% confi dence intervals are esti-
mated using multiple logistic regression analysis. 18

Potential confounding factors are controlled in the 
regression models if their inclusion materially alters 
the odds ratio, for example by 10% or more. 

Effect  modifi cation 
Effect modifi cation is assessed by examining 
exposure–disease associations in subgroups and by 
statistical modeling, such as the use of interaction 
terms in logistic regression. For example, in our 
analysis of estrogen supplements in relation to risk 
of breast cancer, the overall fi ndings were null but 
estrogen supplement use was associated with 
increased risk of breast cancer among thin women. 31

Statistical power
Table  19.3 shows the sample sizes needed for 80% 
statistical power to detect a range of odds ratios for 
a range of exposure prevalences. CCS has excellent 
statistical power for the detection of associations 
that are of public health importance. 

Discovery of unsuspected associations
Animal data have led to the search for and identi-
fi cation of new associations in CCS data. For 
example, experiments in rodents treated with car-

Aspects of drug use
The information collected in CCS on episodes of 
drug and supplement use (name and timing, fre-
quency, and duration of use) allows for the 
assessment of many aspects of use. For example, 
for breast cancer, drug use at potentially vulnerable 
times during reproductive life (e.g., before the birth 
of the fi rst child) can be assessed. The particular 
drug or drug regimen may also be relevant; for 
example the risk of endometrial cancer is increased 
by unopposed estrogen supplements, but little or 
not at all by combined use of estrogen with a pro-
gestogen.21 The timing of use may be relevant; for 
example in accord with animal data, in our analysis 
of CCS data on non -steroidal anti -infl ammatory 
drugs (NSAIDs) and large bowel cancer, 22 recent 
use was associated with a reduced odds ratio 
whereas past use was not. Latent intervals may or 
may not be relevant; for example our analyses of 
a non -drug exposure, vasectomy, in relation to 
the risk of 10 cancer sites found no trends accord-
ing to the interval between vasectomy and the 
occurrence of the cancer. 23 It may be of interest to 
determine how long an increased or reduced odds 
ratio persists after an exposure has ended; for 
example CCS data indicated that an association of 
a reduced risk of ovarian cancer with oral contra-
ceptive use persisted for 15 –19 years after cessation 
of use. 24

Some drugs, particularly non -prescription drugs 
such as acetaminophen, are often used sporadi-
cally. Sporadic use in the past probably cannot be 
reported accurately, and regular use may be more 
likely to play an etiologic role. Thus, we place our 
greatest reliance on regular use (e.g., at least four 
times a week for at least 3 months), and particu-
larly on regular use for several years or more. The 
observation of stronger associations for more fre-
quent or long duration medication use provides 
support for a causal role. 

We have not collected information on the dose 
of drugs because of evidence of poor recall; 25 for 
example, women who have used several different 
brands of oral contraceptives often have diffi culty 
remembering the brand and dosage. 26–30 However, 
the frequency and duration of use provide a useful 
measure of the intensity of exposure. 

Table 19.3 Number of cases needed for detection of 
odds ratios of 1.5 to 4 with 80% or greater power for 
exposure prevalences of 0.25% to 15%; alpha = 0.05
(two tailed), control -to-case ratio = 4:1

Exposure prevalence 
in controls (%) 

Odds ratio 

1.5 2 3 4

15 380 115 40 25
10 520 150 50 30
5 950 270 85 45
3 1520 425 130 70
2 2235 620 185 100
1 4395 1205 360 185
0.5 8710 2385 700 360
0.25 17340 4740 1390 710
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of conditions, but the effects of many other drugs 
have not. CCS has assessed associations with a wide 
range of medications, including angiotensin con-
verting enzyme (ACE) inhibitors, acetaminophen, 
antidepressants, antihistamines, aspirin and other 
NSAIDs, benzodiazepines, beta -androgenic block-
ers, calcium channel blockers, diuretics, female 
hormone supplements, hydralazine, oral contra-
ceptives, phenolphthalein -containing laxatives, 
phenothiazines, rauwolfi a alkaloids, selective sero-
tonin reuptake inhibitors, statins, thiazides, thyroid 
supplements, and vitamins/ minerals (see the list 
of publications in the Appendix). 

Unintended effects of medications documented 
by CCS include adverse effects (e.g., increased risk 
of liver cancer 45 and breast cancer 46–48 associated 
with oral contraceptive use, and increased risk of 
localized and advanced endometrial cancer associ-
ated with postmenopausal estrogen supplement 
use49) and protective effects (e.g., reduced risks of 
ovarian24 and endometrial cancer 50 associated with 
oral contraceptive use and reduced risks of color-
ectal cancer 22 and stomach cancer associated with 
aspirin use 51). The safety of drugs has also often 
been documented by CCS after concerns had been 
raised about adverse effects. Experiments in rodents 
given phenolphthalein suggested increased risks of 
several cancers 52 but CCS fi ndings suggested no 
increased risk. 53 A study suggested that calcium 
channel blockers increased the risk of several 
cancers54,55 but results based on much larger 
numbers in CCS refuted that fi nding. 56 Animal data 
raised the concern that benzodiazepines increased 
the risk of several cancers, but results from CCS 
were null. 57–59 Animal data also raised the possibil-
ity of increased risks of cancer associated with 
hydralazine use, but again CCS results were null. 60,61

The CCS database remains available for further 
analyses of interest. 

Assessment of effects  after long
intervals or durations of use
Effects of drugs may become evident only after 
many years. The case –control design used by CCS is 
useful for assessing the effects of exposures that 
occurred in the distant past or after long durations 
of exposure; for example CCS documented an 

cinogens suggested that NSAIDs might reduce the 
occurrence of large bowel cancer. In an analysis of 
CCS data, risk of large bowel cancer was inversely 
associated with aspirin use, 22 an association that 
was confi rmed in many subsequent studies. 32–36

Associations have also been identifi ed by sys-
tematic “screening” of the data, in which the preva-
lence of use of a particular drug, drug class, or other 
factor among patients with a particular illness is 
compared with the prevalence among patients with 
other illnesses. Examples of unexpected drug –
disease associations from screening are oral contra-
ceptive use with choriocarcinoma 37 and Crohn ’s
disease;38 these associations have received inde-
pendent confi rmation. 39,40 Screening of non -drug
factors revealed an unexpected association between 
alcohol use and breast cancer, 41 confi rmed in sub-
sequent studies. 42–44 Associations that arise in the 
course of multiple comparisons may of course be 
due to chance. Even if associations are not due to 
chance, the magnitude of the association will tend 
to “regress to the mean ” in subsequent studies. For 
these reasons, new associations need to be pre-
sented with caution. 

Strengths 

Capacity to assess non-prescription 
medications and supplements as well
as prescription  medications
CCS can assess the effects of prescription medica-
tions from multiple sources (e.g., family planning 
clinics, friends, and relatives) whereas monitoring 
systems that rely on pharmacy data can study only 
those medications that are prescribed or dispensed 
within the system. Another limitation of reliance 
on prescription data is that prescribed medications 
are sometimes not taken. CCS is the only surveil-
lance system that can systematically assess use of 
non-prescription medications and dietary supple-
ments. The prevalence of dietary supplement use 
has increased to a level where assessment of their 
potential effects on disease occurrence is of public 
health importance. Certain medications, such as 
oral contraceptives and non -contraceptive estro-
gens, have been well studied in relation to a range 
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such as CCS. Bias can also result from refusals to 
participate. Enrolment in CCS was limited to 
patients who lived within 50 miles of the hospital, 
the purpose being to include only persons from the 
population of individuals within that area who 
would have sought care in the study hospitals and 
to exclude referrals from outside that area. 62–64

Nonetheless, referral patterns for different cancers 
or non -malignant illnesses may have differed. 
Participation rates of targeted patients were high in 
CCS, but nonetheless many patients were not tar-
geted for interview because they were occupied 
with tests or visitors or because budgetary con-
straints limited the number of interviews that could 
be conducted. 

To assess for the potential for selection bias, we 
may select two control groups, one comprising 
patients with other cancers judged to be unrelated 
to the exposure and the second comprising patients 
with non -malignant conditions thought to be unre-
lated to the exposure. The selection of the second 
group guards not just against the possibility that the 
exposure may cause all cancers, but against the pos-
sibility of different referral patterns for patients with 
malignant and non -malignant illnesses. Uniformity 
of the exposure of interest across the two control 
groups suggests the absence of selection bias. 

As another check for bias, a disease unrelated to 
the drug exposure at issue can be included in the 
assessment of the relation of that drug to the 
outcome of interest; for example when we assessed 
acetaminophen in relation to risk of transitional 
cell cancers, we assessed renal cell cancer as well 
because this cancer had not been associated with 
acetaminophen use. 65

Reporting bias
Medication exposure data based on complete and 
accurate records would be optimal, with the caveat 
that people sometimes do not fi ll prescriptions or 
take the drugs that have been prescribed. Validation 
studies of self -reported prescription drug use are 
diffi cult in the US because medications may be 
obtained from multiple sources and records may be 
absent. Validation of non -prescription drug use or 
dietary supplement use is infeasible because of the 
absence of records. A review of validation studies 25

increased risk of endometrial cancer in association 
with use of estrogen supplements 15 –19 years after 
cessation of use. 49 Cohort studies cannot make these 
assessments unless they have been in progress for 
many years. 18

Control of  confounding
Much information on drug –disease associations 
comes from non -randomized studies. Therefore, 
control of confounding is crucial for validity. 
Medication use is associated with many factors that 
are strongly associated with disease risk. CCS has 
information on important potential confounding 
factors that can be controlled in multivariable analy-
ses. These factors include demographic characteris-
tics, medical history, reproductive and gynecologic 
history, family history of cancer, tobacco and alcohol 
use, use of medical care, and use of other drugs. 

Accurate outcome data
CCS collected the hospital discharge summary for 
all patients and the pathology report for patients 
with cancer, thus allowing for accurate classifi ca-
tion of the diagnosis. 

High statistical power
As shown in Table  19.3, CCS has high statistical 
power to assess the effects of exposures of public 
health importance. Small odds ratios associated 
with uncommon drug exposures can be detected 
for common cancers, 19 while moderate odds ratios 
associated with more common exposures can be 
detected for less common cancers. For very rare 
cancers, only relatively large effects can be detected 
for relatively common exposures. 

Productivity and  substantive fi ndings 
CCS has been highly productive, with 95 papers 
published on a variety of exposures and outcomes 
(see Appendix). 

Weaknesses 

Selection bias
Biased selection of cases and controls may occur 
because of referral bias in hospital -based studies 
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lymphoma, ovarian cancer, pelvic infl ammatory 
disease, prostate cancer, and venous thromboem-
bolism (see Appendix). As shown in Table  19.1,
there are suffi cient numbers of cases of relatively 
rare outcomes, such as cancers of the testis, pan-
creas, and esophagus, for informative assessments 
of drug –disease associations. As also noted, CCS is 
particularly well suited for assessing associations of 
diseases with non -prescription medications and 
medication classes, such as acetaminophen, aspirin, 
and dietary supplements, for which exposure data 
can be ascertained only through reporting by the 
user. Non -drug exposures assessed have included 
the tar and nicotine content of cigarettes, menthol 
cigarette smoking, alcohol consumption, coffee 
consumption, and vasectomy. 

The future 

Because data collection ceased in CCS in 2009, the 
database will be useful in the future only for the 
assessment of medications already in use before 
data collection ended. 
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Appendix: case–control  surveil-
lance publications

Rosenberg L, Shapiro S, Kaufman DW , Slone D, Miettinen

OS, Stolley PD. Patterns and determinants of conju-

gated estrogen use . Am J Epidemiol 1979; 109: 676–86.

concluded that reporting of prescription drug use is 
infl uenced by the type of medication and drug use 
patterns (e.g., better reporting for chronically 
used prescriptions) and by the design of data col-
lection. Because recent or long -term use is likely to 
be best remembered, 25–30,66–70 we generally place 
greatest reliance on associations with these catego-
ries of use. 

The possibility of differential reporting in CCS 
was reduced by using the same structured inter-
view and same interview setting for cases and con-
trols. Asking about 43 indications for drug use and 
drug classes served to mask hypotheses about spe-
cifi c drugs. Control patients with conditions serious 
enough to warrant hospital admission were prob-
ably just as likely to carefully search their memories 
as case patients admitted for cancer. 

Exposure  misclassifi cation 
Studies that focus on a few drugs of interest can 
obtain more complete information than was col-
lected in CCS, which collected data on all drugs 
used. Efforts to reduce reporting bias have been 
described above. Non -differential underreporting 
of drug use in CCS will have weakened associa-
tions, although even underreporting as high as 
30% among cases and controls will have resulted 
in a relatively small shift in the odds ratio estimate 
toward the null. 71 On the other hand, differential 
misclassifi cation could have resulted in either 
increases or decreases in the odds ratios. The 
ultimate test of validity of CCS results is confi rma-
tion in well -conducted studies that use different 
methods.

Particular applications

As described in this chapter, CCS has the capability 
to assess the relation of use of prescription and 
non-prescription medications to risk of a wide 
range of outcomes. Outcomes assessed to date, and 
that can be assessed further as new hypotheses or 
concerns arise, include breast cancer, choriocarci-
noma, cholecystitis, endometrial cancer, large 
bowel cancer and other gastrointestinal cancers, 
liver cancer, lung cancer, melanoma, non -Hodgkin’s
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CHAPTER 20 

Prescription–Event Monitoring 
    Deborah     Layton   and     Saad A.W.     Shakir  
Drug Safety Research Unit, Southampton, UK 

Introduction 

The thalidomide disaster, which caused phocomelia 
in nearly 10 000 children whose mothers took 
thalidomide during pregnancy, was the stimulus 
for the establishment of systems to monitor sus-
pected adverse drug reactions (ADRs) and the 
development of modern pharmacovigilance. 1

Pharmacovigilance is concerned with detection, 
assessment, and prevention of adverse effects or 
any other possible drug -related problems; its ulti-
mate goal is to achieve rational and safe therapeutic 
decisions in clinical practice. It relies on sources of 
evidence derived from all levels, particularly phar-
macoepidemiologic research. The reasons for moni-
toring postmarketing drug safety were summarized 
as follows in 1970 in a report of the Committee on 
Safety of Drugs in the UK (which later became the 
Committee on Safety of Medicines (CSM); now the 
Commission on Human Medicines (CHM)): 2

No drug which is pharmacologically effective is 
entirely without hazard. The hazard may be insignifi -
cant or may be acceptable in relation to the drug ’s
therapeutic action. Furthermore, not all hazards can 
be known before a drug is marketed; neither tests in 
animals nor clinical trials in patients will always 
reveal all the possible side effects of a drug. These 
may only be known when the drug has been admin-
istered to large numbers of patients over considerable 
periods of time. 

Clinical experience showed that unexpected hazards 
could occur with old drugs as well as newly licensed 

drugs and these realizations thus defi ned the purpose 
of “postmarketing surveillance ”. The limitations of 
premarketing studies in defi ning the necessary 
safety profi les of drugs include: sample size, dura-
tion, and patient selection (see Chapter 1). Therefore, 
there has been general agreement for more than 40 
years of the importance of postmarketing adverse 
event monitoring and postmarketing safety studies 
in providing complementary information on the 
clinically necessary understanding of the safety of a 
drug. This has resulted in not only the establishment 
of voluntary systems for reporting suspected adverse 
drug reactions (ADRs) (see Chapter 10), but the 
development of a range of other methods to monitor 
and study postmarketing drug safety. 

Soon after the establishment of spontaneous 
reporting systems (see Chapter 10), it was recog-
nized that, while such systems have many real 
advantages for identifying ADRs, particularly rare 
ADRs, they also have limitations. 3 The theoretical 
basis for establishing a system to monitor events 
regardless of relatedness to drug exposure was pro-
posed by Finney in 1965. 4 This, and the limited 
contribution of the spontaneous reporting system 
for detecting hazards such as the oculomucocuta-
neous syndrome with the beta -blocker practolol, 5

led William Inman to set up in 1980 the 
Postmarketing Drug Surveillance Research Unit, 
with fi nancial assistance from the Offi ce of the 
Chief Scientists of the Department of Health Social 
Security. 6,7 Subsequently the CSM, wishing to 
consider monitoring the postapproval safety of 
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England. Products that are selected for study by 
PEM are new medicinal products which are 
expected to be widely used in general practice, or 
established products when there is a reason to do 
so, for example, a new indication or extending 
usage to a new population. PEM utilizes the struc-
ture of the UK National Health Service (NHS), 
whereby all individuals are registered with general 
practitioners (GP), who provide primary medical 
care and act as a gateway to specialist and hospital 
care. Medical records (in paper and electronic 
form) are held for each individual within each 
general practice, are generally lifelong and are 
transferable among general practices when a 
patient moves to a new area. Medical records data 
include not only information obtained in primary 
care but information about all contacts with sec-
ondary and tertiary care, including letters from 
specialist clinics, hospital discharge summaries, 
results of laboratory and other investigations, and 
information on GP -issued NHS prescriptions for the 
medicines the GP considers medically warranted. 

The identifi cation of individuals who have 
received a PEM study drug of interest relies on 
these NHS prescription data. Patients have to get 
these prescriptions dispensed at pharmacies with 
an NHS contract. Pharmacists then submit informa-
tion on prescriptions dispensed for products 
available for reimbursement through the NHS to 
a central prescription processing center within 
the NHS Business Services Authority, known as the 
NHS Prescription Services (NHSRxS); formerly 
the Prescription Pricing Division (PPD). Under 
longstanding arrangements and through secure 
transmission, the DSRU is provided with electronic 
copies of all those prescriptions issued throughout 
England for the drugs being monitored (see also 
subsection Ethics and confi dentiality). Since the 
NHSRxS only handles the remuneration and 
reimbursement to dispensing contractors across 
England, data are not available for Scotland, Wales, 
and Northern Ireland. The NHSRxS receives remu-
neration from the DSRU for this service. These data 
are reconciled with GP identifi er records available 
from the NHS Organisation Data Services (ODS), to 
obtain prescriber contact details and, with existing 
records on the DSRU customized PEM database, to 
ascertain whether the data pertain to an existing 

medicines, established a working party on Adverse 
Reactions under the chairmanship of David 
Grahame-Smith. In June 1983 and again in July 
1985, this working party reported an appreciation 
of the need for a prescription -based monitoring 
process (prescription –event monitoring; PEM) to 
provide a means of monitoring new drugs destined 
for widespread, long -term use. The underlying 
purpose was to extend the safety database of a new 
drug to at least 10 000 exposed individuals. 

Initially part of the Department of Medicine of 
the University of Southampton, the Unit was recon-
stituted as a charitable trust in 1986 and its name 
was changed to the Drug Safety Research Unit 
(DSRU). The DSRU is an independent, registered, 
medical, non -profi t organization and now operates 
in association with the University of Portsmouth. 
PEM is the only national system in England used to 
monitor the safety of recently marketed medicines 
available to all primary care physicians (general 
practitioners; GPs), besides the Yellow Card system. 
The Yellow Card system is the UK ’s spontaneous 
ADR reporting scheme run by the MHRA and the 
Commission on Human Medicines (CHM) (see 
Chapter 10). It receives reports of suspected ADRs 
from health -care professionals and patients for med-
icines and vaccines. There are important differences 
in the type of data collected in PEM compared with 
the Yellow Card system, the most important being 
that the majority of events reported in PEM will not 
be attributable to the drug (i.e., not adverse reac-
tions) and should not be treated as spontaneous 
ADR reports. Nevertheless, both postapproval 
systems are able to generate hypotheses regarding 
safety signals. PEM provides estimates of common 
to rare events while the Yellow Card reporting 
scheme is able to detect signals of very rare events 
because of the size of the population being moni-
tored. Thus, the Yellow Card spontaneous reporting 
system and PEM provide complementary informa-
tion on hazards associated with medicines. 

Description

Design and source  data
PEM uses an observational cohort design for active 
surveillance of targeted medicinal products in 
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Pharmacoepidemiology Practices of the Interna-
tional Society for Pharmacoepidemiology,  12   a full 
protocol is written for each study to monitor and 
research the safety of medicines. In addition, under 
Section 251 of the NHS Act 2006, the DSRU has 
received support from the Ethics and Confi dentiality 
Committee of the National Information Governance 
Board to gain access to and process patient -
 identifi able information without consent for the 
purposes of medical research (October 2009).  13   
Considerable care is taken to preserve the confi -
dentiality of patient data and the DSRU databases 
are fully protected. Patient information security is 
assured through strict measures guided by DSRU 
policies. Furthermore, highly confi dential patient 
data (name and address) supplied by the NHSRxS 
are made anonymous through use of a unique 
study identifi er code assigned by the DSRU and, 
separately, one supplied by the GP on the question-
naire at the point of return. These codes are used 
for any subsequent correspondence.  

  Data  c ollection 
  The  p rocess 
 Relevant study data are currently collected via a 
manual process (as summarized in Figure  20.1 ). 

eligible patient already within the DSRU PEM data-
base. It should be noted that all relevant prescrip-
tions are collected, irrespective of whether they are 
a new or repeat course. These arrangements operate 
for the length of time necessary for the DSRU to 
collect a suffi cient number of prescriptions to iden-
tify the required study sample size of patients. Since 
collection of dispensed prescription data usually 
begins immediately after the new drug has been 
launched, the eligible patient study population can 
be described either as an inception cohort (where 
the study drug is a new entity) or a new user cohort 
(where the drug under study might be a revised 
formulation and the patients may be regarded as 
 “ switchers ”  and exposed to the new formulation 
for the fi rst time). In addition, as the data are 
sampled at national level, the cohort is representa-
tive of the population registered within the NHS in 
England.  

  Ethics and  c onfi dentiality 
 PEM studies are conducted according to national 
and international guidelines for ethical conduct 
of research involving human subjects.  8 – 11   
Follow ing the principles of good practice, for 
example as described in the Guidelines for Good 

      Figure 20.1     The PEM process.   

DSRU notifies NHS Prescription Services (NHSRxS) of study drug under surveillance

↓
DSRU receives data from dispensed NHS prescriptions issued in England by GPs from the date

of market launch, in strict confidence from the NHSRxS

↓
PEM (standard/modified) questionnaires sent to GPs (e.g., ≥3/6/12 months after first primary

care prescription issued for patient) 

↓
Information requested on questionnaire includes: baseline demographic data, drug exposure details,

events and other outcomes, important risk factors and prescribing patterns.

↓
PEM (standard/modified) questionnaires returned, scanned, reviewed and data entered onto

DSRU database 

↓
Selected events of medical interest (suspected ADRs, RAIDAR* events, deaths (where cause not

known), pregnancies) and other outcomes which require further evaluation may be followed-up

[Patient confidentiality maintained throughout]

*RAIDAR, rare and iatrogenic adverse reactions.
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After an interval of usually 6 months (range 3 –12
months) from the date of the fi rst prescription for 
each eligible patient, PEM questionnaires (standard 
and customized formats, described below) are sent 
by surface mail in monthly batches according to the 
chronological order of prescription issue date to 
those GPs who prescribed the newly marketed 
medicine, continuing until the target sample size is 
achieved. Historically, PEM questionnaires were 
commonly referred to as “Green Forms, ” because 
of their color. These are intended to be simple in 
order to expedite speed of data collection in order 
to enhance surveillance and to encourage response 
in the interest of drug safety, given there is no 
remuneration to respondents. The number of PEM 
study questionnaires sent on a monthly basis to 
each GP is limited (maximum of four per GP), but 
questionnaires for patients excluded because of this 
rule are subsequently included in the following 
month. As illustrated in Figure 20.2, the standard 
“Green Form ” PEM questionnaires request data on: 
patient demographics (age, gender), indication for 
treatment, prescribing information (dose and dura-
tion), reasons for stopping (if stopped), details of all 
signifi cant events (for defi nition see Box  20.1) that 
have been recorded in patients ’ medical records 
during a specifi c time period after starting the PEM 
study drug, and cause(s) of death if applicable. 

Questionnaire  design
In parallel with pharmacoepidemiologic develop-
ments in general, PEM questionnaires have evolved 
over time to extend the range of data that can be 
collected on drug utilization patterns as well as 
important risk factors for selected outcomes of 
interest which can provide complimentary infor-

mation on safety issues. Although still limited, the 
original Green Form simple design was enhanced 
to include a small number of “additional” questions 
to facilitate the examination for the entire study 
cohort of aspects such as confounding by indica-
tion, concurrent illnesses, and concomitant medi-
cations. For example, the green forms in the PEM 
studies of the selective cyclo -oxygenase (COX) -2
inhibitors, for example celecoxib, included ques-
tions regarding previous history of dyspeptic condi-
tions (Figure 20.2) and the green forms for the 
PEM studies of PDE5 inhibitors for erectile dysfunc-
tion, such as sildenafi l, included questions about 
history of cardiovascular disease. 

More recently, further expansion and modifi ca-
tion of the nature and type of information requested 
on PEM questionnaires for the whole cohort has 
led to the adoption of more complex forms; such 
studies where these forms are used are called 
“modifi ed PEM ” (M -PEM) studies. Customized 
questionnaires have been developed to permit a 
wider exploration of more specifi c safety issues 
through collection of relevant information, while 
the underlying process remains the same. Figure 
20.3 illustrates the M -PEM study questionnaire for 
lumiracoxib. These customized questionnaires are 
designed to accommodate the increasing need for 
supplementary information which is relevant to a 
number of outcomes. This provides the opportunity 
to investigate and explore a range of additional 
research questions, such as the identifi cation of 
subsets of populations potentially at higher risk, the 
description of factors important in drug utilization 
and targeted surveillance of specifi c safety con-
cerns. Because of the increased complexity of these 
M-PEM questionnaires, GPs receive a small remu-
neration for returning completed customized forms. 
Completion of these forms by GPs is voluntary. 

Supplemental information
During the course of any study, selected medical 
events (as described in Table  20.1) and other out-
comes undergo preliminary evaluation for pur-
poses of summarizing common or unusual features/ 
manifestations, clinical course, and prognosis of 
conditions. Supplemental information may be 
sought from GPs using targeted questionnaire(s), 

Box 20.1 Defi nition of an  event in 
prescription –event monitoring
Any new diagnosis, any reason for referral to a 
consultant or admission to hospital, any unexpected 
deterioration (or improvement) in a concurrent illness, 
any suspected drug reaction, any alteration of clinical 
importance in laboratory values, or any other complaint 
that was considered of suffi cient importance to enter 
into the patient ’s notes. 



Chapter 20: Prescription–Event Monitoring 305

Figure 20.2 Green Form for the PEM study on Celebrex (celecoxib). 
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Figure 20.3 Questionnaire for the M -PEM study on Prexige (lumiracoxib). 
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Figure 20.3 (Continued)
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reporting GP has supplied a practice identifi cation 
code for the patient. 

Data processing 
Each PEM/M -PEM questionnaire returned for each 
patient is scanned onto the database and electronic 
copies reviewed by the medical or scientifi c offi cer 
monitoring the study in the DSRU. This initial 
review aims to identify possible serious ADRs or 

where such information is not provided on the 
PEM questionnaires. Such questionnaires are sent 
within weeks of the initial review, but in some 
cases where an objective of a study might be to 
monitor events with a long latency, a lag period 
may be introduced, for example 12 months from 
the date of fi rst occurrence of the event of interest, 
such as androgenic manifestations with testoster-
one use in women. Table  20.2 lists the medically 
serious events 14 that have been associated with the 
use of medicines, as compiled by the DSRU. Cases 
of these events routinely undergo further evalua-
tion (see section Qualitative Evaluation of Important 
and Medically Important Adverse Events). All 
pregnancies reported during treatment or within 3 
months of stopping the drug are followed up using 
a supplementary questionnaire to determine the 
outcome of the pregnancy. All reported deaths for 
which no cause is specifi ed are also followed up to 
try to establish the cause of death, provided the 

Table 20.1 Categories of events and outcomes that 
undergo further evaluation 

Medically important * adverse events: 
Reported during premarketing development 
Reported during postmarketing in other countries 
(for products launched elsewhere before the UK) 
For the therapeutic class 
Previous undocumented medically important events 

considered to be possibly associated with the study 
drug during the PEM study 

Rare and iatrogenic adverse reactions (RAIDAR) 
events (see Table  20.2)

Any other adverse events deemed to be of medical 
importance by the DSRU during the PEM study 

Specifi c outcomes associated with the study aims and 
objectives, for example aspects of prescribing, 
pre-existing medical conditions, or use of other 
medications immediately prior to or concurrently with 
the study drug which may be contraindicated, or 
which requires special warnings or precautions for 
use

*Defi ned as  “events that may not be immediately life 
threatening or result in death or hospitalization, but 
may jeopardize the patient or require medical 
intervention to prevent serious sequelae. ”

Table 20.2 Rare serious adverse events that have been 
associated with the use of medicines 

Agranulocytosis
Alveolitis
Anemia aplastic 
Anaphylaxis
Angioneurotic edema 
Arrhythmia
Bone marrow abnormal 
Congenital abnormality 
Dermatitis exfoliative 
Disseminated intravascular coagulation 
Erythema multiforme 
Erythroderma
Guillain–Barré syndrome 
Hepatic failure 
Hepatitis
Jaundice
Leukopenia
Multiorgan failure 
Nephritis
Nephrotic syndrome 
Neuroleptic malignant syndrome 
Neutropenia
Pancreatitis
Pancytopenia
Pseudomembranous colitis 
Renal failure acute 
Retroperitoneal fi brosis 
Rhabdomyolysis
Stevens–Johnson syndrome 
Sudden unexpected death 
Thrombocytopenia
Torsade de pointes 
Toxic epidermal necrolysis 
Any event for which there is a positive re -challenge

This list is based on a similar list used by the Medicines 
and Healthcare products Regulatory Agency (MHRA), UK. 
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screen for errors, missing values, or extreme values 
and diagnose their cause, an effort supported by 
customized software with objective, standardized 
logic checks. 

Sample size and duration
As summarized in Chapter 4, the ability to detect 
an adverse event in a cohort study is dependent on 
the expected incidence rate of the adverse event in 
those exposed to the drug, the background rate in 
those not exposed to the drug, and the total number 
of patients. In PEM, the sample size of 10 000
exposed patients has been driven by PEM ’s original 
objective to bridge the gap between randomized 
trials and spontaneous reporting regarding sensitiv-
ity to rare and uncommon events that can be 
achieved by including a larger sample size than 
premarketing studies. Based on the general “rule of 
three” (see Chapter  4), it follows that the larger the 
sample size, the rarer the event that can be detected. 
Through aiming to collect a sample size of 10 000
patients in PEM, this allows one to be 95% certain 
that any events not observed occur less often than 
1 in 3333 cases (incidence <0.0003).15

A sample size of 10 000 should allow for the 
detection of at least three cases of an adverse event, 
with 85% power, if the event occurs at a rate of at 
least one in 2000 patients (assuming the back-
ground rate is zero). 16 If the background rate is 
known and there is an a priori hypothesis of the 
effect size, then it is possible to analyze the statisti-
cal power of a study given a fi xed sample size. For 
example, assuming 5% (two -sided test) signifi -
cance, the power of a study based on 10 000 sub-
jects to detect as statistically signifi cant an increase 
in incidence from 0.1% to 0.2%, would be 80%. 17

(See Chapter 4 for more details.) 
Because of the customized nature of M -PEM

studies, a specifi c sample size is calculated depend-
ing on the research question of interest, for which 
the outcomes are chosen and defi ned through 
internal DSRU scientifi c discussion as those best 
refl ecting the research question. For example, if the 
study has been designed to test an increase in risk 
of an event between two study periods, then the 
sample size will depend on the background rate of 
the event, the estimated effect size of the adverse 

events requiring action, for example external com-
munications or expedited follow up. PEM records 
all events, regardless of attribution, unlike sponta-
neous reporting systems which collect events for 
which there is often an inherent assumption of a 
causal relationship with the treatment in the mind 
of the reporter. These events may be expected 
or unexpected and may be either serious or 
non-serious.

For each patient, trained coding staff prepare a 
computerized, longitudinal, chronological record of 
demographic, exposure, and outcome data associ-
ated with starting the study drug. All events 
reported on questionnaires are coded onto a DSRU 
database using the DSRU Event Dictionary, which 
has been developed since the inception of PEM in 
the 1980s. This hierarchical dictionary, which is 
arranged in a system –organ classifi cation, groups 
associated doctor summary terms (terminology 
used by the prescribing physician) under lower -
level event terms; similarly, related lower -level
event terms are grouped under a broader term 
(higher -level term). As of July 2010, the dictionary 
contains 17 593 doctor summary terms (as near as 
possible to the term used by the reporting doctor, 
e.g., crescendo angina) and 1939 lower -level terms 
mapped to 1308 higher -level terms, within 32 
system–organ classes. Selected attributes are linked 
to selected data, for example an event is coded as 
an ADR if the GP specifi ed that the event is attrib-
utable to a drug (either the study drug, or another 
drug taken during the study observation period); if 
the ADR has been reported to the CHM or market-
ing authorization holder; if the event had a fatal 
outcome; or if the event was a reason for stopping. 
The DSRU is currently implementing the integra-
tion of the Medical Dictionary for Regulatory 
Activities (MedDRA) dictionary to enhance the 
description of adverse events in parallel to the use 
of its own dictionary. 

Good clinical data management is a high prior-
ity. The DSRU has a set of rules and processes 
associated with the conduct of PEM which undergo 
regular review. Data quality is assured through a 
number of methods based on error prevention, 
data monitoring, data cleaning, and documenta-
tion. For example, data cleaning is undertaken to 
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Qualitative evaluation of important and 
medically important adverse events
As described earlier, each questionnaire is evalu-
ated for adverse events that may possibly be related 
to drug exposure. This qualitative evaluation by the 
DRSU research fellow takes into consideration a 
number of points (see Box 20.2 and Chapter  33).
An example of a safety signal generated in PEM as 
a result of careful clinical evaluation is the visual 
fi eld defects in patients receiving long -term treat-
ment with the antiepileptic drug vigabatrin. 18

Because of the epidemiologic nature of the 
design of PEM, any inferences on drug -relatedness
will be made on aggregate basis at study milestones, 
that is when the interim and fi nal reports are 
written. Such aggregate analyses can help formu-
late possible hypotheses, which then require 
further analytic study. PEM is dynamic in nature 
and the types and nature of events evaluated may 
evolve during the course of the study, for example 
following publications of case reports or regulatory 
concerns. An example is that of serious skin reac-
tions and selective COX -2 inhibitors. 19

Quantitative analysis of events
The PEM method provides a numerator (the 
number of reports of an event) and also denomina-

drug event, the level of signifi cance used (the fi xed 
probability of wrongly rejecting the null hypothesis 
when no real difference exists; most commonly 
set at 5%, the type I error or false -positive result) 
and the desired power (the probability the test 
will reject a null hypothesis that is false, i.e., that 
it will not make a type II error; usually taken to be 
80%, which means a 20% chance of a type II error 
or false -negative result). The background rate and 
the expected adverse effect size are estimated 
from the published literature and clinical study 
data. For the majority of M -PEM studies that have 
been undertaken to date, the sample size has been 
smaller than the 10 000 required for “standard”
PEM studies. 

The duration of any study is dependent on the 
level of prescribing of the study drug by GPs in 
England. Interim analyses are usually undertaken 
at prespecifi ed milestones (e.g., annually), or 
defi ned sample sizes (e.g., 2500 patients in a stand-
ard PEM study) and contacts are, whenever pos-
sible, maintained with the marketing authorization 
holder, so that the pharmaceutical companies 
(although the study is independent of them) can 
comply with the drug safety reporting procedures 
of the regulatory authorities. 

The DSRU has completed 109 PEM studies to 
date with a median cohort size of 11 680 patients 
(interquartile range: 8670 to 13 632). A wide range 
of drugs have been studied including agents to treat 
hypertension, angina, asthma and chronic obstruc-
tive pulmonary disease (COPD), diabetes, epilepsy, 
depression, schizophrenia, erectile dysfunction, 
and urinary incontinence. In addition, a number of 
non-steroidal anti -infl ammatory drugs (including 
selective COX -2 inhibitors), several antibiotics, and 
antiviral agents have been studied. 

Data analysis
Signal detection and evaluation is the primary 
concern of pharmacovigilance. Several methods 
are applied for signal detection in PEM, both quali-
tative and quantitative, not only to look for new 
unexpected adverse reactions but also for further 
information regarding expected drug –adverse
events associations of interest that might affect the 
benefi t : risk balance of a drug. 

Box 20.2 Points for consideration in 
evaluation of reported events
• The temporal relationship (time to onset) 
• The clinical and pathological characteristics of the 

event
• The pharmacologic plausibility based on previous 

knowledge of the drug and the therapeutic class if 
appropriate

• Whether the event was previously reported as an 
adverse reaction in clinical trials or postmarketing in 
the UK or in other countries 

• Any possible role of concomitant medications or 
medications taken prior to the event 

• The role of the underlying or concurrent illnesses 
• The effect of de -challenge or dose reduction 
• The effect of re -challenge or dose increase 
• Patient’s characteristics, including previous medical 

history, such as history of drug allergies, presence of 
renal or hepatic impairment, etc. 

• The possibility of drug interactions 
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where:

   
N Number of st reports of an event during

treatment
t = 1

(or obseervation) ,for period t
 

and

   
D

Number of patient-days of treatment

 for 
t = ( )or observation pperiod t

30

 

where: 30 defi nes a 30 - day month. 
 IDs can be calculated for each individual month 

for the relevant study period, as well as combina-
tions of months (this being dependent on the study 
question — see below) and all months combined 
(ID A ). Ideally, the exposure time would be censored 
at the time of the fi rst event. However, since there 
are a large number of health outcomes of interest 
and the censoring would be different for each 
outcome, the denominator for the crude ID does 
not initially include censoring. Any subsequent 
analysis of particular signals would use appropri-
ately censored denominator data. One of the many 
different evaluations possible is to rank these data 
in descending order of the estimate of ID 1  (ID in 
month 1) and to examine the frequency of clinical 
events unlikely to be confounded by indication. 
See Case study  20.2 , which describes the PEM 
study of drospirenone/ ethinyl estradiol.  21      

  Comparisons of  e vent  r ates 
( i ncidence  d ensities) 
 Calculating measures of impact (ID rate differ-
ences) of measures of effect (rate ratios) are other 
quantitative evaluations that can be used to iden-
tify events that occur signifi cantly more frequently 
soon after starting the study drug. The null hypoth-
esis is that the incidence rates are constant between 
the two time periods in a fi xed cohort, that is the 
events are not related to treatment in any way; the 
alternative hypothesis is that the incidence rates 
are different between the two time periods in a 
fi xed cohort. In rejecting the null hypothesis where 
substantial differences are observed, this could be 
explained by a number of factors including drug 
treatment. Most frequently, for each reported 
event, the difference or ratio between the IDs in 

tors in terms of the number of patients and the 
number of patient - months of exposure to the drug; 
all collected within a known time frame. This 
allows for event profi les over time to be examined 
through application of various statistical methods; 
such analyses are performed using  “ higher - level ”  
event terms from the DSRU dictionary. As described 
in Chapter  10 , the trend of reports after starting 
treatment may be informative: pharmacologic 
related side effects tend to occur early in the study 
(although this period may also be affected by car-
ryover effects from previous medication), or the 
number of reports may rise as time passes (as with 
long latency adverse reactions). 

  Analysis by  e vent  c ounts ( i ncidence) 
 One simple but effective descriptive method is to 
examine the incidence of events for the whole 
cohort by month, by System - Organ - Class (SOC). 
Such tables can generate signals: for example the 
incidence of an event in the fi rst month or subse-
quent months may be unusually high (in contrast 
to that when compared with that expected from 
the Summary of Product Characteristics (SPC). An 
example is gynecomastia with fi nasteride (Case 
study  20.1 ).  20      

  Analysis by  e vent  r ates ( i ncidence 
 d ensities) 
 PEM takes advantage of the information on 
duration of exposure that is provided on the 
questionnaire and from the NHSRxS. Rates (inci-
dence densities; IDs) can be calculated for a given 
fi xed time period (t) − ID t , for all events reported 
in patients for given time period and are expressed 
in units of fi rst event reports per 1000 patient -
 months of treatment (the time between treatment 
start and stop dates) or observation (the time 
between start date and end of survey date) if 
pattern of drug use is continuous or intermittent, 
respectively. 

 Thus,

   

ID per patient months of treatment

 
N

D

t

t

t

1000

( )or observation = ××1000
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 Case study 20.1   Finasteride and  g ynecomastia 
  Background 

     •      Indicated for the treatment and control of benign 
prostatic hyperplasia (BPH)  

   •      Finasteride is an inhibitor of 5 -  α  reductase, which 
catalyzes the conversion of testosterone to 
dihydrotestosterone (DHT).  

   •      Company literature at the time of marketing indicated 
that the most frequent adverse events were related to 
sexual function and that there were feminizing effects; 
gynecomastia was not included in the datasheet when 
the product was launched.     

  Question 

     •      How did PEM help in identifying this signal?     

  Approach 

     •      Quantitative methods included constructing a list of 
events, by system organ class and according to 
treatment status, with denominators of number of 
male patients still in the study, by month. Data were 
then compared across other drugs within the PEMbase.  

   •      Qualitative methods involved further evaluation and 
characterization of the event.     

  Results 

     •      The PEM cohort comprised 14767 males (mean age 69 
years).  

   •      Reports of impotence/ ejaculatory failure and 
decreased libido were received in relation to the fi rst 
and all subsequent months of treatment, but reports 
of gynecomastia were only rarely received before the 
fi fth month of therapy (Fig.  20.4 ).    

   •      To assess whether gynecomastia was an adverse event 
with fi nasteride, the data for 41 completed PEM studies 
were examined for reports of this event; only 17 of these 
41 studies had gynecomastia. There were 42 reports (39 
on drug) for fi nasteride (incidence rate 0.26 per 1000 
patient - months of treatment) compared to 75 (56 on 
drug) for the other 17 studies combined (incidence range 
0.03 – 0.23 per 1000 patient - months of treatment). These 
results strengthened the signal further.  

   •      Follow - up of these cases of gynecomastia and 12 
 “ potential cases ”  (with signs and symptoms of the 
condition based on other events) reported that the 
gynecomastia resolved on de - challenge in 15 of the 31 
men in whom fi nasteride was given in the absence of 
other relevant concomitant therapy.     

  Strengths 

     •      This shows the complementary and essential nature of 
qualitative and quantitative methods in assessing risk.     

  Limitations 

     •      The incidence rate calculated was a crude measure, and 
there was no ability to control for confounding.  

   •      Follow - up was not systematic for all reports in the 
database, so only additional data was obtain for the 
cases exposed to fi nasteride.     

  Key  p oints 

     •      This postmarketing surveillance study generated a 
signal that was not identifi ed in premarketing clinical 
trials of fi nasteride.  

   •      While the incidence measure may have been subject to 
bias, the outcome was that the data sheet was amended.     

     Figure 20.4     Reports of gynecomastia during treatment with fi nasteride.  
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Case study 20.2 Yasmin ® and  venous thromboembolism 
Background 

• Yasmin is a combined oral contraceptive (COC) 
containing ethinyl estradiol and a new progestogen, 
drospirenone, it was launched in the UK in May 2002. 

• While the association between estrogen -containing
oral contraceptives and venous thromboembolism 
(VTE) is well established, VTE is a rare event in young 
women and the risk associated with a new COC can 
not generally be determined from clinical trials. 

• The initial prescribing information for Yasmin stated 
that “It is not yet known how Yasmin infl uences the 
risk of VTE compared with other oral contraceptives. ”

Question

• How can Prescription Event Monitoring help to 
evaluate the risk of this new drug? 

Approach 

• Obtain prescriptions for all new users in England, 
which avoids the selection bias inherent in 
premarketing clinical trials. 

• Obtain outcomes, which are events, regardless of 
causality, reported by the patients ’ doctors (who have 
access to the patient ’s health information in both 
primary care and hospital contact). 

• Apply qualitative and quantitative methods to 
generate and test hypotheses. 

Results

• The PEM study for Yasmin identifi ed 13 cases (deep 
vein thrombosis 5; pulmonary embolism 8) in 15 645
females using Yasmin, with a crude incidence rate of 
13.7 cases per 10 000 woman -years (95% CI: 7.3 –23.4).

• Each of the cases had one or more possible risk factors 
for VTE. 

Strengths 

• The PEM allowed for a rapid assessment of risk; to our 
knowledge, this was the fi rst description of cases of 
deep vein thrombosis and pulmonary embolism in 
users of Yasmin in the primary care setting in England. 

Limitations

• Although an incidence rate has been calculated, there 
was no control group and no ability to account for 
confounding.

• Cases all had risk factors for VTE and therefore the 
events may not have been related to the drug. 

Key points

• While premarketing clinical trials identifi ed many 
aspects of the safety of Yasmin, apparently no cases of 
VTE were reported. 

• As an association between the COC and VTE has been 
recognized for more than 40 years, it is important to 
know whether a new COC is associated with VTE and 
to what extent. 

• The lack of selection bias and the large numbers of 
women studied led to identifi cation of women who 
developed VTE while taking Yasmin, all of whom had 
risk factors of VTE. The PEM study raised the need for 
special consideration before women with risk factors 
for VTE take Yasmin. 

• While the incidence of VTE in the PEM study may have 
been subject to bias, it is the fi rst computed incidence 
for this condition with Yasmin. Nonetheless, it needs to 
examined by other studies. 

the fi rst month after starting treatment and the IDs 
for months 2 to 6 (ID 1−ID2–6) is calculated to allow 
the examination of the null hypothesis that the rate 
for the event is not increasing or decreasing 
between these two time periods. A confi dence 
interval (99% or 95%) is applied to the difference 
or ratio in the rates between months as specifi ed 
above; these are computed based on the Normal 
approximation. Thus, where the ID 1−ID2–6 value for 
an event is positive or ID 1/ID2–6 is above 1 and the 

confi dence limits around the point estimate exclude 
the null value (zero or one respectively), the rate 
of events in month 1 is signifi cantly greater than 
the rate of events in month 2 to 6 combined. This 
result can be considered to be a signal for an event 
associated with starting treatment with the study 
drug. In comparing these two time periods, the 
assumption is made that, given an event, its 
reporting is equivalent in both periods in a fi xed 
cohort. It is recognized that there are a number of 
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Plotting a hazard function in a fi xed cohort for 
events of interest is another useful method to 
determine whether the hazard (instantaneous risk) 
of the event increases or decreases with time. A 
constant hazard over time may be consistent with 
a background (not caused by the drug) event rate, 
whereas a non -constant hazard over time may be 
an indicator of a drug –event relationship. Since it 
is desirable to understand the shape of the underly-
ing survival function, parametric time -to-event
models can estimate the baseline hazard function 
and the instantaneous change in hazard over time, 
and the goodness -of-fi t assessed. An example is the 
examination of hazard rates of hypoglycemia as 
reported in PEM studies of thiazolidinedione anti-
diabetic drugs. 25

Reasons for stopping the drug
The PEM questionnaire asks the doctor to record 
the reason why the drug was stopped if, in fact, it 
was stopped. This is very informative because it 
includes possible adverse reactions which the 
doctor and/or the patient considered serious or suf-
fi ciently troublesome to stop the medication. 
Clinical and non -clinical reasons for stopping a 
drug are presented in two ways: by dictionary SOC 
by month, and also ranked by total count. The 
ranked reasons for discontinuation can be com-
pared with the ranked incidence density estimates 
and this comparison can also generate signals. 
There is usually a good correlation in terms of the 
most frequently reported events (see examples 
Tables  20.3 and  20.4).

Outcomes of pregnancy
All pregnancies reported during PEM studies are 
followed up in order to determine the outcome in 
those babies exposed in utero to the drugs being 
monitored. There is interest in determining the 
proportion and nature of congenital anomalies in 
babies born to women exposed to newly marketed 
drugs during pregnancy, in particular in the fi rst 
trimester. PEM studies have shown that from 831 
such pregnancies, 557 infants were born, of whom 
14 (2.5%) had congenital anomalies. 26 Projects are 
underway to compare pregnancy outcomes follow-
ing drug exposure between PEM studies or between 

limitations to this method of examining the data —
these will be discussed subsequently. Similarly, ID 
differences or ratios can be used to identify events 
that have a delayed -onset, for example where the 
ID1−ID2–6 value for an event is negative, or the ID 1/
ID2–6 is less than one and the confi dence limits 
around the point estimate exclude the null 
value (zero or one respectively). In such settings, 
the rate of events in months 2 to 6 combined is 
considered to be signifi cantly greater than during 
month 1 and this result is considered to be a signal 
for a delayed -onset event. These signals then 
require confi rmation or refutation by further study. 
Table  20.3 shows a summary of such data from a 
typical PEM study of a drug (oxcarbazepine) 22 for 
which pattern of use is considered continuous; it is 
restricted to events reported during treatment 
(between start date and stop date) and with cor-
responding denominator of patient -months of 
treatment. Events associated with starting treat-
ment are in bold. 

For drugs where pattern of use is intermittent 
and/or short term, such summaries are also pro-
duced, but there are several differences. First, the 
numerator is based on total incident counts irre-
spective of treatment status (whether recorded 
during/ post -treatment or whether “unknown”)
and the denominator takes into account the obser-
vation period (between start date and end of survey 
date). Second, the comparator (reference) period 
may be restricted. Table  20.4 shows a summary of 
such data from a PEM study of a drug (deslorata-
dine)23 intended for short term ( <30 days) intermit-
tent use, where the second month was considered 
most appropriate as the reference period. 

Time to  onset
It is acknowledged that the generalized approach 
to segregation of time periods may not be appropri-
ate for all events with respect to their most relevant 
time periods of excess. It is possible to explore the 
time taken for an event of interest to occur by using 
time-to-event analysis, thus providing an addi-
tional tool for signal generation purposes. One 
example is the incidence rate of venous throm-
boembolism as reported in the PEM study of 
strontium.24
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Variable  direction of  investigation
PEM combines both retrospective and prospective 
aspects. The previous history can be studied, as well 
as providing opportunities for following up sub-
groups of patients of interest in a prospective 
manner. The introduction of modifi ed PEM 
methods has enhanced the gathering of relevant 
data on exposure to risk factors, enables other 
factors to be considered, and enables more detailed 
investigations of specifi c safety issues of concern at 
the time of starting the study or those that emerge 
while the study is in progress. 

Exposure  data
It is important for drug safety that exposure 
windows are appropriately calculated to minimize 
biased estimates of association (ID differences) or 
estimates of effects (ID ratios) where internal a
priori comparisons are undertaken. In PEM, expo-
sure data are derived from dispensed prescriptions, 
with validation from prescribers through confi rma-
tion of such data on the questionnaires. Considering 
the large proportion of patients who do not get a 
prescription dispensed, 27 this is an advantage in 
that PEM exposure data are more accurate than 
that derived from records of physician -issued pre-
scriptions (which are not always dispensed), as 
held in some pharmacoepidemiologic databases. 

Outcome data
In PEM, the prescriber is asked to supply event data 
regardless of causality. Therefore, PEM is able to 
identify signals of adverse reactions or syndromes 
which none of the participating GPs suspect to have 
been due to an ADR. 4 If the GP attributes the event 
to the use of the drug, then the GP is asked to 
record this on the PEM questionnaire. In addition, 
the method prompts the doctor to fi ll in the ques-
tionnaire and does not rely on the clinician taking 
the initiative to report. This “prompting” effect of 
PEM is most important because, as described below, 
ADR reporting is enhanced in PEM compared to 
the passive Yellow Card spontaneous ADR report-
ing system in the UK. 

As mentioned previously, the database also 
allows the study of diseases as well as drugs. 
Although bias is possible (see Weaknesses below), 

PEM studies and external comparators. The com-
parisons within the PEM database include compar-
ing pregnancy outcomes for women who continue 
to take a particular drug with women who stop 
taking the drug. It is important that studying preg-
nancy outcomes continues in order to exclude, to 
the greatest extent possible, teratogenic effects of 
medicines (see Chapter 28).

Strengths 

Representativeness and  size
PEM uses a non -interventional exposed -only
cohort design to monitor multiple outcomes in a 
large group of patients. It does not interfere with 
the prescribing decision process of the practitioner 
and information is collected after the prescribing 
decision has been made and implemented. This 
means that in PEM, data are collected on patients 
who have received the study drug because the 
doctor considered it the most appropriate treat-
ment for that patient, as in everyday “real-world”
clinical practice. For example, PEM studies capture 
data on unlicensed and unlabelled prescribing 
including unlicensed prescribing for children. In 
addition, there are no predefi ned selection criteria 
in terms of GPs or patients based on particular 
characteristics. This combination makes it likely 
that the PEM cohort is representative of all patients 
who have started the study drug under similar cir-
cumstances on a national scale in England. In this 
way, the system avoids the problem of generaliza-
bility inherent in clinical trials, including many 
postmarketing safety trials. 

In terms of size, the PEM database contains over 
5.4 million prescriptions and data on over 1 million 
individuals exposed to new treatments in England. 
The PEM data collection method has been shown 
to be successful in regularly producing data on 
10000 or more patients given newly marketed 
drugs which, by virtue of their success in the mar-
ketplace, involve substantial patient exposure. It 
fulfi lls, therefore, the original objective of provid-
ing a prescription -based method of postmarketing 
surveillance of new drugs intended for widespread, 
long-term use. 



318   Part III: Sources of Data for Pharmacoepidemiologic Studies

the reporting doctors. This facilitates the gathering 
of supplementary information on important 
events, pregnancies, deaths, etc. (Tables  20.1 and 
20.2), which allows for the maximal clinical under-
standing of biases, the natural history of ADRs, and 
other important risk factors (which could be 
potential confounders for prespecifi ed internal 
comparisons).

Weaknesses 

Single-group  cohort design
As highlighted earlier, PEM is a simple single -group
cohort design where subjects have been assembled 
based on a common exposure (the particular 
medication under surveillance). Compared to the 
“classic” cohort design with multiple exposure 
groups, it is more effi cient in terms of resources, 
but the principle limitation is absence of data on an 
unexposed comparator. Thus, calculating measures 
of effect (relative risks) is restricted to internal com-
parisons between subgroups defi ned by particular 
characteristics, or external comparisons to carefully 
selected data sources. 

Bias
Selection bias is detrimental to the validity of obser-
vational studies. 33 In PEM, it refl ects the potential 
that the study sample is not representative of the 
general population. Such error cannot be adjusted 
for. How different a PEM cohort is compared to all 
other patients with the same indication receiving 
other health care in general practice in England 
cannot be assessed since, as mentioned previously, 
PEM does not monitor an unexposed cohort con-
currently. Channeling of new drugs also introduces 
selection bias through preferential prescribing. 
Patterns of adoption of a new drug cannot be pre-
dicted, and while it may be examined in PEM, it 
cannot be controlled. 

Non-response bias is another form of selection 
bias which is possible since not all PEM question-
naires are returned. The current median responses 
for standard PEM and M -PEM studies are 50% and 
64%, respectively. In PEM, it is not known whether 
the prescribers who do not respond (and their 

event incidence estimates (which represent an 
unknown combination of those events occurring in 
the general population and those attributable to the 
use of the drug) are likely to be more precise than 
those estimated from trials because of such large 
patient cohort sizes. This is also in line with the 
early proposals of Finney on event reporting. 4

Signal strengthening 
PEM identifi es patients with potential ADRs who 
can be studied further. More detailed information 
about the clinical characteristics of particular 
adverse events and the patient can be obtained for 
semiquantitative assessment of selected cases 
within a case series. A variety of comparisons using 
selections of the PEM database (drug groups, spe-
cifi c patient groups) can be conducted to refi ne 
signals.28–31 Such comparisons are appropriate 
because the database is comprised of new drug user 
populations assembled at the same stage in time in 
the immediate postmarketing period since intro-
duction of each product. As described previously, it 
is also possible to conduct external comparisons 
using demographic data of the population as a 
whole.32 However, in contrast to PEM ’s data, some 
pharmacoepidemiologic data sources (such as the 
General Practice Research Database or The Health 
Improvement Network, see Chapter 15) have 
limited data on recently introduced products, 
which precludes reliable comparisons being made 
because of small sizes of the population exposed. 

Participation in research 
For GPs in the UK, research and academic medical 
practice are considered non -core activities and 
therefore receive no payment from the NHS. 
Although GPs have a duty of care to report ADRs 
and co -operate with requests for information from 
organizations monitoring public health, those GPs 
who participate in PEM studies do so on behalf of 
research and not for monetary interest —the
remuneration received for completion of forms 
barely covers administration costs. This is also 
evident for other pharmacovigilance activities such 
as the Yellow Card spontaneous reporting scheme. 
Since the early 1980s, close contact has been fos-
tered between the research staff in the DSRU and 
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between subgroup populations within a drug or 
between drugs to strengthen or refi ne signals, data 
may be incomplete or missing and residual con-
founding is likely. Nevertheless, the adoption of 
modifi ed PEM methods has provided considerable 
opportunities to enhance collection of supplemen-
tary data on important risk factors. 

Temporality 
Examinations of whether risks change over time 
can be affected by skewed reporting distributions 
or temporal changes in prescribing practice. The 
generalized approach to segregation of time periods 
in these calculations does not provide for: signals 
of events delayed until after the fi rst month; changes 
in event rates as a result of important dynamics in 
the population at risk such as through depletion of 
susceptibles;35 switchers or healthy users; and anal-
ysis of repeated events or clusters of events. 

Limited statistical power and 
sample size
It is possible to calculate power and sample size for 
a single cohort study, provided one has a hypoth-
esis about the effect size and the background rate 
involved, however the detection of rare ADRs is 
not always possible even with cohorts of 10 000–
15000 patients. Due consideration should also be 
given to the nature of PEM statistical analysis 
which involves running routine multiple compari-
sons whereby event ID difference or ratio statistics 
are generated to examine the null hypothesis that 
event rates are constant between two time periods. 
A 99% confi dence interval has routinely been used 
in PEM to aid decision making, but that might be 
too restrictive in terms of signal generation for 
safety surveillance since this increases the chance 
of a type 2 error, that is, of missing a difference that 
really is there. 

Setting
PEM is currently restricted to general practice. 
Drugs that are mainly used in hospitals cannot be 
studied with the current method of PEM. However, 
the principle method has been adapted to examine 
drug initiations by specialists in the secondary care 
setting. One such example is the Observational 

patients) differ from those prescribers (and their 
patients) who do participate. 

Under -reporting, including underreporting of 
serious and fatal adverse events, is possible in PEM 
since it depends on reporting by doctors. Information 
bias in terms of misclassifi cation of outcome and 
exposure is also possible since the data depends on 
the accuracy and thoroughness of the GPs in diag-
nosis, record keeping, and reporting. 

In PEM, exposure misclassifi cation may be 
introduced through inaccurate calculation of expo-
sure. It is important because inappropriately calcu-
lated exposure windows can result in a biased 
estimate of effect, particularly if unnecessarily long 
because relative differences get diluted as the time 
window widens and a potential signal may be lost. 
In PEM, exposure is calculated from the date of 
issue of dispensed prescriptions, which means that 
exposure data used for PEM are more accurate than 
exposure data based on physician -issued prescrip-
tions alone. Nevertheless, patients may not take all 
of the dispensed medication. In this regard, the 
misclassifi cation of exposure is likely to be non -
differential, being the same across the new drug 
cohorts, and the effect estimate (ID rate difference/ 
ratio) biased towards the null. As for observational 
studies in general, assumptions are made regarding 
compliance and for drugs used for chronic condi-
tions, the assumption is made that individual 
patients take the medication up to the end of treat-
ment (or stop date) unless otherwise indicated. 

Confounding
PEM is like all observational studies in that a major 
disadvantage is the inability to control for factors 
that might differ between groups being compared. 34

PEM is best regarded as a general safety surveil-
lance method which generates hypotheses of safety 
signals of uncommon or rare outcomes. These 
hypothesis may be further explored using tradi-
tional hypothesis -testing techniques, such as case –
control methods. However, it is important to 
acknowledge that the range of data that can be 
collected on important covariates for all possible 
outcomes is limited. Thus, in examining relation-
ships between exposure and outcomes within a 
case series, or when conducting comparisons 
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Signal strengthening and  hypothesis testing
Comparison of event rates and risks
Comparisons can be used to give estimates of rela-
tive measures of associations (RR) and often associ-
ated with hypothesis testing. However, such 
pharmacoepidemiologic methods can be used to 
explore or strengthen signals as an extension of 
postmarketing safety surveillance. In PEM, a variety 
of targeted comparisons of event rates and risks 
occurring between different patient populations are 
conducted to explore apparent associations. These 
can be segregated into two sorts: using internal 
comparators such as subsets of patients within the 
same drug cohort or between drugs within the 
same therapeutic class; or against an external com-
parator. The research question being asked (usually) 
determines which pharmacoepidemiologic design 
for these comparisons should be used and the most 
appropriate statistical analyses required. 

Various methods are applied to enable nested 
internal comparisons between subgroups defi ned 
by particular characteristics. Such comparisons can 
be conducted using PEM data, including simple 
stratifi cation,  “before and after ” matched analyses, 
multivariate modeling, and standardization. 

Simple  s tratifi cation.   Through simple stratifi cation, 
event profi les in subgroups of patients can be 
examined, and rates of preselected events com-
pared between these subgroups by calculating 
crude relative risks or rate ratios. The assumption 
is that all other characteristics are constant because 
the subgroups are nested within the PEM new user 
cohort, although residual confounding is likely (as 
discussed above). One example, for which the aim 
was to look for evidence of channeling a new drug 
to problem patients, was to examine and compare 
the frequency of gastrointestinal (GI) events 
reported in PEM study of the COX -2 selective 
inhibitor celecoxib in those patients with GI risk 
factors (past history of GI conditions, gastroirritant 
drugs, use of concomitant gastroprotective agents) 
to those without. 37 In this example the null hypoth-
esis was that risk was the same in both subgroups 
In this study, signifi cantly higher rates of GI events 
were observed in patients with risk factors, which 
supports the possibility of channeling bias. 38

Assessment of Safety in Seroquel (OASIS) Study, 
which is designed to examine the short -term (up 
to 12 weeks) safety and use of quetiapine fumarate 
in a prolonged -release formulation (Seroquel 
XL™), along with a comparator group started on 
the immediate -release formulation, quetiapine IR 
(www.dsru.org/oasis). Any patient in England will 
be eligible for inclusion when a clinical decision has 
been made to prescribe either the XL or IR prepara-
tion of quetiapine as part of normal clinical practice 
for schizophrenia or mania associated with bipolar 
disorder. This study will enable the systematic col-
lection and reporting of safety data on patients 
newly initiated on treatment with quetiapine XL. 
Its purpose will be to provide information on a 
large number of such patients and the treatment 
they received in a mental health -care trust setting. 

Particular applications

Signal strengthening 
Signal strengthening  through  quantitative
evaluation
Once a signal has been recognized, supplementary 
analysis is required to further characterize impor-
tant attributes. As highlighted previously, PEM pro-
vides the opportunity for further collection of 
detailed information on reported events and sys-
tematic review of individual case reports and aggre-
gate data. One important example of follow -up
exploration in relation to long -latency adverse 
events concerned visual fi eld defects in patients 
receiving long -term treatment with vigabatrin. 18,36

The initial PEM study showed three cases of bilat-
eral, irreversible peripheral fi eld defects, whereas 
no similar reports occurred with other antiepileptic 
drugs or in any of the other drugs already moni-
tored by PEM. A follow -up exploration with a 
repeat questionnaire, sent to the doctors whose 
patients had received vigabatrin for over 6 months, 
showed that the incidence of this serious event was 
much higher and that many of the relevant patients 
had objective evidence of visual fi eld defects. 
Another example of signal follow -up is given in 
Case study 20.1 in relation to gynecomastia and 
fi nasteride. 20
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control, this combination is associated with 
increased risk of edema and may cause weight gain. 
The adjusted hazard ratios for each of the separate 
models based on PEM study data for patients taking 
pioglitazone–insulin combination compared to 
those taking pioglitazone monotherapy and/or 
pioglitazone with another antidiabetic (sulfonylu-
rea or metformin) were: edema 2.28 (95% CI: 
1.37–3.78); weight gain 2.03 (95% CI: 1.15 –3.58),
and cardiac failure 1.73 (95% CI: 0.63 –4.74). This 
suggests that patients taking the pioglitazone –
insulin combination had higher risks than pioglita-
zone monotherapy or pioglitazone combined with 
another antidiabetic drug. 

An example of the application of Poisson regres-
sion modeling (which takes different exposure 
durations into account) was to examine whether 
there was a difference in incidence rates for throm-
boembolic (TE; cardiovascular, cerebrovascular, 
and peripheral venous) events reported for patients 
dispensed rofecoxib and meloxicam, because of the 
unexpected association shown in a clinical trial. 41

The null hypothesis was that event rates were the 
same regardless of drug. This study reported a rela-
tive increase in the rate of cerebrovascular TE 
events (RR 1.68, 95% CI: 1.15 –2.46) and a relative 
reduction in peripheral venous thrombotic events 
(RR 0.29, 95% CI: 0.11 –0.78) for rofecoxib com-
pared to meloxicam, after adjusting for age and sex. 
There was no difference in the rate of cardiovascu-
lar thrombotic events. This particular example 
shows how the PEM database provides a resource 
to evaluate signals and hypotheses generated by 
other sources. Another example is the comparison 
of mortality and rates of cardiac arrhythmias with 
atypical antipsychotic drugs. 42

Standardization.   Where appropriate, comparisons 
are made between patients identifi ed within a PEM 
cohort data and an external reference group, if a 
suitable internal reference PEM cohort cannot be 
found and the research question requires the result 
to be contextual. For instance, calculation of stand-
ardized mortality ratio (SMR) is an indirect method 
of adjusting a mortality rate to that the observed 
death rate can be compared to that expected, if the 
study cohort has the same characteristics of the 

Before and  a fter  s tudies.   These studies compare the 
rate of particular outcomes during a defi ned period 
of exposure (or observation) after starting the study 
drug with those rates in the same individuals 
during a defi ned period of observation before start-
ing, using a matched pair analysis. The null hypoth-
esis is that event rates are the same prior and post 
starting treatment. One example was the examina-
tion of rates of respiratory events with the intro-
duction of a new chlorofl uorocarbon (CFC) -free
formulation of an anticholinergic (ipratropium) 
metered dose inhaler (MDI) in populations who 
were “switchers” from the original MDI and those 
naïve to ipratropium treatment. 39 The analyses sug-
gested that characteristics of these two subpopula-
tions differed such that na ïve patients were more 
likely to be children, have an indication of asthma, 
and have milder disease severity, while switchers 
were more likely to be adults, have an indication 
of COPD, and have more severe disease. Such dif-
ferences have an important impact on ongoing 
evaluation of risk :benefi t balance of the new for-
mulation. The matched analysis in each subset 
revealed that in na ïve patients, dyspnea was shown 
to be signifi cantly lower in the  “before” reference 
period (RR 0.6 [95% CI: 0.40 –0.88] for post - vs. 
pretreatment), while for switchers dyspnea was 
shown to be signifi cantly higher in the  “after” high 
risk period (RR 1.46 [95% CI: 1.02 –1.81]).

Modeling.   Multivariable modeling examines the 
potential effect of one variable on the outcome of 
interest while controlling for many other variables. 
An example of multivariable conditional logistic 
regression modeling was a within -PEM study com-
parison to examine the risk of pioglitazone treat-
ment combinations (with insulin or other 
antidiabetic agents) on risk of edema, weight gain, 
cardiac failure, and anemia. 40 The null hypothesis 
was that the risk of these outcomes was the same 
regardless of treatment. Pioglitazone may be used 
alone or in combination with a sulfonylurea, met-
formin, or insulin as an adjunct to diet and exercise 
for the management of type 2 (non -insulin-
dependent) diabetes mellitus (NIDDM). Though 
the combination of pioglitazone and insulin is 
licensed and allows improvement of glycemic 
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as biochemical aspects and/or structure of a drug 
class. One example was to model the relationship 
between risks of serious GI and thrombotic vascular 
events relative to the drug -specifi c COX -2/COX-1
selectivity ratio. 47

There are a number of methodologic issues that 
need to be further examined which may infl uence 
whether a signal is generated. These include selec-
tion of comparator(s), signal threshold, variation in 
duration of study observation period, handling 
small event counts, and the level of dictionary 
terms used, that is higher - or lower -level terms. 
However, with refi nement, automated signal gen-
eration is likely to prove a useful tool to support 
signal generation for PEM through other quantita-
tive methods as described above. 

Epidemiology of diseases and 
indications
The PEM database allows the study of diseases as 
well as drugs. An example includes a study using 
data from 58 completed PEM studies carried out in 
the period between September 1984 and June 
1996 of the prevalence of Churg –Strauss syndrome 
and related conditions in patients with asthma. 48

The study defi ned the study period prevalence rate 
for this condition, 6.8 (95% CI: 1.8 –17.3) per 
million patient -years of observation and demon-
strated a much higher period prevalence rate in 
patients receiving asthma medications (nedocromil, 
salmeterol, and bambuterol) of 64.4 per million 
patient-years of observation compared to 1.8 per 
million patient -years of observation in the 55 other 
drug cohorts. In another study, the PEM database 
was used to quantify age - and gender -specifi c 
asthma death rates in patients using long -acting
beta-2 agonists. 49

Drug utilization
Drug utilization research (see Chapter 24) is an 
essential part of pharmacoepidemiology, as it 
describes the extent, nature, and determinants of 
drug exposure at the patient level. Data from PEM 
studies can inform about prescriber adoption of 
new drugs. The demographic and clinical charac-
teristics of new users can be described and exam-
ined in relation to signals of off -label use, for 

reference cohort. Thus, the SMR is the ratio of 
observed deaths to expected deaths. Hence through 
using this indirect method of standardization, the 
expected deaths in a PEM cohort can be calculated 
using information on the general population age -
specifi c rates. Following concerns about cardiovas-
cular safety with sildenafi l, the mortality from 
ischemic heart disease in users of sildenafi l in the 
PEM study was compared with external epidemio-
logic data for men in England. 32 The SMR for deaths 
reported to have been caused by ischemic heart 
disease in the sildenafi l PEM cohort was 69.9 (95% 
CI: 42.7 –108.0). Although the point estimate sug-
gests that there are 30.1% fewer deaths, the CI 
includes the null (1.0) which means that one 
cannot be certain that the death rates truly differ 
between the sildenafi l PEM cohort and the general 
population reference cohort. Similarly, death from 
ischemic heart disease in the bupropion PEM 
(when used for smoking cessation) was compared 
with external data and showed no difference in the 
SMR.43 Obviously, there is higher potential for bias 
when using external comparators than compari-
sons undertaken between PEM studies, principally 
due to differences in study design and data collec-
tion methods; results of external comparisons must 
therefore be interpreted very carefully. 

Automated signal generation
The DSRU is exploring the use of data -mining dis-
proportionality methods that are commonly used 
in pharmacovigilance (see Chapter 10) as a possible 
additional quantitative tool in PEM for signal gen-
eration, because of the large number of drug –event
combinations held in the PEM database. Feasibility 
studies have employed proportional reporting 
ratios (PRRs) 44 to quantify the ratio of observed -to-
expected PEM event reports to explore historical 
signals, for example Stevens –Johnson syndrome 
with the antiepileptic drug lamotrigine. 45,46 An 
extension to this method which integrates available 
PEM data on exposure to calculate the incidence 
rate ratio (IRR) has also been examined and applied 
to investigating new signals such as exacerbation of 
colitis with rofecoxib. The DSRU has also piloted 
this extension as a tool to detect patterns of adverse 
events associated with pharmacologic aspects such 
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trials in this population. Furthermore, postmarket-
ing pharmacovigilance systems for this population 
face signifi cant challenges, particularly in regard to 
data capture of “off-label” use. European regula-
tions have been issued that oblige pharmaceutical 
companies to submit a Pediatric Investigation Plan 
(PIP) for all new compounds, indications, and for-
mulations. Pediatric pharmacovigilance activities 
will have to be included in the benefi t –risk man-
agement plan (see Chapter 29) and other pharma-
covigilance activities. Therefore, pharmacovigilance 
tools may need to be adapted to examine specifi c 
issues associated with this special population. Given 
that PEM studies capture drug usage under “real-
life” conditions in general practice, including off -
label prescribing to the pediatric population, it is 
possible to explore differences in risk profi les 
between children and adults using the PEM data-
base. An example is a study which compared the 
adverse event profi les of children and adults taking 
lamotrigine, using modifi ed signal detection 
methods.54 Data were stratifi ed by age and inci-
dence densities (IDs) examined between two time 
periods after starting treatment (month 1 and 
months 2 –6 combined). Proportional reporting 
ratios and incidence rate ratios compared the risk 
of adverse events between adults (n = 7379) and 
children (n = 2457). Rash (PRR 1.2) and Stevens –
Johnson syndrome (PRR 4.5) were more com-
monly reported in children, and confusion more 
frequently in adults (PRR 6.3). In children, 33% of 
events suspected to be ADRs (15/46) were reported 
to the Regulatory Authority compared with 44% 
(56/128 reports) in adults. 

Quantifying ADR reporting
Study of the PEM database also shows some of the 
characteristics of ADR reporting. Two studies, con-
ducted on different PEM studies and over different 
time periods, compared events that were consid-
ered as ADRs by doctors reported in PEM with 
spontaneous reports sent by the same doctors to 
the regulatory authority. 55,56 The fi rst study showed 
that 275 of 3045 suspected ADRs reported on the 
questionnaires of 10 PEM studies (9% [95% CI: 
8.00–10.00]) were spontaneously reported to the 
UK regulatory authority. 55 The estimate was similar 

example, indications, dose, and conditions or other 
factors that are contraindicated, or special warnings 
for use. An example is the ongoing M -PEM study 
of ivabradine (which is licensed for chronic stable 
angina) and its utilization in patients under 40 
years of age, which is likely to be used for other 
indications since angina prevalence is expected to 
be low in this group. 50 In addition, PEM studies can 
examine aspects of adherence to prescribing guide-
lines. For example, in both PEM studies of rofecoxib 
and celecoxib, not only were high proportions of 
new users recorded as NSAID na ïve (approximately 
50%), but also a signifi cant proportion (38% and 
46%, respectively) had no prior history of GI condi-
tions (i.e., were at low risk). 37,51These observations 
were discordant with national NSAID prescribing 
practice during the time these drugs were fi rst mar-
keted, and agree with fi ndings from elsewhere. 52

Predictors of  risk
The nested case –control design is particularly 
advantageous for studies of predictors of disease. 
The method overcomes some of the disadvantages 
associated with non -nested case –control studies 
while incorporating some of the advantages of a 
cohort study (see Chapter 47).53 As a pharmacoepi-
demiologic tool for risk management plans, the 
design potentially offers impressive reductions in 
costs and efforts of data collection and analysis 
compared with the full cohort approach, with rela-
tively minor loss in statistical effi ciency. PEM 
cohorts provide opportunities to conduct such 
nested case –control studies, for example, for 
patients who develop selected ADRs and matched 
patients who receive the same drug without devel-
oping ADRs. Two prospectively designed nested 
case–control studies are underway to investigate 
the association between dose and the occurrence 
of two outcomes (extrapyramidal symptoms; som-
nolence and sedation) in users of a new formula-
tion of an atypical antipsychotic. 

Monitoring drug safety in children 
The safety of medicine use in children is of major 
public and regulatory interest. However, there is a 
signifi cant lack of safety data when a new drug is 
launched because of the limited number of clinical 
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selected adverse events such as liver function 
abnormalities or fl uid retention to study how these 
events were detected and managed by doctors, as 
well as their outcomes. The objective was to assess 
the compliance at the patient level with the risk 
management requirements for these products. 
Another study was conducted to monitor the intro-
duction of carvedilol for the treatment of cardiac 
failure.59 The product (combined alpha - and beta -
adrenergic blocker) has been used for the treat-
ment of angina and hypertension for some time, 
but there was concern about its appropriate use for 
cardiac failure in the community. The aim of the 
M-PEM study was to monitor how the product is 
being managed in the community, for example 
what investigations were undertaken prior to start-
ing the drug, who supervised the dose titration (GP 
or specialist), was the drug given to patients with 
the appropriate severity of heart failure, etc. The 
design included sending an eligibility questionnaire 
followed by up to three detailed questionnaires for 
a period of up to 2 years. 

Since risk management of medicines became a 
regulatory requirement in Europe in 2005, a 
number of modifi ed PEM studies have been under-
taken to address specifi c questions related to 
detailed examination of particular adverse events 
and studying drug utilization patterns (Table  20.5).
Such studies support the construction of risk man-
agement plans by providing opportunities for a 
number of additional research applications which 
can be used to generate signals of potential ADRs 
and to further evaluate safety concerns identifi ed 
by other pharmacovigilance methods or arising 
from regulatory concerns. Their customized sample 
size is advantageous in terms of study conduct, 
limiting costs, and providing timely information to 
the dynamic risk management process. Thus, they 
should be considered a valuable tool when devel-
oping a risk management plan for the evaluation 
of the safety a new medicine. The DSRU and the 
PEM method are registered within the European 
Network of Centres for Pharmacoepidemiology and 
Pharmacovigilance (ENCePP) Database of Research 
Resources (see Chapter 6), which serves as a central 
resource for both researchers and study sponsors 
seeking to identify organizations and data sets for 

in the second study conducted in 2001, based on 
15 other completed PEM studies. In that study, 376 
of 4211 ADRs (9% [95% CI: 8 –9.8]) reported on 
the PEM questionnaires were reported on Yellow 
Cards to the CSM. 56 This represents an under -
reporting rate of 91% in both studies. It is of inter-
est that a higher proportion of serious than 
non-serious reactions were reported to the CSM by 
doctors in both studies (53.0 vs. 8.4% and 22.8 vs. 
8.3%, respectively), which suggests that doctors 
use the spontaneous adverse reaction reporting 
system more energetically when reporting those 
serious reactions that worry them most. 

It is possible to use PEM to study general pat-
terns of ADRs. Our studies in this area have also 
shown that, in general practice in England, sus-
pected ADRs to newly marketed drugs are recorded 
more often in adults aged between 30 and 59 years 
and are 60% more common in women than 
in men. 57 Possible explanations for these observa-
tions include increased frequency of consulting 
rates for women compared to men, pharmacologic 
differences between men and women in distribu-
tion of medication in the body, and increased 
rates of recording of clinical events with age. 
Another important factor is prescriber type —
whether they routinely participate in postmarket-
ing studies or not. 

Assessment of therapeutic risk
management programs 
Therapeutic risk management is attracting immense 
interest in pharmacovigilance (see Chapter 29).
The management of risk of medicines requires 
identifi cation, measurement, and assessment of 
risk, followed by risk –benefi t evaluation, then 
taking actions to eliminate or reduce the risk, fol-
lowed by methods to monitor that the actions 
taken achieve their objectives. PEM contributes not 
only to the identifi cation and measurement of risks 
of medicines but, with some additions, can examine 
how the risks of medicines are being managed in 
real-world clinical settings. An example of such a 
study that has recently been completed is that of 
the antidiabetic agent, pioglitazone. 58 Undertaken 
after the completion of the PEM study, detailed 
questionnaires were sent to doctors who reported 
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of the outcome for the high risk observation period 
of interest relative to the remaining observation 
time. PEM studies provide an ideal platform to 
enable the relative incidence of newly diagnosed 
outcomes of interest to be studied between prede-
fi ned high and low risk periods in new users, thus 
enabling time -to-occurrence of selected events to 
be explored and reviewed for evidence of temporal 
patterns.

Pharmacogenetics
There is increasing interest in understanding the 
role pharmacogenetics plays in the effi cacy and 
safety of medicines (see Chapter 34). The main 
purpose of pharmacogenetics is to guide effective 
pharmacologic treatments while minimizing ADRs. 
Given the interest in understanding the infl uence 
of inherited variation in drug metabolizing enzymes, 
receptors, and drug transporters, there are many 
opportunities in PEM to study the individual 
genetic profi le of patients who develop selected 
ADRs compared to patients who do not develop 
such ADRs. Detection of specifi c genetic biomark-
ers also allows the identifi cation of patients who do 
not respond to some medications. Due to the ease 
of accessibility to genetic information through 
peripheral blood or saliva sampling, as well as 
advances in molecular techniques, there is scope 
for incorporation of pharmacogenetic testing within 
large PEM cohort studies. In addition, the nested -
case–control study design can be used to detect 
differences in how individual patients respond to 
certain medications. Pharmacogenetics within PEM 
has the potential to minimize ADRs and maximize 
therapeutic benefi t for individual patients. 

Conclusion

PEM contributes to the better understanding of the 
safety of medicines. Both signals generated by PEM 
and those generated in other systems and studied 
further by PEM have been useful to inform the 
debates on the safety of medicines, including sup-
porting public health and regulatory decisions. In 
addition, the breadth of the PEM database provides 
opportunities for research on disease epidemiology 

conducting specifi c pharmacoepidemiologic and 
pharmacovigilance studies in Europe. 

The future 

In the future, PEM aims to utilize improvements in 
information technology. Plans are underway to 
expand the application of additional study designs 
such as nested case –control studies or self -controlled
case series analysis and the application of new bio-
logical developments such as pharmacogenetics to 
enhance the PEM process (see below). Modifi cation 
of the PEM method will continue to evolve to 
examine specifi c drug safety questions, for targeted 
outcome surveillance related to risk management 
of marketed medicinal products. 

Self-controlled  case series analysis
Other methodologic developments that are being 
introduced to M -PEM studies to examine temporal 
associations between specifi c events of interest and 
starting treatment with a new drug include the 
application of the methods of self -controlled case 
series studies proposed by Farrington. 63 The method 
was originally developed to study adverse reactions 
to vaccines. The method uses only cases, no sepa-
rate controls are required as the cases act as their 
own controls, thus minimizing the effect of con-
founding by factors that do not vary with time, 
such as genetics and gender. Each case ’s given 
observation time is divided into control and risk 
periods. Time -varying confounding factors such as 
age can be allowed for by dividing up the observa-
tion period further into age categories. Because the 
method requires time -varying covariate data on 
cases only and not for the whole cohort, it is effi -
cient in terms of sample size and resource. The 
method requires that specifi c criteria are met (for 
example occurrence of the event of interest should 
not affect subsequent exposure history or increase 
mortality). Using this approach, relative risk esti-
mates are automatically adjusted for all fi xed con-
founders. Non -cases can be ignored without bias 
while cases are self -matched. Conditional regres-
sion modeling will provide the adjusted estimate of 
relative incidence (with 95% confi dence intervals) 
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4. Finney DJ. The design and logic of a monitor of drug 
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5. Wright P. Untoward effects associated with practolol 

administration: oculomucocutaneous syndrome . Br

Med J 1975; 1(5958): 595–8.

6. Inman WHW . Postmarketing surveillance of adverse 

drug reactions in general practice. I. Search for new 

methods. Br Med J 1981; 282: 1131–2.

7. Inman WHW . Postmarketing surveillance of adverse 

drug reactions in general practice. II: Prescription -

event monitoring at the University of Southampton .

Br Med J 1981; 282: 1216.

8. Council for International Organizations of 

Medical Sciences (CIOMS), World Health Organiza-

tion (WHO) . International Ethical Guidelines for 

Biomedical Research Involving Human Subjects, 2002.

http://www.cioms.ch/publications/layout_guide2002.

pdf (accessed July 2011). 

9. Royal College of Physicians of London . Guidelines on 

the Practice of Ethical Committees in Medical Research 

involving Human Subjects. London: RCP , 1996.

10. Department of Health . Supplementary Operational 

Guidelines for NHS Research Ethics Committees, November 

2000. Multi - centre Research in the NHS the Process of 

Ethical Review when there is no Local Researcher.

http://www.dh.gov.uk/prod_consum_dh/groups/dh_

digitalassets/@dh/@en/documents/digitalasset/dh_

4014561.pdf (accessed July 2011). 

11. General Medical Council . Confi dentiality.

http://www.gmc-uk.org/static/documents/content/

Confi dentiality_0910.pdf  (accessed July  2011).

12. Epstein M. Guidelines for good pharmacoepidemiol-

ogy practices (GPP) . Pharmacoepidemiol Drug Saf 2005;

14: 589–95.

13. National Information Governance Board . Register of 

Approved Section 251 Applications . http://www.

nigb.nhs.uk/s251/registerapp (accessed July  2011). 

14. European Medicines Agency . ICH Topic E2D Post 

Approval Safety Data Management . Step 5 .Note 

for guidance on defi nitions and standards for expe-

dited reporting. 2004 (CPMP/ICH/3945/03).  http://

www.ema.europa.eu/docs/en_GB/document_library/

Scientific_guideline/2009/09/WC500002807.pdf 

(accessed July 2011). 

15. Strom B. Sample size considerations for pharma-

coepidemiology studies . In: Strom B, ed. Phar-

macoepidemiology, 2nd edn . Chichester, UK : John

Wiley & Sons , 1994.

16. Machin D, Campbell M, Fayers P, Pinol A. Sample Size 

Tables for Clinical Studies, Table 7.1.  Oxford, UK :

Blackwell Science , 1997, p. 150.

and risk management of adverse drug reactions. 
Like all scientifi c approaches, PEM is evolving, 
aiming to reduce its weaknesses and enhance its 
strengths. The most signifi cant development of 
PEM in the last few years has been the introduction 
of M -PEM studies that obtain more information 
about background history and baseline details of 
clinical information as well as more details about 
specifi c events. M -PEM also provides opportunities 
for comparisons of event rates of different drugs. 
New methodologic modifi cations and additions 
include more effective utilization of information 
technology and statistics, as well as the application 
of new study designs such as nested case –control
and pharmacogenetic studies. Pharmacovigilance 
and pharmacoepidemiology are emerging and 
exciting disciplines with evolving study methods. 
PEM continues to contribute to the progress of 
these important scientifi c and public health 
disciplines.
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CHAPTER 21 

Registries
    Nancy A.     Dreyer   and     Priscilla     Velentgas  
Outcome Sciences Inc., Cambridge, MA, USA 

Introduction 

Registries are special purpose or sometimes broad 
observational data collection programs that can 
provide a natural context for understanding effec-
tiveness, safety, and patterns of care in defi ned 
populations. In this context, effectiveness may be 
described as the extent to which medical interven-
tions achieve health improvements in real practice 
settings. Registries can be thought of as programs 
that collect data from which studies may be derived; 
the term “registry” may be also be used to describe 
the actual database. 

The concept of registering and counting people 
because of a shared characteristic has a long tradi-
tion, with references in biblical times to registries 
of births (Psalm 87:6) and population registries (2 
Samuel 24:4). In public health, registries of burials 
and christenings were used to draw inferences 
about the onset and spread of bubonic plague. 1

More recently, epidemiologists use registries as data 
sources for studies of the effectiveness and safety 
of a wide variety of medical interventions. These 
registry-based studies are sometimes referred to 
simply as “registries,” “registry-based studies, ” or 
by their study design, for example cohort or case –
control studies. 

Traditionally, registries were either population -
based tools for monitoring public health interven-
tions, such as registries that recorded receipt of 
childhood vaccines, or collections of data on people 
with shared characteristics, such as disease regis-

tries or other systematic programs for case ascer-
tainment and recruitment. Recently however, 
registry methods have been formalized, supporting 
the transformation of many programs from narrow 
purposes, such as patient support activities, to sci-
entifi c research programs that can be used to evalu-
ate effectiveness and safety of marketed products 
and other health interventions (see Chapter 3),
contribute information that can be used for regula-
tory and payment related decisions, and as support 
for controlled distribution programs and risk evalu-
ation and mitigation strategies (REMS, see Chapter 
29). Registries are also widely used for characteri-
zing diseases in terms of clinical presentation and 
progression. Some examples of the specifi c and 
more open -ended types of questions a registry can 
answer include:
• What is the rate of a specifi c adverse event 
among users of a particular drug (such as the rate 
of suicide among users of isotretinoin)? 
• What are the long -term health outcomes in chil-
dren who are treated with tumor necrosis factor 
(TNF)-inhibitors for rheumatic disease? 
• Prior to the availability of enzyme replacement 
therapy, what was the natural history of Gaucher ’s
disease, a lysosomal storage disorder? 

While clinical trials make strong contributions 
to pharmacoepidemiology and particularly to com-
parative effectiveness (see Chapters 32 and  36),
clinical trials have known limitations due to the 
type of population studied (optimal patients and 
medical care providers), the way the interventions 
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Description

Registry design
Generally the term “registry” is applied to programs 
in which patients are sampled from discrete, well -
defi ned populations, or when typical patients and 
physicians are recruited for study (see Box 21.1).
Each enrollment strategy has its benefi ts, including 
practical feasibility, and restrictions on interpreta-
tion. For example, a registry derived from a well -
defi ned underlying population can be used to 
estimate incidence and prevalence of the condition 
and to describe natural history. A registry of typical 
patients can be used to characterize treatment 
effectiveness and safety, and to estimate the inci-
dence of adverse treatment effects, etc., but not to 
estimate incidence or prevalence of a condition in 
a population, since the baseline population has not 
been enumerated. It is critical to understand how 
a registry is constructed, and in particular, how 
patients come to be included in the study, in order 

are administered and analyzed (controlled dosing, 
limited use of other medications, often in unusual 
settings with highly experienced practitioners, 
etc.), the lack of real -world comparator data, and 
the often short follow up. Thus, there are ample 
opportunities for well -designed and well -conducted
observational studies, whether using registries or 
not, to help fi ll the evidence gap by complementing 
the highly controlled settings of premarket and 
postmarket clinical trials in addressing questions 
about the safety and effectiveness of pharmaceuti-
cal, biological, and device products, and medical 
interventions that are important to public 
health.2–5

How do registries differ from traditional cohort 
studies? In its purest sense, the term “registry”
applies to the database from which a cohort could 
be constructed. Since some registry -based studies 
are analyzed using cohort methods and are consid-
ered to be cohort studies, distinctions between the 
two have more to do with the objectives of the 
research program than aspects of study design. In 
common practice, the designation of a “registry”
generally refers to an ongoing research program, 
for example a program that records all seasonal 
infl uenza vaccines or a study of a given condition, 
treatment, or procedure over time. Registries often 
collect detailed clinical information at the point of 
patient care, such as laboratory values and physi-
cian or patient assessments of disease severity and 
quality of life. This approach is also often used to 
address several research questions, and the purpose 
and scope of a registry often adapts over time. For 
example, registries that are designed to evaluate 
product safety also are often used to evaluate effec-
tiveness, to estimate the size of various patient sub-
groups of interest, to characterize physicians who 
treat patients of interest, etc. They might also 
provide a forum for patients to share information 
and support, and for physicians to learn from each 
other about best treatment practices. Registries 
often start with a specifi c focus and collect data for 
that purpose; then as knowledge develops, new 
research questions surface and the data collection 
is either modifi ed or supplemented. Thus, a 
common trait of registries is their fl exible approach 
to research. 

Box 21.1 Defi nition of a  patient registry
A registry is an organized system that uses 
observational study methods to collect uniform data 
(clinical and other) to evaluate specifi ed outcomes for a 
population defi ned by a particular disease, condition, or 
exposure, and that serves one or more predetermined 
scientifi c, clinical, or policy purposes. 6 The unit of 
observation may be the patients or the treatment of 
interest. For example, in some registries, multiple 
products may be used by the same patient, such as 
artifi cial joints or implanted heart valves. 

Registries may be drawn from a well -defi ned 
underlying population such as a health care system or a 
geographical area (region, state, or country), may 
refl ect 100% of the treated population as in a 
controlled distribution program, or may represent 
people who enroll on a voluntary basis, with inclusion 
and exclusion criteria designed to recruit patients 
typical of those with the exposure or disease of interest. 
Registries may have internal comparators or may focus 
exclusively on a single intervention or method of 
health care delivery. The inferences that may be drawn 
from a registry -based study differ depending on how 
the study population is sampled and what is studied 
directly. 

Depending on the scope of the registry, it can then 
be used as the source population for cohort studies or 
case–control studies. 
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between pediatric and adult populations, and the 
prognostic value of various clinical signs and symp-
toms as patients present for medical attention. 12,13

Like any research study, size matters in terms of 
the likelihood of being able to detect meaningful 
effects should any exist (see Chapter 4). Larger 
sample sizes also provide the potential for subgroup 
analyses of special populations at risk. Longer 
follow up allows for evaluation of delayed benefi ts 
and risks. Even registries with few patients or rela-
tively little accrual of person -time, if well designed, 
can potentially be very useful, particularly when 
there is little other evidence. For example, a regis-
try was used to study a rare form of vaginal cancer 
in women exposed to diethylstilbestrol in utero.14

The registry of clear -cell adenocarcinoma of the 
lower genital tract in young women became an 
important long -term research tool for understand-
ing risks to female offspring 15 and later was extended 
to study health effects in male offspring. 

Taxonomy 
A common “taxonomy” of registries classifi es them 
according to the characteristics of the population 
that are the focus of study (Table  21.1).6 These 
include the following groupings (see page 334):

to understand what inferences can be drawn from 
a registry -based study and what potential sources 
of bias to be alert for in the design and analysis. 

Registries may have internal comparators or 
may focus exclusively on a single intervention or 
method of health care delivery. Consider a disease 
registry that collects information on all patients 
diagnosed with a given condition of interest. 
Comparisons can be made among different treat-
ments and between untreated and treated groups. 
Internal comparators give the advantage of provid-
ing contemporaneous information that can be used 
to evaluate whether the observed effects of a given 
treatment are meaningfully different from those of 
another treatment observed in a similar population 
during the same time period using equivalent data 
collection methods. When internal comparators are 
not included, external comparators from the same 
time period or historical controls can be used to 
give context to registry -derived data. Selecting 
comparators for registries is always challenging 
because, like all non -randomized studies, treat-
ment assignment is not random and selection 
factors such as channeling bias and temporal 
changes need to be considered. 

Some registries collect information only at a 
single point in time and are analyzed as cross -
sectional studies, such as vaccine registries. 7–9 While 
these registries can be important tools for public 
health, there is greater interest and emphasis for 
pharmacoepidemiology in registries that permit 
follow up over time. Registries with follow up can 
be used for cohort studies and can extend for 
weeks, months, or even decades. The National 
Registry for Myocardial Infarction 10 followed 
patients through the duration of a single hospital 
admission for myocardial infarction, whereas the 
Cystic Fibrosis Registry 11 follows young children 
with cystic fi brosis through adulthood. Many reg-
istries adapt over time to include new research 
objectives and additional data collection as infor-
mation accumulates and needs change. For 
example, a global disease registry focused on 
understanding treatment effectiveness for avian 
infl uenza has adapted over time from an initial 
focus on antivirals to collecting more clinical 
variables to promote understanding differences 

Table 21.1 Registry taxonomy with examples 

Type of Registry Example (sponsor) 

Disease or event 
registry

International Collaborative Gaucher 
Group Gaucher Registry 16

(Genzyme)
National LymphoCare Study 17

(Genentech and Biogen Idec) 

Product registry Implantable cardiac device registry 
(Agency for Healthcare Research 
and Quality, American College of 
Cardiology)
iPledge Isotretinoin Registry (all 
manufacturers of generic 
isotretinoin)

Service or 
procedure registry 

SAPPHIRE registry for carotid artery 
stenting18

Get With the Guidelines –Coronary
Artery Disease 19 (American Heart 
Association)
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studies, such as the Guidelines for Good Phar-
macoepidemiologic Practice developed by the 
International Society for Pharmacoepidemio-
logy, 21 and according to the same epidemiologic 
methods and principles applicable to cross -sectional,
cohort, and nested -case control, or case –cohort
studies (see Chapter 3).22 Guidelines such as 
STROBE (Strengthening the Reporting of Obser-
vational Studies in Epidemiology) for reporting of 
observational study results, 23 and the GRACE 
(Good Research for Comparative Effectiveness) 
Principles24 for conducting and evaluating observa-
tional studies of comparative effectiveness, are also 
applicable to registry -based studies. 

However, registry guidance generally needs to 
be tempered by a good understanding of the 
practical realities of studying medical care and use 
of medications in real -world settings. The US 
Agency for Healthcare Research and Quality 
(AHRQ) commissioned a guide to patient registries, 
Registries for Evaluating Patient Outcomes.6 (Individual 
copies may be obtained at no charge at http://
effectivehealthcare.ahrq.gov). Contributors from 
academia, government, and industry provided 
content that includes many examples from the US 
and abroad, with a focus on designing and imple-
menting registries to provide accurate and reliable 
evidence to inform health care decision making. 
Topics covered include registry planning and design, 
use of registries in product safety assessment and 
for adverse event reporting, data sources and data 
linkage, and analysis and interpretation, with 
recent case studies. 

Strengths 

Patient registries can greatly facilitate research. 
Their ability to collect information on many factors 
simultaneously allows study of a broad variety of 
exposures, potential confounders, effect modifi ers, 
and clinical outcomes. Detailed information can be 
obtained about disease characteristics, treatments, 
and outcomes, such as disease severity and fl ares, 
medication sequencing, and treatment combina-
tions including pharmacological, surgical, and 
other interventions that might infl uence the course 

• Disease or event registries: inclusion of subjects 
based on diagnosis of a common disease or 
condition
• Product registries: inclusion of subjects based on 
use of a specifi c product (drug or device) or related 
products in a given therapeutic area; pregnancy 
registries are a subcategory 
• Service or procedure registries: inclusion of subjects 
based on receipt of specifi c services, such as proce-
dures, or based on hospitalizations. 

Data sources 
Registry data may be drawn from a number of 
sources. Though often involving prospective data 
collection from treating physicians, registries may 
incorporate any of the following sources of data:
• Clinical and medical data collected from health -
care providers and/or patients, including patient -
reported outcomes 
• Paper or electronic health records 
• Electronic administrative and billing data. 

Registries with limited objectives may be popu-
lated from secondary data sources such as routinely 
collected electronic data. For example, administra-
tive claims data are used to populate US state 
immunization registries such as the I -CARE (Illinois 
Comprehensive Automated Immunization Registry 
Exchange) developed by the Illinois Department of 
Health to facilitate information sharing among 
health care providers. 20 However, it is common that 
some data are collected de novo, specifi cally for the 
purposes of the registry. Ideally, enrollment of 
patients in a registry is a means of leveraging mul-
tiple data sources to characterize patients ’ medical 
history and disease state, treatments, and health 
and utilization outcomes in detail, allowing many 
questions of interest to be addressed. For example, 
linkage of registry data with other data sources, 
including vital records and billing data, may allow 
additional outcomes to be evaluated, such as clini-
cal outcomes, including mortality, quality of life, 
absenteeism, burden of illness, and cost. 

Quality guidelines applicable
to registries
Registry-based studies may be conducted under 
the same general guidance used for observational 
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Medicare analysis was also notably higher for the 
trial hospitals (1.4%) than that reported from 
studies of other patients in clinical trials (0.6% for 
NASCET, and 0.1% for ACAS). These results illus-
trate the impact of both clinical site selection factors 
and patient selection factors on conclusions that 
may be drawn regarding patient outcomes follow-
ing health interventions. 

Registry studies also provide the opportunity to 
follow patients over long periods of time for a 
variety of outcomes, as is true of other types of 
prospective cohort studies. For long -term chronic 
diseases, patients may be followed for years by their 
treating physicians. Patients may also be followed 
directly for self -reported outcomes, both for clinical 
outcomes (which may be confi rmed with medical 
records or by physicians, as needed) and quality -
of-life measures. For example, the VIRGO study 
follows patients with metastatic breast cancer to 
understand the impact of treatment on quality of 
life as the disease progresses. 26 It is often the 
patient’s relationship with the physician, and the 
physician’s relationship with the registry, that 
make registries particularly effective for long -term
retention.

Weaknesses 

The multipurpose nature of registries sometimes 
means that registries created to learn about a 
disease, treatment, or health care delivery system 
are often organized to answer broad questions. 
Registries that are designed primarily to address 
descriptive aims or to provide an adaptive frame-
work for evaluating new questions about treatment 
of a particular condition may lack a focused hypoth-
esis. Some consider the absence of prespecifi ed 
hypotheses as diminishing the usefulness of results 
from registries, especially in the context of com-
parative effectiveness. The idea that fi ndings 
identifi ed through exploratory data analysis are 
unscientifi c comes in part from the science of clini-
cal trials, where studies are designed around a 
single, prespecifi ed main hypothesis, and serendipi-
tous fi ndings are not considered to be valid, no 
matter how strong or clinically meaningful. In 

of disease. Collection of detailed and varied expo-
sure data prospectively is a strong distinguishing 
factor for registry -based studies compared with 
studies that use routinely collected health informa-
tion such as administrative claims or medical 
records. Registries can be used to collect more 
detailed information such as product lots, batch 
numbers, non -prescription drugs and non -covered
drugs, genetic information, and information 
about how medications are actually used (e.g., pill 
splitting, adherence, etc.), how treatments are 
administered (e.g., variations according to physi-
cian specialty), and why treatment decisions are 
made.

Another strength is the ability to adapt over 
time to accommodate new research questions and 
purposes, and to adjust processes and procedures 
if it becomes apparent that the initial approach is 
no longer feasible, appropriate, or as informative 
as desired. For example, a registry may need to 
be refocused or adapted midcourse because of 
the availability of a new treatment or the with-
drawal of a key comparator. Periodic analyses 
may lead to new hypotheses that require collec-
tion of supplementary information for further 
evaluation.

Registry-based studies and other observational 
studies can provide results that more accurately 
refl ect patient outcomes than do clinical trials 
because they are generally designed to be inclusive 
and broad with regard to both patient entry 
criteria and site selection, better refl ecting the effec-
tiveness and safety of medical interventions in real -
world practice. For example, observational studies 
of surgical procedures often reveal very different 
results than experimental data collected from stud-
ying highly skilled surgeons in tightly controlled 
settings. A 1998 multivariate analysis of Medicare 
data showed that 30 -day mortality following 
carotid endarterectomy (CEA) for Medicare patients 
in 1992 and 1993 was 1.75% overall, and was 43% 
lower among 89 hospitals that had participated in 
one of two clinical trials of CEA (the North 
American Symptomatic Carotid Endarterectomy 
Trial [NASCET] and the Asymptomatic Carotid 
Atherosclerosis Study [ACAS]) than low -volume
non-trial hospitals. 25 The 30 -day mortality in the 
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sent a random sample of a given population. Instead 
subjects frequently are selected because they come 
to medical attention through the particular recruit-
ment scheme, for example, a particular health 
system. The potential for broadly generalizable reg-
istry data can be enhanced, in part, through recruit-
ment plans. Some registries include many types of 
health systems and require sequential enrollment 
of eligible patients so that physicians cannot pref-
erentially recruit optimal patients. Sequential 
enrollment can be documented using enrollment 
logs, which are auditable. The characteristics of the 
enrolled study population can also be compared 
with institutional data or publications on similar 
patients to describe how study patients compare to 
the larger population of interest. Like any observa-
tional study that does not systematically sample 
from a well -defi ned underlying sampling frame or 
which relies on voluntary participation and 
informed consent, the characteristics of the enrolled 
study population should be considered in interpret-
ing the results. 

Other operational challenges relate to data col-
lection systems that are easy to use (e.g., multiple 
methods of data entry such as internet, interactive 
voice, fax, and/or mail), have interoperability with 
electronic medical records or claims data to avoid 
duplicate data entry, and are simple enough to 
encourage steady reporting. Retention rates are 
also higher when registries are responsive to the 
needs of patients and physicians so that they are 
motivated to continue participating (a special 
concern for pregnancy registries and other vulner-
able populations). Enrollment logs that record 
some information about those who are eligible to 
participate but decline or later drop out can be used 
to evaluate selection bias and the impact of loss to 
follow up. For example, registries that include 
some basic personal identifi ers such as name (fi rst, 
last, and middle initial) and date of birth can be 
linked with the National Death Index in the United 
States to search for deaths and obtain information 
on cause of death. It is important to attend to all 
regulatory and ethical concerns relating to confi -
dentiality, privacy, and data security. For more 
information, see the AHRQ User ’s Guide for Patient 
Registries.6

contrast to testing, the science of discovery and 
explanation is based on informed analyses, but not 
restricted only to ideas identifi ed in advance. 2 In 
fact, most medical discoveries occur through 
explanatory analyses. Nonetheless, it is important 
to recognize, especially in the context of compara-
tive effectiveness, that many outcomes researchers 
and others hold strongly to the position of the 
importance of prespecifi ed hypotheses, and the 
validity of fi ndings from registry -based studies that 
were not created to address a prespecifi ed hypoth-
esis may be considered suspect. 

Registries that only include patients treated with 
a medical intervention of interest may be of limited 
use because of the diffi culty of explaining whether 
the observed effects are due to the intervention 
under study or are merely a characteristic of the 
type of people under study. For example, in a 
registry-based study of men receiving a particular 
medical treatment for baldness, one might attribute 
the high rate of cardiovascular events to treatment 
unless comparator data were available, which 
would reveal this higher risk is common among 
bald men and is not unique to a treatment. While 
the inclusion of contemporaneous, internal compa-
rators provides tremendous advantages, registries, 
like other research tools, are often designed with 
budgetary or regulatory restrictions which make it 
undesirable or impractical to include patients 
undergoing a variety of treatments. In these situa-
tions, external data can be used to aid in the inter-
pretation of registry -based study data, and the 
challenges then relate to practical issues of different 
data, coding, groupings, etc., access to raw data or 
reliance on published tabular data, and to interpre-
tation. External comparison data generally come 
from different populations, different geographical 
regions, and different time periods. Although some 
of the differences between groups may be known 
and measurable, these differences increase the risk 
of unknown confounding in comparison with reg-
istry data. 

Another weakness of registries relates to selec-
tion and recruitment of subjects. Depending on the 
approach used to identify participating sites or 
patients, the underlying sampling frame may not 
be readily known and cannot be assumed to repre-
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collectively represent 26% of the US population, 
including 23% of African Americans, 40% of 
Hispanics, 42% of American Indians and Alaska 
Natives, 53% of Asians, and 70% of Hawaiian/ 
Pacifi c Islanders. 28 Pharmacoepidemiologic studies 
using cancer registries have included case –control
studies such as the Cancer and Steroid Hormone 
(CASH) study of oral contraceptive use and breast, 29

ovarian,30 and endometrial 31 cancer, and patterns 
of care studies of the dissemination of advanced 
cancer treatment modalities throughout different 
population groups and into community practice. 32–34

With approval, researchers may be granted access 
to the SEER –Medicare linked data fi les, which 
include Medicare claims prior to, during, and fol-
lowing cancer diagnosis and treatment. 35 Topics 
studied include infl uences of treatment, facility, 
and provider characteristics, and interventions on 
survival and cost outcomes, 36–38 as well as dispari-
ties in care. 39

Rare  diseases
Genetic disease registries and other registries that 
study special conditions provide the ability to 
understand the long -term natural history of these 
diseases as well as the effectiveness of various inter-
ventions and practices used in their treatment. 
Registries are also being used for emerging highly 
infectious diseases, such as highly pathogenic avian 
infl uenza. The lysosomal storage disorders (LSDs) 
are a group of genetic conditions characterized by 
enzyme defi ciencies, leaving cells unable to clear 
waste products, which accumulate with a range of 
harmful physical effects if not successfully treated. 
A number of global registries developed to study 
natural history, treatment patterns, and effi cacy of 
existing treatments for LSDs including Fabry 
disease, Gaucher disease, hereditary angioedema, 
mucopolysaccharidosis I (MPS 1) and 2 (MPS 2, 
Hunter’s syndrome), and Pompe disease have been 
developed by manufacturers of enzyme replace-
ment therapies and other treatments such as 
Genzyme and Shire, and by patient associations. 40

In the case of such rare conditions, where small 
numbers of patients and the providers who treat 
them are scattered across the globe, a registry 
serves multiple purposes of linking individual 

Particular applications

Registries are used to describe special conditions 
and to characterize the natural history of a disease 
and patterns of treatment and health care utiliza-
tion. They are also frequently used for safety and 
other postmarketing product surveillance needs, 
including risk evaluation and mitigation strategies 
(REMS) programs and restricted distribution pro-
grams (see Chapter 29). Some specifi c applications 
are described further in this section. 

Disease and condition registries
Registries have a longstanding record of being used 
to study a wide variety of diseases and conditions, 
including both common and rare diseases. Disease 
registries have been funded by government, indus-
try, physician organizations, and philanthropic 
groups. For example, the US National Institute of 
Arthritis and Musculoskeletal and Skin Diseases 
(NIAMS), supports a number of registries of rare 
and more common medical conditions, including 
lupus and neonatal lupus, to provide a data plat-
form for studying the genetics, treatment, and 
other features of these diseases. 27 A private chari-
table foundation (Lupus Clinical Trials Consortium, 
a charitable foundation dedicated to the facilitation 
of scientifi c research regarding the disease of lupus) 
is conducting a long -term registry to describe the 
natural history of systemic lupus erythematosus 
and the clinical course of diagnosis and treatment. 
Some well -known special applications are described 
below. 

Cancer registries
Population-based state, regional, and national 
cancer registries have played a major role in cancer 
surveillance, by quantifying cancer incidence and 
mortality, and trends over time throughout the 
world, and in pharmacoepidemiology, by providing 
data on prognostic factors, treatment, and out-
comes for analysis within single or across linked 
databases. In the United States, the Surveillance, 
Epidemiology, and End Results (SEER) program of 
the National Cancer Institute has provided statistics 
for monitoring of cancer disease burden since 1973, 
drawing on 18 cancer registries in 14 states that 
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sometimes used to collect information about the 
characteristics of users. Also, since registries may 
have long periods of follow up, they can be a useful 
means to study delayed benefi ts and risks. For 
example, there are product registries that follow 
children who used growth hormones to monitor 
long-term safety (e.g., the Registry of Growth 
Hormone patients using Norditropin, NCT00615953, 
sponsored by NovoNordisk). Registries are also an 
approach that may be used to follow patients who 
received gene -based treatments in clinical trials as 
a means of developing information on long -term
safety. The US Food and Drug Administration 
(FDA) has published some general guidance on this 
topic, which must be tailored to specifi c features of 
the treated population and expected risks based on 
preclinical studies. 43 The European Medicines 
Agency’s Committee for Medicinal Products for 
Human Use (CHMP) has provided more detail on 
factors that should be addressed in risk manage-
ment plans for the category called Advanced 
Therapy Medicinal Products, which include gene 
therapy. 44

In the post -Food and Drug Administration 
Amendments Act (FDAAA) of 2007, the FDA looks 
to registries as one approach for sponsors to address 
certain postmarketing safety commitments. These 
include product registries, pregnancy registries, and 
other uses, sometimes as part of REMS programs 
(see below). In fact, the role of pregnancy registries 
and “restricted use ” (or controlled distribution) 
product registries in monitoring product safety may 
be among the most widely known uses of registries 
(see Chapter 29). Several active mandated safety 
registries and an example of a multisponsor pedi-
atric safety registry were described in the Pink 
Sheet in 2009, Registries Rising: FDA Looking at TNF 
Inhibitors; AHRQ Updates Standards.45 These exam-
ples included: a pregnancy registry for the same 
product (ClinicalTrials.gov identifi er NCT01026077); 
a pregnancy registry as part of a restricted distribu-
tion program for eltrombopag (ClinicalTrials.
gov identifi er NCT01064336); a thrombopoeitin 
receptor agonist for treatment of idiopathic 
thrombocytopenia purpura (ITP) sponsored by 
GlaxoSmithKline; and a safety registry for teri-
paratide, an anabolic treatment for osteoporosis, 

patients with each other and with a treatment com-
munity, as well as potentially drawing upon a large 
and representative population available for 
research. The validity of conclusions that may be 
drawn from analysis of this kind of registry data 
depends on the degree to which inclusion of sub-
jects in the registry is not biased with regard to 
treatments and outcomes, and that longitudinal 
follow up is as complete as possible. 

Registries for effectiveness 
Treatment effectiveness may be evaluated in 
registry-based studies, either for single or multiple 
treatments, with the latter being subject to the 
same methodologic issues and limitations of other 
observational studies of comparative effectiveness 
(see also Chapter 32).41 For example, the avian 
infl uenza registry (http: //www.avianfl uregistry.org) 
is designed both to study the clinical course of the 
disease and treatment effectiveness. Avian infl u-
enza (H5N1), a strain of fl u originating in birds but 
transmissible to humans in rare instances usually 
through direct or indirect contact with poultry, may 
be highly pathogenic in some strains. A disease 
registry funded by Hoffmann -La Roche, manufac-
turers of a popular antiviral, has enrolled hundreds 
of laboratory -confi rmed cases contributed from 
local treating physicians and health authorities in 
12 countries, the largest collection of individual 
case data ever assembled. Registry data were used 
to document an approximately 50% reduction in 
mortality among antiviral treated patients com-
pared with patients who did not receive antiviral 
treatment.12

Device registry studies also commonly evaluate 
effectiveness or comparative effectiveness as an 
endpoint. For example, the National Cardiovascular 
Data Registry compares the effectiveness of drug -
eluting and bare metal stents in reducing risk of 
death or myocardial infarction. 42

Safety/regulatory registries
Registries have long had a role in providing infor-
mation on safety and product usage patterns for 
marketed products. For example, it is often of inter-
est to regulatory agencies to understand if products 
are being prescribed appropriately, so registries are 
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even greater extent than the postmarket surveil-
lance of drugs and biologics. Because regulatory 
approval of medical devices may not always require 
randomized controlled trials, depending on the 
nature of the condition to be treated and the device, 
even more questions about effectiveness and safety 
may remain after approval (see Chapter 27). Both 
the effectiveness and safety of devices are depend-
ent, in part, on the skill and experience of the 
“operator” who inserts, implants, or otherwise 
administers the device, and often on features of the 
hospital or interventional setting. 46 Imaging results 
or other detailed assessments not typically found in 
administrative data may also be required to assess 
safety or effi cacy outcomes. The level of required 
clinical detail to adequately monitor device safety 
and effectiveness may only be obtainable through 
prospective data collection such as that employed 
in registries. 

Registries of product  use in special
populations
Registries may focus on special population sub-
groups of patients who are exposed to a drug or 
other medical product, such as pregnant women or 
children, when there is reason for concern regard-
ing the effect of perinatal exposure on the develop-
ing embryo or fetus, or when long -term health 
outcomes in children as a results of product expo-
sure are unknown and need to be monitored. 

Pregnancy 
Pregnancy registries may include all women who 
become pregnant (or give birth) within a defi ned 
population, or focus on women who become preg-
nant and are exposed to a medical product (also see 
Chapter 28.) Like any pharmacoepidemiologic 
study, studies using product - or drug -class specifi c 
pregnancy registries are most useful when they 
strive to include all exposed women, rather than 
rely on passive reporting of exposed pregnancies. 47

In fact, registries that are derived from haphazard 
reporting, rather than systematic reporting, are of 
low information value for pharmacoepidemiology. 
Whether the commitment required for registry par-
ticipation and collection of outcome data may in 
any way bias the enrollment toward a select group 

and an expanded indication of glucocorticoid -
induced osteoporosis sponsored by Eli Lilly. A class -
wide registry to explore the risk of cancer in 
children with rheumatic disease treated with tumor 
necrosis factor inhibitors was also discussed. 

Registries are often used in REMS to support 
safety. REMS are required risk management plans 
that use risk minimization strategies to go beyond 
product labeling (see Chapter 29). The tools used 
in REMS include medical guides, communication 
plans for health care providers, elements to assure 
safe use (ETASU), and implementation systems. 
Registries are used in various aspects of REMS 
including safety evaluations for high -risk popula-
tions such as pregnancy registries for patients using 
certain treatments of interest. Product registries are 
also frequently used to characterize product users 
to assess whether prescribing is occurring consist-
ent with labeling and contraindications, and to 
assure that users have received appropriate educa-
tion and testing. Registries may also form the back-
bone of controlled distribution systems (also 
referred to as “performance-linked access systems ”).
For example, the controlled distribution program 
for clozapine requires regular blood tests to monitor 
white blood cell counts; the specialty pharmacies 
cannot distribute clozapine without a valid pre-
scription and updated blood test results. The 
isotretinoin program requires that recent preg-
nancy tests are registered as a condition of receiv-
ing prescription refi lls. A restricted distribution 
program was also recently initiated for romiplos-
tim, a thrombopoeitin mimetic class antihemor-
rhagic for treatment of thrombocytopenia in 
patients with ITP manufactured by Amgen. 45 The 
operational challenges of determining the sampling 
frame of patients and physicians are often particu-
larly challenging for REMS. Plans often require 
setting a target for the percentage of the total at -
risk population that would need to be included to 
be suffi cient to safeguard against  “small” risks. 
These narrow -purpose registries are rarely used for 
research purposes, largely due to the constraints 
under which the data were collected, for example 
single-purpose informed consents. 

The postmarketing surveillance of medical 
devices may incorporate registry approaches to an 
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risks associated with all antiretroviral medications 
taken by women during pregnancy. 57 Started in 
1989, the registry has studied pregnancy outcomes 
associated with a long and changing array of treat-
ments as newer therapies and multidrug regimens 
have become available. Strengths of the registry 
include the open inclusion criteria, large number 
of enrolled pregnancies, and global reach. A limita-
tion of the registry is its reliance on passive report-
ing of pregnancies, so that it is diffi cult to determine 
how representative the data are of all women 
treated with antiretrovirals in pregnancy. 47 As of 
recent reports, 58,59 no increased risk of birth defects 
has been associated with antiretroviral treatment 
overall or for the specifi c medications abacavir, ata-
zanavir, efavirenz, emtricitabine, indinavir, lopina-
vir, nelfi navir, nevirapine, ritonavir, stavudine, and 
tenofovir, for which suffi cient numbers of live 
births ( >200) following fi rst -trimester exposures 
have been monitored to allow detection of a 
twofold increase in risk of birth defects. 

iPledge is a program that combines a pregnancy 
prevention program with a pregnancy exposure 
registry for women who become pregnant during 
or within 30 days of past use of isotretinoin, a 
known teratogen used in the treatment of acne. 
The drug is approved for restricted distribution 
under the condition that women of childbearing 
potential testify to use of two methods of birth 
control and undergo monthly pregnancy testing 
recorded in a database linked to pharmacies, which 
require approval to dispense the drug. The US man-
ufacturers of isotretinoin jointly provide funding 
and oversight of the iPledge program. This manda-
tory registry is a strategy for REMS (see above). 

Children 
Concern regarding long -term health outcomes 
such as development of cancer among children 
who are exposed to medical products, based on 
theoretical risks, preapproval data, or spontaneous 
reports, may prompt product manufacturers to 
conduct registry studies of treated children, often 
in response to regulatory requirements. Such 
studies may be designed to follow the children pro-
spectively for many years through a suffi cient time 
period to evaluate the risks associated with product 

of health -conscious women should also be consid-
ered in registry planning and design. 

Both the US FDA and EMA CHMP have pub-
lished guidances regarding the design of pregnancy 
registries to provide postmarketing safety data. The 
FDA guidance defi nes pregnancy exposure regis-
tries as follows: “A pregnancy exposure registry is 
a prospective observational study that actively col-
lects information on medical product exposure 
during pregnancy and associated pregnancy out-
comes.”47 It goes on to emphasize as strengths of 
this approach the prospective nature of a preg-
nancy exposure registry, with collection of expo-
sure data before pregnancy outcomes are known, 
and the corresponding ability to collect information 
on multiple outcomes, and draws a distinction 
between pregnancy exposure registries and preg-
nancy prevention programs. 

The CHMP guidance describes several specifi c 
roles that registries may play in providing impor-
tant postauthorization safety data regarding perina-
tal exposures. These include: population -based
birth defect registries, which may be used to 
conduct case –control studies of a range of perinatal 
exposures, prospective pregnancy registries, and 
linkage of registry data with other data sources to 
provide information on long -term “structural”
defects or cancers that may occur years after the 
perinatal exposure. 48 The Swedish National Birth 
Register is one of the largest pregnancy exposure 
registries, collecting data on all drug exposures in 
pregnant women since 1973 with 99% registra-
tion,49 and has served as the population base for 
numerous studies of outcomes associated with 
perinatal exposures. Published pharmacoepidemio-
logic analyses of the Swedish National Birth regis-
ter in recent years include studies of antiepileptic 
drug exposure and head circumference, 50 and 
studies of maternal use of many drugs and drug 
classes such as thyroid hormones, 51 antipsychotics 
and lithium, 52 loperamide, 53 and antiasthmatic 
drugs.54 It has been linked to the Swedish Cancer 
Registry to study birth outcomes after in vitro ferti-
lization,55 and maternal exposures including oral 
contraceptive use and childhood brain tumors. 56

The Antiretroviral Pregnancy Registry is an 
example of a pregnancy registry designed to assess 
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The increasing use of web -based data collection 
systems for registries provides access to reporting 
and analytic tools to participating physicians and 
patients, or to the broader public. The ability to 
provide direct value to participants in a registry, 
through quality and performance metrics, individ-
ual patient treatment and clinical summaries, or 
surveillance statistics, may play an important role 
in maintaining the engagement of sites and patients 
with the registry and with increased adherence to 
accepted quality guidelines. The Get With the 
Guidelines program for coronary artery disease is an 
example of a web -based, point -of-care registry that 
was used to reinforce evidence -based guidelines for 
coronary artery disease. The effects of using 
evidence-based guidelines and reminders were 
evaluated in more than 100,000 patients from 500 
hospitals. The evidence accumulated by the registry 
showed that the program resulted in increased use 
of statins (by more than 80% in patients where 
statin use was indicated), and a doubling of refer-
rals to smoking cessation programs. 63

Registries for reimbursement/
coverage decisions
Registries are also used to study medical decision 
making. For example, the US Centers for Medicare 
and Medicaid Services (CMS) was interested in 
extending coverage for the use of positron emission 
tomography (PET) scanning in diagnosing certain 
cancers. They used a registry approach during 
which they agreed to provide reimbursement for 
PET scanning in these situations of interest in 
exchange for information about how the physi-
cians used this information in medical care. The 
results of the registry showed that the information 
was indeed useful and meaningfully reduced the 
need for biopsies and infl uenced the course of care. 
As a result of this registry, additional reimburse-
ment coverage was granted for these previously not 
covered uses. 64

The Future 

The current use of registries as research data reposi-
tories refl ects the increasingly visible roles they 

exposure, or to collect exposure and other covari-
ates of interest with the intent of linking to a cancer 
registry or other data source at a later time. 

For example, a prospective 10 -year observa-
tional registry of children who use pimecrolimus 
for treatment of eczema has been established by the 
manufacturer, Novartis, in response to regulatory 
commitment to the FDA and is ongoing 
(ClinicalTrials.gov identifi er NCT00568997). The 
primary outcome is lymphoma, and rates of lym-
phoma and any systemic malignancy among regis-
try subjects are to be compared to those estimated 
by the SEER registry of the US National Cancer 
Institute (NCI). 

A few pediatric registries of individual anti -TNF
products in multiple therapeutic areas are under-
way or have been completed, such as infl iximab for 
infl ammatory bowel disease (NCT00606346) and 
etanercept for psoriasis (NCT01100034), while a 
consolidated pediatric rheumatologic disease regis-
try focused on the safety and effectiveness of newer 
as well as traditional treatments for juvenile arthri-
tis and other conditions is still under discussion at 
FDA.60 Also, postmarket commitments to continue 
to follow participants in previous clinical trials by 
manufacturers of these products have also been 
made.61 The limitations of studying individual 
products include lack of information on patients 
who switch therapies or use multiple therapies, 
smaller study sizes, and differences in inclusion and 
exclusion criteria, which may make comparisons of 
products across studies diffi cult. 

Registries for quality improvement 
Registries can provide information that helps to 
shape clinical trials and to understand medical 
practice. For example, a recent registry of physi-
cian certifi cation and outcomes for patients receiv-
ing implantable cardioverter -defi brillators showed 
that non -electrophysiologists implant nearly one -
third of ICDs in the US. A signifi cant fi nding 
of the study was that implantations by a non -
electrophysiologist were associated with a higher 
risk for procedure complications and a lower likeli-
hood of receiving a CRT -D device when indicated, 
compared with patients whose ICD was implanted 
by an electrophysiologist. 62



342   Part III: Sources of Data for Pharmacoepidemiologic Studies

mainly from electronic health record and adminis-
trative claims data for signal detection, it is antici-
pated that links to external registry data will be 
required at times to be able to study questions of 
device safety, as well as to incorporate immuniza-
tion records or birth and death records to provide 
detail of exposures that are not always available in 
electronic health records or claims, or to link expo-
sures or outcomes that may occur outside the 
limited periods of enrollment within a given health 
plan in the current system. 68

Registries are going to be particularly important 
for studying comparative effectiveness (see Chapter 
32) and it is likely that most safety studies will also 
incorporate internal comparators to facilitate 
studies of comparative effectiveness. The Institute 
of Medicine ’s 100 initial priority topics for com-
parative effectiveness research include many topics 
that may be studied using registries. 69 For example, 
a registry of people being treated for hearing 
impairment might be an ideal approach for: “com-
paring the effectiveness of different treatments 
(e.g., assistive listening devices, cochlear implants, 
electric-acoustic devices, habilitation and rehabili-
tation methods [auditory/oral, sign language, and 
the total communication]) for hearing loss in chil-
dren and adults, especially individuals with diverse 
cultural, language, medical and developmental 
backgrounds.”

We expect to see further evolution of systems 
for assembling and linking different sources of 
information for registries, which will facilitate 
pharmacoepidemiologic research and pharma-
covigilance. Internet -based data collection methods 
are increasingly used to facilitate multicenter and 
international studies, especially of rare diseases 
(e.g., lysosomal storage disorders such as Pompe 
disease70). While truly novel data sources and 
methods of data acquisition may arise, efforts are 
underway on various fronts for new uses and 
expanded uses of existing data sources, such as 
integration with electronic medical records. Much 
remains to be learned from direct contact with 
patients and care providers. Newer methods of col-
lecting data directly from patients and from doctors, 
including internet -based data collection and inte-
grated voice response systems with autocoding fea-

play in understanding the natural history and treat-
ment of disease, studying a vast range of treatment 
outcomes, and meeting postmarketing commit-
ments (including REMS programs) for medical 
product manufacturers. The future looks to bring 
further emphasis on registries and linked registries 
as auxiliary or primary components of national and 
international product safety monitoring systems, 
and for ongoing surveillance of care quality and 
patient outcomes. 65,66 Studies derived from regis-
tries are beginning to incorporate the same 
advanced methods as other pharmacoepidemio-
logic studies in their design and analysis, such as 
new user designs, and methods to address missing 
data, such as multiple imputation. 

Registries will continue to be used for safety, and 
may play a meaningful role in the ongoing devel-
opment of FDA ’s Sentinel Initiative (see Chapter 
30), which foresees the inclusion of registries as a 
secondary data source within this system for proac-
tive safety monitoring of regulated products: 67

A national electronic system that will transform 
FDA ’s ability to track the safety of drugs, biologics, 
medical devices —and ultimately all FDA -regulated
products once they reach the market —is now on the 
horizon. Launched in May 2008 by FDA, the Sentinel 
Initiative aims to develop and implement a proactive 
system that will complement existing systems that 
the Agency has in place to track reports of adverse 
events linked to the use of its regulated products. 

Monitoring the safety of its regulated products is a 
major part of FDA ’s mission to protect public health. 
The Sentinel System would enable FDA to actively 
query diverse automated health care data holders —
like electronic health record systems, administrative 
and insurance claims databases, and registries —to
evaluate possible medical product safety issues 
quickly and securely. 

Sentinel will be developed and implemented in 
stages. As the system is envisioned, data would con-
tinue to be managed by its owners and questions 
would be sent to the participating data holders. 
Within pre -established privacy and security safe-
guards, these data holders would evaluate their 
information and send summary results to FDA. It is 
also anticipated that Sentinel will facilitate the devel-
opment of active surveillance methodologies related 
to signal detection, strengthening, and validation. 

Though the distributed data network currently 
envisioned for the Sentinel System would draw 
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for real -world data to meet postmarketing study 
commitments and to inform treatment and reim-
bursement decisions. 
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CHAPTER 22 

Field Studies 
    David W.     Kaufman  
Slone Epidemiology Center at Boston University, Boston, MA, USA 

Introduction 

Epidemiologic studies in which data are collected 
in the fi eld for the purpose of evaluating a specifi c 
hypothesis are known as “fi eld ” or  “ad hoc” studies. 
These are to be contrasted with studies that use 
pre-existing data, principally from health -care
databases. Much of pharmacoepidemiology today 
consists of the latter “database” studies (see Part III 
Section B). While such studies have advantages of 
time effi ciency, cost, and some validity benefi ts, 
there are potential drawbacks in terms of subject 
defi nitions and data availability, and there may not 
be appropriate data available to address particular 
questions. With the ability to tailor subject enroll-
ment and data collection to a specifi c research 
question, fi eld studies continue to play an impor-
tant role in pharmacoepidemiology. It is also worth 
noting that until the relatively recent advent of 
databases, virtually all epidemiology was conducted 
by means of fi eld studies. 

All types of epidemiologic investigations, includ-
ing cohort, case –control, and cross -sectional
designs, can be conducted as fi eld studies, as long 
as subject enrollment and data collection are part 
of the process. Postmarketing randomized trials can 
also be considered to be fi eld studies —these are 
described in Chapter 36 and will not be covered 
here. A special type of fi eld study is case –control
surveillance, which is described in Chapter 19 and 
also will not be covered here. 

Field studies are by their nature more expensive 
and much slower than analyses of existing data, 
which raises the question, why conduct them at all 
in the modern world of tight deadlines and data-
bases that are readily available? The general answer 
is that there are situations where a fi eld study is 
the only way to recruit the subjects and/or obtain 
the information needed to provide a valid answer 
to a specifi c research question. This chapter is 
devoted to explaining the details of that deceptively 
simple statement. 

Strengths 

The strengths and weaknesses of fi eld studies are 
generally opposite to those of database studies. On 
the strength side, it is often possible to more rigor-
ously defi ne outcomes, it may be more feasible to 
enroll subjects with very rare conditions, and it is 
especially more feasible to obtain the information 
needed to study questions for which administrative 
data are inadequate, because the study infrastruc-
ture and data collection procedures are set up spe-
cifi cally for the purpose of accomplishing these 
goals.

Outcome defi nition 
A general problem with databases is that outcomes 
are defi ned by diagnosis codes, sometimes aug-
mented by more detailed clinical information, for 
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tion experience in any other way, although with 
the use of large government databases, especially 
the availability of Medicare data (see Chapter 14),
and the linking of multiple databases (see Chapter 
12), that is becoming feasible; the future will see 
linked databases exceeding 100 million individuals 
(see Chapter 30).

Exposure and  covariate information
tailored to the  research  question
Setting up a data collection system specifi cally to 
study a particular question has the major advantage 
of allowing the collection of precisely the informa-
tion needed, which frequently can only be obtained 
from the subjects themselves. While databases have 
the advantage of prescription records that are inde-
pendent of any research agenda, drugs are not 
always taken as prescribed, and prescription drugs 
can be obtained from other sources, such as friends 
and relatives. If non -prescription (OTC) drug use is 
relevant, that information can usually only be 
obtained directly from the subjects. The same is true 
of herbals and other supplements. Details of habits 
such as alcohol and tobacco consumption, and 
patient-reported outcomes such as quality of life (see 
also Chapter 39), generally require access to the 
subjects themselves. Other sources of information, 
such as medical records and medical care providers, 
can also be accessed in a fi eld study to provide 
important details that may not otherwise be avail-
able, such as specifi cs of oncology treatment regi-
mens beyond the simple fact of prescriptions. The 
value of obtaining detailed information from records 
and providers for the rigorous defi nition of diseases 
under study has already been noted. The collection 
of appropriate and specifi cally relevant exposure and 
covariate information is also one of the signal advan-
tages of fi eld studies. 

Weaknesses 

Time, cost, and logistics
Because of the need to set up and maintain data 
collection networks, enroll subjects, and obtain 
data, fi eld studies are time consuming and expen-
sive. A prospective follow -up study, in particular, 

example with HMO databases such as Kaiser 
Permanente.1 Such codes are frequently insuffi -
cient for confi rming the validity of diagnoses. An 
example is Stevens –Johnson syndrome, where a 
detailed review of clinical information, which 
ideally extends to evaluating photographs of 
patients’ lesions, is necessary to ensure a valid 
series of cases for epidemiologic study. 2 In database 
studies, the choice is to create an algorithm based 
on diagnosis codes and perhaps some treatment 
information, or better, to obtain access to patient 
records for the needed information, which can be 
a diffi cult process unless electronic medical records 
are available. 3 Even if an algorithm is used, it is 
generally advisable to conduct a validation study 
based on medical records in a sample of patients. 
In contrast, collection of the needed information 
can be built into the protocol of a fi eld study. Then 
the appropriate ongoing review process can be 
established (see the Particular Applications section 
for further details). 

Studying extremely  rare  diseases
While databases cover large numbers of subjects, 
some diseases are so rare that until recently even 
the largest databases were insuffi cient to produce 
enough cases for informative study. In these situa-
tions, it has been necessary to set up large 
population-based case fi nding networks to enroll 
the patients. Examples are agranulocytosis, aplastic 
anemia, and Stevens –Johnson syndrome/ toxic 
epidermal necrolysis (SJS/TEN), conditions that are 
of frequent interest because they are often induced 
by drugs and disproportionately result in regulatory 
or legal action. 4,5 The International Agranulocytosis 
and Aplastic Anemia Study (IAAAS), 6,7 conducted 
in Israel and Europe in the 1980s, covered a popu-
lation of 23 million subjects over a period of 6 years 
to prospectively enroll 270 cases of agranulocytosis 
and 154 of aplastic anemia. The data collection 
network of the Severe Cutaneous Adverse Reaction 
(SCAR) study 8,9 covered a population of approxi-
mately 130 million in four European countries for 
6 years to enroll 373 cases of SJS/TEN; a continu-
ation of that project, the EuroSCAR study, 10 covered 
a similar population in fi ve countries. It would 
have been diffi cult to provide such a large popula-
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essary to identify and enroll most subjects who 
meet the criteria to avoid selection bias, and this 
can present a substantial challenge. An effective 
general strategy to maximizing subject identifi ca-
tion is to avoid more passive approaches such as 
voluntary referrals from clinicians or self -selection
by subjects, and instead employ “active ascertain-
ment.”7,17 Otherwise, one risks referral bias. Further, 
when eligible subjects are identifi ed, assiduous 
efforts must be made to recruit them to ensure a 
reasonable participation rate. These are substantial 
challenges, requiring well -trained and dedicated 
study staff, and, in recent years, participation in 
even well -conducted epidemiologic studies has 
declined.18 Recruitment rates and the potential for 
non-response bias must always be considered in 
judging the validity of fi eld studies. 

Avoidance of  information bias
The other major validity concern that is more 
particularly a problem for fi eld studies, as opposed 
to analyses of pre -existing data collected for 
purposes other than research, is information bias. 
This can apply either to the identifi cation of out-
comes among exposed and non -exposed cohorts, 
or the collection of exposure information in 
case–control studies. It can arise because the process 
is not consistent for all subjects, because of con-
scious or unconscious bias on the part of study 
staff, or different data collection procedures that 
result from systemic differences in the medical 
care system for individuals with different illnesses. 
Another source of information bias is differential 
recall of information by study subjects according 
to their exposure or disease status (i.e., recall bias). 
In ad hoc case –control studies, where information 
about drug exposures and potential confound-
ing factors is often obtained by interview, the 
general concern is that cases may tend to remem-
ber and report their histories more completely 
than controls, who are often relatively healthy 
and lacking a reason to search their memory for 
events that explain an illness. 7 A variant of 
the problem is that individuals who engage in 
unhealthy behavior, such as excessive use of 
drugs that may be harmful, may tend to under -
report it. 19

usually requires actually following the individual 
subjects for a period of years. 11–14 While  ad hoc case –
control studies are generally faster than cohort 
studies, with exposures of interest occurring prior 
to enrollment, the prospective enrollment of inci-
dent cases as they occur can also take years, 7,9,15,16

depending on the incidence of the disease under 
study. Many questions in pharmacoepidemiology 
are urgent in nature, especially if driven by regula-
tory concerns; thus, the long lead -time required to 
conduct a fi eld study can be a real barrier that must 
be balanced against the requirement for informa-
tion that cannot be obtained by other approaches. 

The corollary to the time requirements of fi eld 
studies is that a substantial staff is usually needed 
to manage the logistics of a large -scale enrollment 
network and the subject by subject data collection, 
which are not issues with database studies. Some 
of the specifi c logistical challenges may include the 
following:
• identifying and contacting the study subjects; 
• overcoming language barriers and other com-
munication problems in international and other 
studies with many centers and co -investigators;
• hiring, training, and monitoring the fi eld staff; 
• tracking a potentially large fl ow of study -related
materials, including Institutional Review Board 
(IRB) approvals from each site, consent forms, 
completed questionnaires, and abstracts of medical 
records. There are also issues of storage of this 
volume of materials and secure storage of sensitive 
patient information. 

Personnel costs are always by far the largest com-
ponent of a fi eld study budget, which can frequently 
run to millions of dollars. This can be a practical 
barrier to the conduct of these studies, particularly 
with government sources of funding. For industry 
sponsors, it is more a matter of how important they 
(or drug regulatory agencies) deem the question. 
The temptation to pursue faster but less valid results 
is ever present, although that can lead to inadequate 
answers to important questions. 

Issues of study validity
Avoidance of  selection bias
Although more precise inclusion criteria are usually 
possible compared to database studies, it is still nec-
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common outcomes, such as myocardial infarction, 
with an incidence measured in cases per thou-
sand,20 can be studied by either a case –control or 
follow-up (cohort) approach (see Chapters 3 and  4
for more detail). 
• Frequency of exposure to the relevant drug —
uncommonly used drugs generally must be studied 
with a follow -up approach in which the primary 
criterion for enrollment focuses on users and non -
users. It is obvious that at some point, the combina-
tion of a rare outcome with a rare exposure reaches 
the level where it becomes infeasible for reasons of 
logistics or cost to conduct an informative fi eld 
study (see Chapter 4 for more detail). 
• Nature of the putative association — is it large in rela-
tive terms? This infl uences the sample size require-
ments (see Chapter 4). Is it an acute effect that 
occurs soon after exposure, or are latent intervals 
possible? Does it occur early in treatment with the 
drug or is a substantial length of exposure required? 
These latter questions indicate the relevant time 
window for identifying exposure and outcome, and 
also determine the level of detail that must be 
obtained. A study of acute effects may also require 
considerable detail about the clinical onset of the 
outcome, in order to properly discern the temporal 
sequence between exposure and outcome. 6,8,21,22

• Where the study should be conducted — political/ reg-
ulatory considerations may dictate the need for 
data from specifi c countries. 23 Obviously, the study 
must be conducted in regions where both the expo-
sure and outcome of interest occur. The exposure 
side of the equation is particularly relevant in phar-
macoepidemiology, since not all drugs are availa-
ble, or commonly used, in all countries. 
• Sources of information needed to rigorously defi ne 
the outcome of interest — is a diagnostic label suffi -
cient? Can patient reports be relied upon? Are 
medical records or provider reports needed? Is the 
diagnosis suffi ciently inconsistent that a separate 
review process should be established to ensure 
uniformity?
• Sources of information needed to characterize 
exposure — patient reports, medical records, health -
care providers? The sources will help to determine 
the nature of the data collection process, including 
such issues as self -administered questionnaires 

However it arises, information bias can lead 
either to over - or under -estimation of epidemio-
logic measures of association. While information 
bias can never be ruled out, it can be minimized by 
good practices, including rigorous training of data 
collection staff, careful design of questionnaires to 
maximize recall, and procedures that ensure con-
sistent data collection. These important aspects of 
the conduct of fi eld studies are discussed in more 
detail later in this chapter. 

Other methodological issues
Other potential problems, such as confounding, 
affect all pharmacoepidemiologic studies and 
cannot be considered particular weaknesses of fi eld 
studies. Indeed, such studies often have the ability 
to obtain more appropriate and detailed informa-
tion on potential confounding factors. These more 
generally applicable issues will not be covered in 
any detail here. 

Particular applications

This section describes some of the practical aspects 
of fi eld studies, taking a  “life cycle ” approach that 
covers design, setup, and conduct. Issues related to 
analysis are generally not unique to fi eld studies, 
but are touched upon briefl y. 

Design
What kind of study and data are  needed?
The fi rst design consideration is a careful under-
standing of the study question, which in turn 
determines the most appropriate approach to pro-
viding an informative answer. While this is theo-
retically always necessary for good study design, it 
is especially relevant in the case of fi eld studies, 
where there are fewer conceptual limitations than 
in studies based on pre -existing data, since each 
fi eld study starts from a blank sheet. Relevant 
issues that determine design choices include:
• Incidence of the outcome of interest — rare outcomes, 
such as acute hematological or cutaneous reactions 
with an annual incidence of a few cases per 
million,6,17 generally require a case –control
approach to enroll enough cases, whereas more 
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a questionnaire in privacy can be an advantage for 
sensitive topics, although it can be argued that the 
rapport developed by an experienced interviewer 
is also benefi cial in this regard. Practical considera-
tions of cost and feasibility generally dictate the 
approach chosen. 

Data collection instruments
Because a study is only as informative as the data 
that are recorded, developing instruments that 
allow for the collection of the needed items is a 
critical part of the design process. Depending on the 
details and source of the data to be collected, the 
instruments may include case report and record 
abstraction forms, self -administered question-
naires, and interview questionnaires. In all 
instances, the instruments should be clear and set 
up for ease of completion. 

Case report forms (CRFs) which are fi lled out by 
health-care personnel in data collection sites 
should generally be avoided or minimized. Indeed, 
a major principle in the conduct of fi eld studies 
is to minimize the work needed from cooperating 
clinical sites wherever feasible, since their 
continuing willingness to support the project is 
essential to its success. If CRFs are required, they 
should be as simple as possible, both to reduce 
errors and the level of effort required to complete 
them. An alternative is for study staff to directly 
abstract information from medical records, either 
on-site or at the study offi ce. However, this is 
an arduous and labor -intensive process, particu-
larly when the records are on paper rather than 
electronic. The format of paper medical records 
is not standardized, and the quality and complete-
ness of the information varies greatly. If the abstrac-
tion is to be done at the study headquarters instead 
of the clinical sites, copies of the medical records 
must be requested. The balance between this 
additional step and the logistical complications 
and expense of travelling to the individual sites 
varies depending on the number and location of 
the sites. In either instance, as with CRFs, the 
abstraction forms should be designed to record only 
essential information, although it can be diffi cult 
to resist the temptation to include more rather 
than less. 

versus personal interviews, having non -study
medical staff complete abstraction forms to provide 
relevant data from records versus interviewing 
physicians versus requesting the records for abstrac-
tion by study staff. 
• Likely confounding that will need to be addressed —
understanding this issue will help determine the 
information needed on potential confounding 
factors and other relevant covariates, and the ana-
lytic strategy. In turn, the information require-
ments will determine the sources that need to be 
tapped to obtain covariate details. Frequently, the 
best source will be the study subjects themselves. 

Protocol  development
Once the basic design questions have been 
answered, the detailed study protocol can be devel-
oped. The fi rst key point in this process is to deter-
mine what is required to enroll subjects who meet 
the inclusion criteria, both in terms of the specifi c 
infrastructure and the size of the data collection 
network needed to meet the sample size goals. 
Then the actual data collection procedures can be 
specifi ed, a process in which practical considera-
tions play a crucial role, since the protocol has to 
be not only rigorous, but also feasible. For example, 
it may be desirable to obtain blood samples for the 
extraction of DNA among non -hospitalized sub-
jects, but this requires them to come to a site where 
blood can be drawn, or a home visit by a trained 
phlebotomist. An alternative that does not yield as 
much DNA, but is suffi cient for many purposes, is 
the use of buccal swabs or saliva samples, which 
can be collected by the subjects themselves at home 
and shipped in prepaid mailers to the study offi ce 
or laboratory. 24 If data are to be obtained directly 
from study subjects, a key question is whether this 
should be done by interview (in -person or via tel-
ephone) or self -administered questionnaire (e.g., 
completing a mailed or online form). In general, 
interviews allow for more control over the consist-
ency of the data collection process, since it is guided 
by the interviewer, who can be trained and super-
vised. Self -administered questionnaires are less 
expensive since an interviewing staff is not required, 
but they rely on individual interpretation of the 
questions by subjects. The anonymity of fi lling out 
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and educational requirements for interviewers 
(and hence staff costs), it is more diffi cult to estab-
lish rapport with the subject and tight scripting 
does not easily accommodate probing, which may 
be essential to obtaining certain types of informa-
tion. The other end of the spectrum is a very open -
ended approach, which has the important drawback 
of reducing consistency, and is more often used in 
qualitative research. 36 Perhaps most effective is a 
middle ground that retains structure and scripts for 
at least some of the questions and statements while 
still allowing interviewers latitude to probe and 
develop a style that is successful for them. This 
requires interviewers with a higher level of educa-
tion than does a tightly scripted approach, for 
example nurses, and also places considerable 
emphasis on training and ongoing monitoring to 
maintain consistency. Regardless of the degree of 
scripting, simple questions with unequivocal 
numerical or yes/no answers are desirable, and 
standardized instruments  — designed for interview 
rather than self -completion — are often used where 
applicable.

Medication histories in case –control studies are 
frequently obtained by interview (also see Chapter 
41), and the development of appropriate question-
naires to elicit this information is of particular 
importance in pharmacoepidemiology. Questions 
on medication use can range from open -ended “did
you take any drugs in the last month? ”, to asking 
about the use of specifi c medications of interest by 
name, and even showing handcards with drug 
names. An approach that has been proven to be 
effective in many studies, of which some examples 
are cited here, 7,9,21,23,37–56 is to ask systematically 
about drug use for specifi c indications  — ”did you 
take anything for pain in the last month? ” A meth-
odological study in 1986 that evaluated these dif-
ferent approaches sequentially 57 found that 0 –45%
of the use of a number of drugs was identifi ed by 
an open -ended question, with a structured list of 
reasons adding 35 –81%, and fi nally a specifi c ques-
tion by name adding 19 –39%. From this it can be 
inferred that asking about use by indication would 
cover 61 –81% of the total. If only a few drugs are 
of particular interest, it is desirable to ask about 
them by name, especially if it is important to obtain 

Self-administered questionnaires are commonly 
used in large fi eld studies, especially follow -up
studies, which may involve tens of thousands of 
subjects.25–27 Because there is no interviewer to 
control and standardize the process of fi lling out a 
questionnaire, it must be designed to lead the 
subject very clearly through the steps. As much as 
possible, numerical answers or check boxes are to 
be preferred over free text, which is not readily 
amenable to quantitative analysis. If the question-
naire is being completed online, it can incorporate 
branching that leads the respondent through the 
questions and sections in logical order contingent 
on their responses at each point, as well as error 
checks that direct the respondent to fi ll in missed 
questions or that fl ag out -of-range answers. 
Frequently, standardized validated instruments are 
incorporated into study questionnaires to obtain 
information on psychosocial factors, 28–32 dietary 
history, 33,34 physical activity, 35 etc. It is always good 
practice to take advantage of previously developed 
(and if possible, validated) instruments when these 
are available, since they have been shown to work 
in the fi eld and produce results that can be more 
readily compared with other research. Specifi cally 
with regard to medication histories, standardized 
instruments are rare and the questions will likely 
have to be tailored to the specifi c needs of the 
project. As always, it remains desirable to keep a 
questionnaire as brief as possible to maximize its 
acceptability to subjects and hence the completion 
rate, while still covering the needed information. 

The principles guiding the design of interview 
questionnaires (also see Chapter 41) are in many 
ways similar to those covering self -administered
questionnaires, but there are also differences. A 
major difference is that a well -trained interviewer 
can be relied upon to lead the subject through the 
questions, which can allow for a less rigid structure 
that permits probing for additional information. 
There is a spectrum of views about how much lati-
tude the interviewer should be given in going 
through the questions, which is refl ected in ques-
tionnaire design choices. At one end is a highly 
scripted interview that is simply administered ver-
batim. Although this approach is very standardized, 
which is desirable, and also minimizes the training 
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tion in multiple centers. Any multicenter study will 
need some type of coordinating center to maintain 
the overall operation and ensure consistency of 
data collection. Generally, the coordinating center 
is under the direction of the overall project princi-
pal investigator, and has the responsibility for 
setting up the study network. If the study will be 
conducted in multiple countries, it will be neces-
sary to have at least one co -investigator in each 
country who has knowledge of local conditions and 
connections with the appropriate institutions, and 
who can be responsible for setting up and running 
the project there, under the supervision of the 
coordinating center. A key factor in the success or 
failure of a large multicenter study, especially if it 
is conducted in multiple countries, is the level of 
engagement of the co -investigators. Thus, building 
a good collaboration is the essential fi rst step in 
getting the study off the ground. 7

In case –control studies in particular, cases are 
generally identifi ed through the health -care system, 
most often relevant hospital departments, but occa-
sionally doctors ’ offi ces. Recruiting the institutions 
is likely to be a large challenge, especially with 
modern privacy regulations and other human sub-
jects considerations. 60–62 Large multicenter studies 
require applications to many IRBs, a process that 
can take months to complete. These applications 
require a local investigator in each institution, who 
will also be responsible for dealing with problems 
that arise, with the essential support of the coordi-
nating center to ensure that the burden is mini-
mized. In large hospital networks, where the 
individual investigators cannot practically be 
included as co -investigators in the core study team, 
active involvement with the participating physi-
cians by the coordinating center is especially impor-
tant. The participation of local co -investigators
requires their commitment to the topic and mini-
mization of their effort in the setup and operation 
of the study. Often the setup is a larger burden than 
the actual ongoing operation of the network when 
the study is up and running. 

Study staff 
As with other clinical studies that involve data 
collection, including randomized trials, an 

a detailed medication name, which for non -
prescription drugs often has implications for dose 
as well as ingredients (e.g., Tylenol Allergy Sinus 
Daytime vs. Tylenol Allergy Sinus Nighttime). 
Requesting subjects to check the medication pack-
ages, or using product photographs during in -
person interviews, have been shown to be 
helpful.52,58 Another memory aid which is com-
monly used is a diary of life events. 

Obtaining the names of medications taken is 
only half the battle, since details of use also need 
to be recorded. An effective approach in an inter-
view situation is to fi rst build a list of all the medi-
cations, and then go back to obtain the details. 52

The level of detail is determined by the research 
question, but also by practical considerations of 
what a subject can be expected to report with rea-
sonable accuracy. Precise information on timing 
and amount of use is generally relevant only for 
the evaluation of acute effects, where a recent 
exposure period is of primary interest, for example, 
use of an antibiotic on days X, Y, and Z in the previ-
ous 2 weeks in relation to the development of 
agranulocytosis.43 Studies of long -term effects gen-
erally require information on substantial use with 
less fi ne detail, which is likely to be well -
remembered even if in the more distant past, for 
example use of an antihypertensive agent for at 
least 1 year in relation to lung cancer. 59

Setup
Three key aspects of the setup of a fi eld study 
involve the data collection network, the study staff, 
and the computing infrastructure (including the 
main database). 

Data collection network
The particulars of the network are determined by 
the study population, sample size, and any specifi c 
considerations that require data from particular 
countries. These decisions need to be made in 
developing the protocol. The setup tasks are fi rst to 
identify and then to recruit the needed institutions 
or practices. In some instances it may be possible 
to conduct a fi eld study in a single center, but in 
practice the sample size requirements of pharma-
coepidemiologic studies usually call for data collec-
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management, which may include among other 
modules, data entry software for computerized 
interviews, online questionnaires, scanning soft-
ware for paper forms, quality control and coding 
software, and a system for producing automated 
letters to subjects and providers; and (iii) the study 
database itself. The process of developing these 
components usually requires several months, 
although it can be shortened somewhat by adapt-
ing existing systems. Field testing is generally rec-
ommended. While a substantial effort may be 
needed to build the computer infrastructure, this 
yields many benefi ts, including more effi cient study 
operations, fewer errors in the data, and a stream-
lined process of preparing data for analysis. The 
time spent during the early phase is more than 
compensated for by savings later on. 

While the setup process is non -trivial for fi eld 
studies, the time required can be reduced if existing 
staff, collaborator networks, or components of the 
computer infrastructure can be utilized, but, even 
then, it is generally not reasonable to expect that a 
study can be up and running within a month or 
two. A realistic timeline for setup will lead to better 
results during the conduct of the study, and ulti-
mately make for better relations between investiga-
tor and sponsor. 

Pilot phase
During the set -up phase, it is generally advisable to 
test the methods by initiating data collection in a 
few sites. This pilot period allows adjustment of 
study procedures before full -scale operations begin. 
For example, it may be that the initial inclusion 
criteria do not yield the expected number of sub-
jects, and need to be relaxed (after determination 
that this will not jeopardize validity). The originally 
planned subject identifi cation and enrollment pro-
cedures in the study sites may prove to be infeasible 
or at least overly ineffi cient, with pilot experience 
suggesting modifi cations that substantially improve 
the process. Experience with the data collection 
instruments may point the way to improvements 
that increase the likelihood that the desired infor-
mation will be obtained. In all of these areas, 
obtaining initial experience on a manageable scale 
is generally a prudent approach to fi nalizing the 

experienced staff is an important component of 
success. One of the key positions is the study coor-
dinator, who is responsible for the day -to-day
running of the data collection network. Typical 
responsibilities for the coordinator include training 
and supervising fi eld and offi ce staff, monitoring 
the progress of subject enrollment and data collec-
tion, monitoring or performing quality control of 
the data, communication with co -investigators in 
multicenter studies, assisting with IRB applications, 
and providing information for data analyses. 
Because a clinical background is often needed to 
understand the data collection needs and interac-
tion with the health -care system required for the 
enrollment of subjects, coordinators are frequently 
nurses. Similarly, medical knowledge is often nec-
essary for personnel with direct responsibility for 
subject enrollment and data collection (especially if 
by interview, where sensitive medical questions are 
often asked), and these positions may be best fi lled 
by nurses, although sometimes non -clinical
research assistants are appropriate. It is advisable 
and sometimes a requirement because of privacy 
or other institutional regulations for data collection 
personnel in specifi c hospitals to be employees of 
those institutions. Other central staff may include 
research assistants, coders, and research pharma-
cists. Another key position, although not unique to 
fi eld studies, is that of data analyst, since the prin-
cipal investigator and co -investigators generally do 
not fi ll this role. A minimum of master ’s level train-
ing is normally required. Studies that involve data 
collection frequently require the input of experi-
enced clinicians to ensure that subjects meet inclu-
sion criteria. In such situations it is often appropriate 
to engage the appropriate specialists as consultants 
to the study team. 

Computing infrastructure 
In modern fi eld studies, the importance of the com-
puter infrastructure can scarcely be overstated. It 
behooves any group that is continually engaged in 
the conduct of these studies to build a good pro-
gramming and computer operations department. 
There are three main components to the infrastruc-
ture: (i) logs to track subject enrollment and data 
collection; (ii) software for data collection and 
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ticipating physicians who are seeking more effec-
tive therapies for their patients. Further, even if the 
subjects recruited are atypical (which has been 
shown repeatedly), they are then randomized, so 
internal validity is protected; selection bias cannot 
be introduced by incomplete enrollment. However, 
there is recent evidence that even many rand-
omized trials are unsuccessful in recruiting enough 
patients.63 Even without an extensive budget for 
the sites, a highly active approach to the conduct 
of fi eld studies is more expensive, but it is essential 
to producing valid, informative results in a timely 
manner. 
• Do not cut corners to save costs or time —there may 
be pressure from sponsors, especially commercial 
ones, to accelerate the timetable and cut costs. Field 
studies are usually commissioned by industry only 
when studies of existing data, which can be con-
ducted rapidly and at relatively modest cost, are 
infeasible. Thus, sponsors need to be aware of the 
different realities that apply to fi eld study opera-
tions. While it is important to be parsimonious in 
the use of resources and mindful of the calendar as 
a study proceeds, it is equally important to be real-
istic about what is needed to conduct a high -quality
investigation that will achieve its goals. A substand-
ard study conducted rapidly without suffi cient 
fi nancial resources serves no one ’s interests. 

Subject enrollment 
There are two key goals in the enrollment phase of 
all fi eld studies: to reach the targeted number of 
subjects meeting the inclusion criteria so as to meet 
the sample size requirements, and to maximize the 
participation rate in order to reduce the possibility 
of selection bias. There are numerous approaches 
to achieving these goals. Follow -up studies, which 
tend to be very large, may enroll subjects through 
the use of magazine subscriber lists, 64 registries of 
professionals,25 and advertisements. 27 The numbers 
of subjects in case –control studies are usually much 
smaller, a few hundred or, at most, a few thousand 
cases and controls, but the enrollment of cases of 
rare conditions that are often of interest in phar-
macoepidemiology (e.g., blood dyscrasias) may 
require large and even international networks to 
obtain the needed numbers. 7,9,65,66

setup of a study for routine data collection. A pilot 
phase may not be necessary if the method is very 
well proven, but since fi eld studies are usually 
mounted to investigate questions that cannot be 
answered with existing data, the operational prob-
lems are frequently new, requiring a fresh approach 
where the feasibility must fi rst be demonstrated 
before implementing on a full -scale basis. 

Conduct of the study
Most pharmacoepidemiologic fi eld studies are mul-
ticenter in nature, giving rise to some general oper-
ational principles that underlie their conduct:
• Communication — the imperative of maintaining 
good communication between the coordinating 
center and fi eld operations and among co -
investigators cannot be stressed too highly. 
Communication is necessary to understand what is 
happening at the study sites, to maintain consistency 
in the conduct of the study throughout the network, 
and to keep a geographically separated team of 
investigators fully informed of problems and 
involved in the solutions. Good communication 
requires substantial effort but it always reaps divi-
dends and should be made a very high priority. 
• The study team should actively conduct the study —
particularly in subject enrollment, but also in data 
collection, a passive approach that relies on the 
good will and efforts of individuals who are not 
formally part of the study team is likely to lead to 
recruitment diffi culties and substandard data. The 
primary commitment of clinicians and their staffs 
is to provide medical care, and as much as possible, 
a study should rely on their granting access to 
patients and information and nothing more. 
Voluntary referrals of subjects are likely to be biased 
and in low numbers. Expectations that clinical per-
sonnel will actively assist with data collection, 
whether through fi lling out case report forms or 
interacting with subjects, are generally unrealistic. 
It has been said many times that “you can ’t pay 
them enough ” to pursue the study with the degree 
of attention expected of staff employed to conduct 
the project. Observational fi eld studies are to be 
contrasted in this regard with clinical trials, which 
in addition to larger budgets devoted to activities at 
individual sites, often have the commitment of par-
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Medicare and Medicaid Services (CMS). 70 This has 
the further advantage of initially identifying sub-
jects from a comprehensive list, which is less subject 
to bias. Other list -based recruitment approaches, 
such as identifying potential subjects through 
cancer registries, 71,72 may occasionally be feasible, 
and preferable to working with clinical sites because 
they do not require the step of medical personnel 
identifying subjects to approach. 

More problematic enrollment approaches 
include those that have clinical personnel recruit 
and consent subjects, or some form of advertising, 
for example by internet, fl yers, newspapers, or 
through patient organizations. The former is logisti-
cally cumbersome, requires an impractical level of 
effort from the sites, and is likely to lead to low and 
biased recruitment. It is important here to distin-
guish the situation of an observational study from 
a clinical trial where eligible subjects are rand-
omized. In the trial setting, low recruitment may 
make it diffi cult to obtain an adequate sample size, 
but it does not lead to bias. Advertising is a much 
more passive approach, and the potential for biased 
enrollment in an observational study based on who 
sees the ads and is interested enough to volunteer 
for a study is obvious. 

The optimal enrollment situation is one that is 
controlled by study staff as early in the process as 
possible. Once a potentially eligible subject is iden-
tifi ed, assiduous efforts must be made to contact 
her or him, determine fi nal eligibility through some 
sort of screening process (e.g., a brief screening 
interview or questionnaire), and obtain consent to 
participate. Depending on the nature of the data 
collection, this can be done by phone, in person, or 
by mail (interview studies may not require that 
informed consent be documented with the subject ’s
signature). Meeting the general goal of enrolling as 
many identifi ed eligible subjects as possible often 
requires multiple contacts by telephone, email, or 
regular mail. 

In certain instances a more elaborate process for 
determining the eligibility of cases is required to 
ensure that uniform criteria have been met. This is 
particularly important in studies of rare conditions 
for which the diagnoses are not straightforward 
and subjects are enrolled from multiple countries 

Cases are most often identifi ed through contact 
with the health -care system, and the principle of 
active ascertainment, which has already been 
mentioned and involves members of the study staff 
taking the initiative to identify cases, is the most 
important defense against selection bias during the 
enrollment process. Specifi c approaches include 
regular telephone contact with the relevant sites, 37

or visits by study staff to identify subjects and 
approach them for participation. 44 The rapid turna-
round and reliability of email has opened up further 
possibilities for effi ciently communicating with 
sites. A complicating factor is privacy regulations, 
which in the US now prohibit outside personnel 
from examining medical records and approaching 
patients without prior permission or a waiver of 
authorization.67,68 On the other hand, medical per-
sonnel can examine records with a Health Insurance 
Portability and Accountability Act (HIPAA) pre-
paratory to research waiver, 69 and health -care pro-
viders can then invite potentially eligible subjects 
to participate, either in person or by letter. The 
latter process can be simplifi ed for the sites by 
developing a computerized system to generate 
letters of invitation. Patients approached in this 
way can either indicate their agreement to have 
contact information forwarded to the study staff 
(opt-in) or indicate by mail or phone that they do 
not wish to participate, in which case the informa-
tion is not forwarded (opt -out). With the opt -out
approach, the contact information is forwarded to 
the study staff if the subject has not opted out 
within a specifi ed time period. In either instance, 
once the contact information has been sent to the 
study offi ce, actual enrollment, including informed 
consent, is controlled by study personnel and not 
reliant on individual sites. 

The different recruitment mechanisms require 
IRB approval for the individual study sites. For 
reasons related to study validity and practicality, 
opt-out is greatly to be preferred to opt -in, because 
it usually results in higher participation rates of 
eligible subjects. However, many IRBs will only 
approve an opt -in approach, which can sometimes 
make a study infeasible. Variations on the opt -out
approach exist, for example, recruiting Medicare 
recipients in the US through the Centers for 
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Maximum effort by study personnel to contact and 
enroll targeted hospital or community controls is 
crucial for validity as well as effi ciency. 

Data collection
Once subjects are enrolled, the primary goal of the 
data collection phase of a fi eld study is to obtain 
the specifi ed data with as much completeness and 
consistency as possible. With self -administered data 
collection procedures, including mailed or internet 
questionnaires, study staff need to follow up with 
subjects who do not complete them in a timely 
manner. The follow -up process can involve repeat 
mailings and telephone or email contact as appro-
priate. To ensure maximum participation in this 
phase of a study, it may be advisable to offer the 
option of an interview for subjects who will not 
complete the questionnaires on their own. 

Interviews (see also Chapter 41) are often the 
primary source of data in pharmacoepidemiologic 
fi eld studies, and have the advantage over self -
administered questionnaires of being a more con-
sistent and controlled process, albeit more costly. 
The importance of careful training of interviewers 
to maximize the consistency and quality of the data 
they collect has already been discussed. Interviews 
can either be conducted in person (in the hospital, 
at a subject ’s home, or at some other site) or by 
telephone. The nature of the study often dictates 
the interview setting. In a case –control study where 
subjects are enrolled while in hospital, an in -person
interview is to be preferred. On the other hand, 
when subjects are identifi ed after they have gone 
home, or community controls are used, a telephone 
interview is more feasible. It is important for com-
parability that the interview setting be as similar as 
possible for cases and controls. 

Regardless of the type of interview, modern fi eld 
studies generally involve the use of computerized 
data entry systems; this technology is referred to as 
computer -assisted telephone interview (CATI) 76

and computer -assisted personal interview (CAPI). 77

CATI is used when interviews are conducted by 
telephone from a call center, research offi ce, or 
even the interviewer ’s home. CAPI involves the use 
of laptop computers to conduct interviews in 
person. In either instance, the software operates 

where health -care practices may be different. For 
example, in two multicenter studies of Stevens –
Johnson syndrome and toxic epidermal necrolysis, 
it was deemed necessary to have a committee of 
dermatologists review photographs as well as rel-
evant clinical and pathological information to 
confi rm the diagnoses. 8,10 The review committees 
met twice a year during the course of the studies. 
A similar approach was taken for agranulocytosis 
and aplastic anemia in the IAAAS, 6,7 where actual 
biopsy specimens were obtained for review for 
more than 95% of the cases; another example of 
the use of a review committee was in an interna-
tional study of acute anaphylaxis in relation to drug 
exposures.22 This general approach assures the 
most consistent case defi nitions, but requires con-
siderable resources to assemble all of the relevant 
materials and cover the costs of the review sessions. 
Thus, it should only be undertaken when a more 
localized confi rmation process in individual centers 
is judged to be unlikely to yield comparable diag-
nostic standards. 

The enrollment of controls in case –control
studies may be done through health -care providers 
(e.g., other hospitalized patients), which generally 
requires permission from providers to approach 
potential subjects for enrollment. This, of course, 
risks selection bias if the illnesses which result in 
the medical attention that qualifi es the controls 
are related to the exposure of interest, and also 
from incomplete enrollment. Appropriate specifi ca-
tion of diagnoses for hospital controls is a key 
design issue that requires considerable attention in 
developing protocols for hospital -based case –
control studies. “Population” or  “community” con-
trols can be identifi ed by means of random digit 
dialing,73 lists of licensed drivers, 74 Medicare rolls, 75

or municipal census lists. 21,47 With the latter 
approaches, identifi ed potential controls can then 
be approached for participation directly by study 
staff, except in the instance of Medicare, where 
subjects are fi rst approached by CMS, with their 
contact information given to investigators after an 
opt-out period has expired. Another possibility is 
nominations by cases (e.g., relatives, friends), but 
this may have considerable potential for bias. 7

Advertising is subject to the concerns noted above. 
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tionships with appropriate laboratories developed 
for conducting the relevant tests. 

Data management
An important aspect of the data management 
process is coding and quality control (QC). Many 
data items, including drug product names, medical 
conditions, procedures, occupation, and so on, may 
be collected as text that must be numerically coded 
for analysis. Interview software can provide a head 
start on this process by linking with computerized 
dictionaries that will automatically code data 
entries that match up with dictionary entries, but 
there is always a need for at least some coding after 
data collection because of misspelled entries or 
those that require some interpretation. In some 
studies, all coding is done after the data have been 
collected.

Appropriate coding can make a major contribu-
tion to effi cient analyses. Diagnoses are frequently 
coded with International Classifi cation of Diseases 
(ICD) codes. 80 For drug names, there are various 
dictionaries available, including among others, the 
WHO Drug Dictionary (WHO -DD),81 Iowa Drug 
Information Service (IDIS) Drug Vocabulary and 
Thesaurus,82 and the Slone Drug Dictionary. 83 The 
WHO dictionary includes drug names linked to 
the Anatomical Therapeutic Chemical (ATC) 
Classifi cation System 84 while the IDIS and Slone 
dictionaries utilize a modifi ed version of the 
American Hospital Formulary Service (AHFS) 
Pharmacologic Therapeutic Classifi cation. 85 The 
classifi cation systems facilitate the identifi cation 
and grouping of agents with similar pharmacologic 
properties and therapeutic uses. These dictionaries 
have been used in various pharmacoepidemiologic 
studies and have varied content. While no single 
dictionary is comprehensive for all prescription and 
non-prescription medications, each of them is well 
suited for the coding of most drug names that have 
been encountered in Europe and the United States. 
The IDIS is limited to mostly US prescription drug 
names linked to their therapeutic class. The Slone 
dictionary contains US and non -US drugs, and in 
addition it includes supplements and other non -
prescription products; entries are cross -linked with 
their individual drug, vitamin, and herbal ingredi-

similarly, providing the questions for the inter-
viewer to ask and checkboxes or entry fi elds to 
record the answers. In CAPI, where the laptop is 
not connected to a central server, all the necessary 
software is resident on the computer and the data 
are saved locally and uploaded later. Because com-
puterized interviews save a separate data entry step 
that would be needed with paper questionnaires, 
they are cost -effective and reduce entry errors. 
Sophisticated branching of questions can be readily 
accommodated, leading the interviewer and subject 
through what may be a complex set of questions. 
Another advantage of computerized interviews is 
that automatic coding during the interview, for 
example for drug product names, can be built into 
the software, increasing accuracy and again saving 
a data processing step. 

If data are obtained from medical records, these 
must be requested (with a signed release from the 
subject, except in the unusual circumstance where 
an IRB has waived the requirement for informed 
consent) and abstracted by study staff, often a 
labor -intensive process that may require repeat 
requests to providers for the information. In some 
instances with relatively small data collection net-
works, it is feasible for study staff to actually visit 
the sites and abstract the information there, 
although this has become uncommon because of 
privacy regulations. 67,68

Some fi eld studies require the collection of bio-
logical samples, for example blood, urine, or tissue 
(such as biopsy material). With today ’s focus on 
genetics, DNA samples are increasingly sought. DNA 
can be obtained either from blood samples or from 
cheek cells collected through buccal swabs or saliva 
samples, which can be done by subjects at home. A 
drawback to cheek cell samples is the restricted 
amount and reduced quality of DNA compared to 
that obtained from whole blood, but it is suffi cient 
for many purposes. 24,78 Urine and stool specimens 
can also be collected at home 79 or at a study site. If 
blood samples are needed, these must be drawn by 
a professional, either at the subject ’s home or at 
some sort of collection site, which complicates logis-
tics and adds to costs. In addition to procedures 
related to the sample collection itself, freezers and 
other storage facilities must be maintained, and rela-
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ized form that again allows direct uploading to a 
central database. When computer -assisted data col-
lection processes such as interviews and abstraction 
are done locally rather than from a central offi ce, 
automated uploading is still possible via secure 
internet connection. Entry of laboratory test results 
and other similar data items may require a manual 
process, which can be greatly facilitated by appro-
priately designed software. 

A common theme throughout this discussion of 
the conduct of fi eld studies is that a well -integrated
computing infrastructure plays a major role in 
many aspects of the process, from subject enroll-
ment, through data collection, to the fi nal process-
ing of the data prior to analysis. An important 
counterpoint, however, is that while computeriza-
tion provides many advantages of effi ciency and 
error reduction, there is no substitute for the 
human element in the collection of high -quality
data for valid and informative study results. 

Analysis
Most analytical issues are not unique to fi eld 
studies, and will not be covered here. A sometimes 
underappreciated step that is worth mentioning 
involves the creation from the raw data of analyti-
cal fi les that contain the variables on exposures, 
outcomes, and covariates needed for a particular 
analysis. The goal in the data collection phase of a 
study is to obtain information on all items that may 
be needed to address all the research questions. The 
format of the data should be designed to facilitate 
accurate and complete collection, and may not be 
appropriate for analysis without some transforma-
tion. For example, complex medication histories 
may need to be simplifi ed into analytical variables 
by combining information from the use of several 
products, calculating total dosage ingested over a 
specifi ed time period, and defi ning the temporal 
sequence of drug use and clinical events. The latter 
process may require comparing information on the 
timing of drug use and the clinical course of a 
medical condition that has been obtained using a 
common reference point that is consistent for all 
subjects (e.g., the day of hospital admission). This 
“preanalysis” creation of analytical fi les requires 
fi rst a conceptual process to defi ne the variables 

ents, which readily allows for grouping products 
that contain the same ingredient (e.g., acetami-
nophen) and drug class (e.g., selective serotonin 
reuptake inhibitor antidepressants). The WHO dic-
tionary contains primarily European drug names 
and their ingredients, and has recently added a 
herbal dictionary based on the Herbal ATC system 
(HATC). 86

The QC process is an important step in ensuring 
that the data are consistent and as free from errors 
as possible. The fi rst line of defense with computer-
ized interviews or online self -administered ques-
tionnaires is built -in checks in the software to not 
accept entry of inappropriate answers, for example 
out of range ages, impossible height and weight 
values. Another common feature that maximizes 
completeness of the information is to require that 
certain questions be answered before the interview 
can proceed. Good practice for interviewers is to 
review the questionnaires (whether computerized 
or on paper) immediately after completion to clean 
up inconsistencies in fi lling them out. At the central 
offi ce there are usually two levels of QC. Another 
series of automatic checks built into the software 
for uploading interview and self -administered data 
to the main database fl ags inappropriate entries for 
correction. There should also be some level of 
manual QC of the data, which can range from a 
complete review of all items for each subject in 
small studies to review of key items such as medica-
tion histories or random spot checking the data for 
individual subjects in very -high-volume studies 
where individual checking of all data is not feasible. 
Errors and inconsistencies identifi ed at this stage 
can be corrected by contacting the interviewer and 
sometimes even the subject if necessary. After all 
QC checks have been completed, the data can be 
released for use in analyses. 

The process of uploading data to central data-
bases is usually fairly automated in modern fi eld 
studies. Computerized interviews and online self -
administered questionnaires can be transferred 
directly, with some built -in QC checks as described 
above. Paper questionnaires are designed to be 
scanned whenever possible, although text fi elds 
may require manual entry. Abstraction of medical 
records is ideally accomplished with a computer-
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needed for the analysis. The actual preparation of 
a fi le can involve substantial computing from the 
raw data. Whether in a fi eld study or a database 
study, once an analytical fi le is prepared, the epi-
demiologic analyses, while defi ned by the data 
items and specifi c questions addressed, are similar. 

The future 

As databases (see Part III Section B) and other 
ongoing resources such as registries (see Chapter 
21) become more computerized and better adapted 
for research, there will be less call for fi eld studies 
(although a registry often emerges from a special 
type of fi eld study). However, it is not conceivable 
that the day will come where all pharmacoepide-
miologic research questions can be answered with 
already-collected data. There will always be situa-
tions that require more detailed information about 
the disease under study than is available from pre -
existing data, information about OTC medication 
use, details of habits that are not routinely recorded, 
or information on factors that can only be provided 
by subjects, such as quality of life. In these instances, 
fi eld studies will be needed. It is to be hoped that 
investigators and organizations with the capacity to 
mount such studies continue to be available, so 
that the conduct of fi eld studies does not become a 
lost art in the practice of pharmacoepidemiology. 
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CHAPTER 23 

How Should One Perform 
Pharmacoepidemiologic Studies? 
Choosing Among the Available 
Alternatives
    Brian L.     Strom  
Department of Biostatistics and Epidemiology, Center for Clinical Epidemiology and Biostatistics, Perelman School of Medicine 
at the University of Pennsylvania, Philadelphia, PA, USA 

Introduction 

As discussed in the previous chapters, pharmacoep-
idemiologic studies apply the techniques of epide-
miology to the content area of clinical pharmacology. 
Between 500 and 3000 individuals are usually 
studied prior to drug marketing. Most postmarket-
ing pharmacoepidemiologic studies need to include 
at least 10 000 subjects, or draw from an equivalent 
population for a case –control study, in order to 
contribute suffi cient new information to be worth 
their cost and effort. This large sample size raises 
logistical challenges. Chapters 10 through  22 pre-
sented many of the different data collection 
approaches and data resources that have been 
developed to perform pharmacoepidemiologic 
studies effi ciently, meeting the need for these very 
large sample sizes. This chapter is intended to syn-
thesize this material, to assist the reader in choos-
ing among the available approaches. 

Choosing among the 
available approaches to 
pharmacoepidemiologic studies 

Once one has decided to perform a pharmacoepi-
demiologic study, one needs to decide which of the 

data collection approaches or data resources 
described in the earlier chapters of this book should 
be used. Although, to some degree, the choice may 
be based upon a researcher ’s familiarity with given 
data resources and/or the investigators who have 
been using them, it is very important to tailor the 
choice of pharmacoepidemiologic resource to the 
question to be addressed. One may want to use 
more than one data collection strategy or resource, 
in parallel or in combination. If no single resource 
is optimal for addressing a question, it can be useful 
to use a number of approaches that complement 
each other. Indeed, this is probably the preferable 
approach for addressing important questions. 
Regardless, investigators are often left with a dif-
fi cult and complex choice. 

In order to explain how to choose among the 
available pharmacoepidemiologic data resources, it 
is useful to synthesize the information from the 
previous chapters on the relative strengths and 
weaknesses of each of the available pharmacoepi-
demiologic approaches, examining the comparative 
characteristics of each (see Table  23.1). One can 
then examine the characteristics of the research 
question at hand, in order to choose the pharma-
coepidemiologic approach best suited to addressing 
that question (see Table  23.2). The assessment and 
weights provided in this discussion and in the 
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resources are generally smaller. Case –control sur-
veillance, as conducted by the Slone Epidemiology 
Unit, can cover a variable population, depending 
on the number of hospitals and metropolitan areas 
they include in their network for a given study. The 
population base of registry -based case –control
studies depends on the registries used for case 
fi nding.  Ad hoc studies can be whatever size the 
researcher desires and can fi nd resources for. 

As to relative cost, studies that collect new data 
are most expensive, especially randomized trials 
and cohort studies, for which sample sizes gener-
ally need to be large and follow -up may need to be 
prolonged. In the case of randomized trials, there 
are additional logistical complexities. Studies that 
use existing data are least expensive, although their 
cost increases when they gather primary medical 
records for validation. Studies that use existing data 
resources to identify subjects but then collect new 
data about those subjects are intermediate in cost. 

As regards relative speed to completion of the 
study, studies that collect new data take longer, 
especially randomized trials and cohort studies. 
Studies that use existing data are able to answer a 
question most quickly, although considerable addi-
tional time may be needed to obtain primary 
medical records for validation. Studies that use 
existing data resources to identify subjects but then 
collect new data about those subjects are interme-
diate in speed. 

Representativeness refers to how well the subjects 
in the data resource represent the population at 
large. US Medicare, Prescription –Event Monitoring 
in the UK, the provincial health databases in 
Canada, and the pharmacy -based medical record 
linkage systems each include entire countries, 
provinces, or states and so are typical populations. 
Spontaneous reporting systems are drawn from 
entire populations, but of course the selective 
nature of their reporting could lead to less certain 
representativeness. Medicaid programs are limited 
to the disadvantaged, and so include a population 
that is least representative of a general popula-
tion. Randomized trials include populations limited 
by the various selection criteria plus their willing-
ness to volunteer for the study. The GPRD and 
THIN use a non -random, large subset of the total 

accompanying tables are arbitrary. They are not 
being represented as a consensus of the pharma-
coepidemiologic community, but represent the 
judgment of this author alone, based on the mate-
rial presented in earlier chapters of this book. 
Nevertheless, I think that most would agree with 
the general principles presented, and even many of 
the relative ratings. My hope is that this synthesis 
of information, despite some of the arbitrary ratings 
inherent in it, will make it easier for the reader to 
synthesize the large amount of information pre-
sented in the prior chapters. 

Note that there are a number of other data 
sources not discussed here, some of which have 
been, or in the future may be, of importance to 
pharmacoepidemiologic research. Examples include 
the old Boston Collaborative Drug Surveillance 
data,1 MEMO, 2 Pharmetrics, 3 Aetna, 4 Humana, 5

and many others. Given the wonderful prolifera-
tion of pharmacoepidemiologic data resources, we 
are making no attempt to include them all. Instead, 
we will discuss them in categories of type of data, 
as we did in the chapters themselves. 

Comparative characteristics 
of pharmacoepidemiologic data 
resources 
Table  23.1 lists each of the different pharmacoepi-
demiologic data resources that were described in 
earlier chapters, along with some of their 
characteristics.

The relative size of the database refers to the 
population it covers. Only spontaneous reporting 
systems, US Medicare, some of the pharmacy -based
medical record linkage systems, and Prescription –
Event Monitoring in the UK cover entire countries 
or large fractions thereof. Of course, population 
databases differ considerably in size, based on the 
size of their underlying populations. Medicaid data-
bases are the next largest, with the commercial 
databases approaching that. The UK electronic 
medical record databases would be next in size, as 
would the health maintenance organizations, 
depending on how many are included. The 
Canadian provincial databases again could be 
equivalently large, depending on part on how 
many are included in a study. The other data 
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viduals can be identifi ed by whether or not they 
were exposed to a drug of interest. This would be 
true in any of the population -based systems, as well 
as any of the systems designed to perform cohort 
studies.

Whether case–control studies are possible within a 
given data resource depends on whether patients 
can be identifi ed by whether or not they suffered 
from a disease of interest. This would be true in any 
of the population -based systems. Data from spon-
taneous reporting systems can be used for case 
fi nding for case –control studies, although this has 
been done infrequently. 7

The validity of the exposure data is most certain in 
hospital-based settings, where one can be reason-
ably certain of both the identity of a drug and that 
the patient actually ingested it. Exposure data in 
spontaneous reporting systems come mostly from 
health-care providers and so are probably valid. 
However, one cannot be certain of patient adher-
ence in spontaneous reporting data. Exposure data 
from claims data and from pharmacy -based medical 
record linkage systems are unbiased data recorded 
by pharmacies, often for billing purposes, a process 
that is closely audited as it impacts on reimburse-
ment. These data are likely to be accurate, there-
fore, although again one cannot assure adherence. 
Refi ll adherence though has been found to corre-
late closely with adherence measured using micro-
chips embedded in medication bottles (see Chapter 
42). In addition, there are drugs that may fall 
beneath a patient ’s deductibles or co -payments, or 
not be on formularies. Also, since drug benefi ts 
vary depending on the plan, pharmacy fi les may 
not capture all prescribed drugs if benefi ciaries 
reach the drug benefi t limit. In the UK medical 
record systems, drugs prescribed by physicians 
other than the general practitioner could be missed, 
although continuing prescribing by the general 
practitioner would be detected. Ad - hoc case –control
studies generally rely on patient histories for expo-
sure data. These may be very inaccurate, as patients 
often do not recall correctly the medications they 
are taking. 8 However, this would be expected to 
vary, depending on the condition studied, type of 
drug taken, the questioning technique used, etc. 8–16

(see Chapter 41).

UK population, and so may be representative. 
Health maintenance organizations (HMOs) and 
commercial databases are closer to representative 
populations than a Medicaid population would be, 
although they include a largely working population 
and so include few patients of low socioeconomic 
status and fewer than common elderly. Some of the 
remaining data collection approaches or resources 
are characterized in Table  23.1 as  “variable,”
meaning their representativeness depends on 
which hospitals are recruited into the study.  Ad hoc
studies are listed in Table  23.1 “as desired, ” because 
they can be designed to be representative or not, 
as the investigator wishes. 

Whether a database is population - based refers to 
whether there is an identifi able population (which 
is not necessarily based in geography), all of whose 
medical care would be included in that database, 
regardless of the provider. This allows one to 
measure incidence rates of diseases, as well as being 
more certain that one knows of all medical care 
that any given patient receives. As an example, 
assuming little or no out -of-plan care, the Kaiser 
programs are population -based. One can use Kaiser 
data, therefore, to study medical care received in 
and out of the hospital, as well as diseases that may 
result in repeat hospitalizations. For example, one 
could study the impact of the treatment initially 
received for venous thromboembolism on the risk 
of subsequent disease recurrence. In contrast, 
hospital-based case –control studies are not 
population-based; they include only the specifi c 
hospitals that belong to the system. Thus, a patient 
diagnosed with and treated for venous throm-
boembolism in a participating hospital could be 
readmitted to a different, non -participating, hospi-
tal if the disease recurred. This recurrence would 
not be detected in a study using such a system. The 
data resources that are population -based are those 
which use data from organized health -care delivery 
or payment systems. Registry -based and ad hoc
case–control studies can occasionally be conducted 
as population -based studies, if all cases in a defi ned 
geographic area are recruited into the study, 6 but 
this is unusual (see also Chapters 3 and  21).

Whether cohort studies are possible within a particu-
lar data resource would depend on whether indi-
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effort could even include tailored laboratory and 
physical examination measurements. In some of 
the resources, the outpatient outcome data are 
collected observationally, but directly via the 
physician, and so are more likely to be accurate. 
Included are spontaneous reporting systems, the 
UK medical record systems, HMOs, Prescription –
Event Monitoring, and some ad hoc cohort studies. 
Other outpatient data come via physician claims for 
medical care, including Medicaid databases, com-
mercial databases, and the provincial health data-
bases in Canada. Finally, other data resources can 
access outpatient diagnoses only via the patient, 
and so they are less likely to be complete; although 
the diagnosis can often be validated using medical 
records, it generally needs to be identifi ed and 
reported by the patient. These include most ad hoc
case–control studies. 

The degree of loss to follow - up differs substantially 
among the different resources. They are specifi ed 
in Table  23.1.

Characteristics of research 
questions and their impact on the 
choice of pharmacoepidemiologic 
data resources 
Once one is familiar with the characteristics of the 
pharmacoepidemiologic resources available, one 
must then examine more closely the research ques-
tion, to determine which resources can best be used 
to answer it (see Table  23.2).

Pharmacoepidemiologic studies can be under-
taken to generate hypotheses about drug effects, to 
strengthen hypotheses, and/or to test a priori
hypotheses about drug effects. Hypothesis - generating 
studies are studies designed to raise new questions 
about possible unexpected drug effects, whether 
adverse or benefi cial. Virtually all studies can and 
do raise such questions, through incidental fi ndings 
in studies performed for other reasons. In addition, 
virtually any case –control study could be used, in 
principle, to screen for possible drug causes of a 
disease under study, and virtually any cohort study 
could be used to screen for unexpected outcomes 
from a drug exposure under study. In practice, 
however, the only settings in which this has been 
attempted systematically have been HMOs/health 

The validity of the outcome data is also most certain 
in hospital -based settings, in which the patient is 
subjected to intensive medical surveillance. It is 
least certain in outpatient data from organized 
systems of medical care. There are, however, 
methods of improving the accuracy of these data, 
such as using drugs and procedures as markers of 
the disease and obtaining primary medical records. 
The outcome data from automated databases are 
listed as variable, therefore, depending on exactly 
which data are being used, and how. The UK 
medical record systems analyze the actual medical 
record, rather than claims, and can access addi-
tional questionnaire data from the general practi-
tioner, as well. Thus, their outcome data are 
probably more accurate. 

Control of confounding refers to the ability to 
control for confounding variables. The most power-
ful approach to controlling for confounding is ran-
domization. As discussed in Chapter3, randomization 
is the most convincing way of controlling for 
unknown, unmeasured, or unmeasurable con-
founding variables. Approaches that collect suffi -
cient information to control for known and 
measurable variables are the next most effective. 
These include HMOs, the UK medical record 
systems, case –control surveillance, ad hoc case –
control studies, and ad hoc cohort studies. Users of 
health databases in Canada, commercial databases, 
and Medicaid (sometimes) can obtain primary 
medical records, but not all information necessary 
is always available in those records. They genera-
lly are unable to contact patients directly to 
obtain supplementary information that might not 
be in a medical record. Finally, spontaneous 
reporting systems do not provide for control of 
confounding.

Relatively few of the data systems have data on 
inpatient drug use. The exceptions include spontane-
ous reporting systems, the in -hospital databases, 
and some ad hoc studies if designed to collect such. 

Only a few of the data resources have suffi cient 
data on outpatient diagnoses available without special 
effort, to be able to study them as outcome varia-
bles. Ad hoc studies can be designed to be able to 
collect such information. In the case of ad hoc
randomized clinical trials, this data collection 
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data types, only exposure or only outcome 
data, are the next most useful, while those that 
need to gather both data types are least useful, 
because of the time and expense that would be 
entailed.

Hypothesis - testing studies are studies designed to 
evaluate in detail hypotheses raised elsewhere. 
Such studies must be able to have simultaneous 
comparison groups and must be able to control for 
most known potential confounding variables. For 
these reasons, spontaneous reporting systems 
cannot be used for this purpose, as they cannot be 
used to conduct studies with simultaneous controls 
(with rare exception —see Wei  et al.2). The most 
powerful approach, of course, is a randomized clin-
ical trial, as it is the only way to control for unknown 
or unmeasurable confounding variables. (On the 
other hand, studies of dose –response, duration –
response, drug –drug interactions, determinants of 
response, etc. are more readily done in non -
randomized than randomized studies.) Techniques 
that allow access to patients and their medical 
records are the next most powerful, as one can 
gather information on potential confounders that 
might only be reliably obtained from one of those 
sources or the other. Techniques that allow access 
to primary records but not the patient are the next 
most useful. 

The research implications of questions about the 
benefi cial effects of drugs are different, depending 
upon whether the benefi cial effects of interest are 
expected or unexpected effects. Studies of unex-
pected benefi cial effects are exactly analogous to 
studies of unexpected adverse effects, in terms of 
their implications to one ’s choice of an approach; 
in both situations one is studying side effects. 
Studies of expected benefi cial effects, or drug effi cacy, 
raise the special methodologic problem of con-
founding by the indication: patients who receive a 
drug are different from those who do not in a way 
that usually is related to the outcome under inves-
tigation in the study. This issue is discussed in detail 
in Chapter 37. As described there, it is sometimes 
possible to address these questions using non -
experimental study designs. Generally, however, 
the randomized clinical trial is far preferable, when 
feasible.

plans, case –control surveillance, Prescription –Event
Monitoring, and Medicaid databases. To date, the 
most productive source of new hypotheses 
about drug effects has been spontaneous report-
ing. However, this is the goal of Sentinel, a Con-
gressionally mandated data system of over 100 
million US lives, being built primarily for hypoth-
esis generation (see Chapter 30). In the future, new 
approaches using the internet (e.g., health websites 
with consumer posting boards) could potentially be 
used for hypothesis generation of events, including 
those not coming to medical attention. 

Hypothesis- strengthening studies are studies 
designed to provide support for, although not 
defi nitive evidence for, existing hypotheses. The 
objective of these studies is to provide suffi cient 
support for, or evidence against, a hypothesis to 
permit a decision about whether a subsequent, 
more defi nitive, study should be undertaken. As 
such, hypothesis -strengthening studies need to be 
conducted rapidly and inexpensively. Hypothesis -
strengthening studies can include crude analyses 
conducted using almost any dataset, evaluating a 
hypothesis which arose elsewhere. Because not all 
potentially confounding variables would be con-
trolled, the fi ndings could not be considered 
defi nitive. Alternatively, hypothesis -strengthening
studies can be more detailed studies, controlling for 
confounding, conducted using the same data 
resource that raised the hypothesis. In this case, 
because the study is not specifi cally undertaken to 
test an a priori hypothesis, the hypothesis -testing
type of study can only serve to strengthen, not test, 
the hypothesis. Spontaneous reporting systems are 
useful for raising hypotheses, but are not very 
useful for providing additional support for those 
hypotheses. Conversely, randomized trials can cer-
tainly strengthen hypotheses, but are generally too 
costly and logistically too complex to be used for 
this purpose. ( Post hoc analyses of randomized 
trials can obviously be re -analyzed, for the pur-
poses of generating or strengthening hypotheses, 
but then they are really being analyzed as cohort 
studies.) Of the remaining approaches, those that 
can quickly access, in computerized form, both 
exposure data and outcome data are most useful. 
Those that can rapidly access only one of these 
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To address a question about a  low prevalence expo-
sure, one also needs to study a large population (see 
Chapter 4). Again, this can best be done using 
spontaneous reporting, US Medicare, the pharmacy -
based medical record linkage systems, or 
Prescription–Event Monitoring, which cover entire 
countries. Alternatively, one could use commercial 
databases, large HMOs, or Medicaid databases, 
which cover a large proportion of the United States, 
or the medical record databases in the UK.

Ad hoc cohort studies could also be used to 
recruit exposed patients from a large population. 
Analogously, randomized trials, which specify 
exposure, could assure an adequate number of 
exposed individuals. Case –control studies, either ad
hoc studies, studies using registries, or studies using 
case–control surveillance, could theoretically be 
expanded to cover a large enough population, but 
this would be diffi cult and expensive. 

When there are important confounders that need 
to be taken into account in order to answer the 
question at hand, then one needs to be certain that 
suffi cient and accurate information is available on 
those confounders. Spontaneous reporting systems 
cannot be used for this purpose. The most powerful 
approach is a randomized trial, as it is the most 
convincing way to control for unknown or unmeas-
urable confounding variables. Techniques that 
allow access to patients and their medical records 
are the next most powerful, as one can gather 
information on potential confounders that might 
only be reliably obtained from one of those sources 
or the other. Techniques that allow access to 
primary records but not the patient are the next 
most useful. 

If the research question involves inpatient drug 
use, then the data resource must obviously be 
capable of collecting data on inpatient drug expo-
sures. The number of approaches that have this 
capability are limited, and include spontaneous 
reporting systems and inpatient database systems. 
Ad hoc studies could also, of course, be designed to 
collect such information in the hospital. 

When the outcome under study does not result in 
hospitalization, but does result in medical attention, the 
best approaches are randomized trials and ad hoc
studies which can be specifi cally designed to be 

In order to address questions about the incidence
of a disease in those exposed to a drug, one must be 
able to quantify how many people received the 
drug. This information can be obtained using any 
resource that can perform a cohort study. Techniques 
that need to gather the outcome data de novo may 
miss some of the outcomes if there is incomplete 
participation and/or reporting of outcomes, such as 
with Prescription –Event Monitoring, ad hoc cohort 
studies, and outpatient pharmacy -based cohort 
studies. On the other hand, ad hoc data collection 
is the only way of systematically collecting infor-
mation about outcomes that need not come to 
medical attention (see below). The only approaches 
that are free from either of these problems are the 
hospital-based approaches. Registry -based case –
control studies and ad hoc case –control studies can 
occasionally be used to estimate incidence rates, if 
one obtains a complete collection of cases from a 
defi ned geographic area. The other approaches 
listed cannot be used to calculate incidence rates. 

To address a question about a  low incidence outcome,
one needs to study a large population (see Chapter 
4). This can best be done using spontaneous report-
ing, US Medicare, Prescription –Event Monitoring, or 
the pharmacy -based medical record linkage systems, 
which can or do cover entire countries. Alternatively, 
one could use commercial databases, HMOs/ health 
plans, or Medicaid databases, which cover a large 
proportion of the United States, or the medical 
record systems in the UK. Canadian provincial data-
bases can also be fairly large, and one can perform 
a study in multiple such databases. Ad hoc cohort 
studies could potentially be expanded to cover 
equivalent populations. Case –control studies, either 
ad hoc studies, studies using registries, or studies 
using case –control surveillance, can also be expanded 
to cover large populations, although not as large as 
the previously mentioned approaches. Because 
case–control studies recruit study subjects on the 
basis of the patients suffering from a disease, they 
are more effi cient than attempting to perform such 
studies using analogous cohort studies. Finally, ran-
domized trials could, in principle, be expanded to 
achieve very large sample sizes, especially large 
simple trials (see Chapter 36), but this can be very 
diffi cult and costly. 
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exposure information collected many years after 
the exposure. Medicaid databases have been avail-
able since 1973. However, the large turnover in 
Medicaid programs, due to changes in eligibility 
with changes in family and employment status, 
makes studies of long -term drug effects problem-
atic. Similarly, one could conceivably perform 
studies of long -term drug effects using Prescription –
Event Monitoring, the pharmacy -based medical 
record linkage systems, ad hoc cohort studies, or 
randomized clinical trials, but these approaches are 
not as well -suited to this type of question as the 
previously discussed techniques. Theoretically, one 
also could identify long -term drug effects in a spon-
taneous reporting system. This is unlikely, however, 
as a physician is unlikely to link a current medical 
event with a drug exposure long ago. 

When the exposure under study is a new drug, then 
one is, of course, limited to data sources that collect 
data on recent exposures, and preferably those that 
can collect a signifi cant number of such exposures 
quickly.  Ad hoc cohort studies or a randomized clin-
ical trial are ideal for this, as they recruit patients 
into the study on the basis of their exposure. 
Spontaneous reporting is similarly a good approach 
for this, as new drugs are automatically and imme-
diately covered, and in fact reports are much more 
common in the fi rst 3 years after a drug is mar-
keted. The major databases are the next most 
useful, especially the commercial databases, as 
their large population base will allow one to accu-
mulate a suffi cient number of exposed individuals 
rapidly, so one can perform a study sooner. In some 
cases, there is a delay until the drug is available on 
the program ’s formulary, however; that especially 
can be an issue with HMOs. The US government 
claims databases (Medicare and especially Medicaid) 
have a delay in processing of their data, which 
makes them less useful for the newest drugs. Ad hoc
case–control studies, by whatever approach, must 
wait until suffi cient drug exposure has occurred 
that it can affect the outcome variable being studied. 

Finally, if  one needs an answer to a question urgently,
potentially the fastest approach, if the needed data 
are included, is a spontaneous reporting system; 
drugs are included in these systems immediately, 
and an extremely large population base is covered. 

sure this information can be collected. Prescription 
Event–Monitoring and the UK medical record 
systems, which collect their data from general prac-
titioners, are excellent sources of data for this type 
of question. Reports of such outcomes are likely to 
come to spontaneous reporting systems, as well. 
Medicaid databases and commercial databases can 
also be used, as they include outpatient data, 
although one must be cautious about the validity 
of the diagnosis information in outpatient claims. 
Canadian provincial databases are similar, as are 
HMOs. Finally, registry -based case –control studies 
could theoretically be performed, if they included 
outpatient cases of the disease under study. 

When the outcome under study does not result in 
medical attention at all, the approaches available are 
much more limited. Only randomized trials can be 
specifi cally designed to be certain this information 
is collected. Ad hoc studies can be designed to try to 
collect such information from patients. Finally, 
occasionally one could collect information on such 
an outcome in a spontaneous reporting system, if 
the report came from a patient or if the report came 
from a health -care provider who became aware of 
the problem while the patient was visiting for 
medical care for some other problem. In the future, 
as noted above, new approaches using the internet 
(e.g., health websites with consumer posting 
boards) could potentially be used for hypothesis 
generation of events not coming to medical 
attention.

When the outcome under study is a delayed drug 
effect, then one obviously needs approaches capable 
of tracking individuals over a long period of time. 
The best approach for this are some of the provin-
cial health databases in Canada. Drug data are 
available in some for more than 25 years, and there 
is little turnover in the population covered. Thus, 
this is an ideal system within which to perform 
such long -term studies. Some HMOs have even 
longer follow -up time available. However, as HMOs 
they suffer from substantial turnover, albeit more 
modest after the fi rst few years of enrollment. 
Commercial databases are similar. Any of the 
methods of conducting case –control studies can 
address such questions, although one would have 
to be especially careful about the validity of the 
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Prescription–Event Monitoring. If one wanted to be 
able to calculate incidence rates, one would need 
to restrict these studies to cohort studies, rather 
than case –control studies. One would be unlikely 
to be able to use registries, as there are no registries, 
known to this author at least, which record patients 
with upper gastrointestinal bleeding. One would 
not be able to perform analyses of secular trends, 
as upper gastrointestinal bleeding would not appear 
in vital statistics data, except as a cause of hospi-
talization or death. Studying death from upper gas-
trointestinal bleeding is problematic, as it is a 
disease from which patients usually do not die. 
Rather than studying determinants of upper gas-
trointestinal bleeding, one would really be studying 
determinants of complications from upper gas-
trointestinal bleeding, diseases for which upper 
gastrointestinal bleeding is a complication, or deter-
minants of physicians ’ decisions to withhold sup-
portive transfusion therapy from patients with 
upper gastrointestinal bleeding, for example age, 
terminal illnesses, etc. 

Alternatively, one might want to address a 
similar question about nausea and vomiting caused 
by NSAIDs. Although this question is very similar, 
one’s options in addressing it would be much more 
limited, as nausea and vomiting often do not come 
to medical attention. Other than a randomized 
clinical trial, for a drug that is largely used on an 
outpatient basis one is limited to systems which 
request information from patients, or ad hoc cohort 
studies.

As another example, one might want to follow 
up on a signal generated by the spontaneous 
reporting system, designing a study to investigate 
whether a drug which has been on the market for, 
say, 5 years is a cause of a relatively rare condition, 
such as allergic hypersensitivity reactions. Because 
of the infrequency of the disease, one would need 
to draw on a very large population. The best alter-
natives would be Medicare or Medicaid databases, 
HMOs, commercial databases, case –control studies, 
or Prescription –Event Monitoring. To expedite this 
hypothesis-testing study and limit costs, it would 
be desirable if it could be performed using existing 
data. Prescription –Event Monitoring and case –
control surveillance would be excellent ways of 

Of course, one cannot rely on any adverse reaction 
being detected in a spontaneous reporting system. 
The computerized databases are also useful for 
these purposes, depending on the speed with which 
the exposures accumulate in that database; of 
course, if the drug in question is not on the formu-
lary in question, it cannot be studied. The remain-
ing approaches are of limited use, as they take too 
long to address a question. One exception to this is 
Prescription–Event Monitoring, if the drug in ques-
tion happens to have been a subject of one of its 
studies. The other, and more likely, exception is 
case–control surveillance, if the disease under study 
is available in adequate numbers in its database, 
either because it was the topic of a prior study or 
because there were a suffi cient number of indi-
viduals with the disease collected to be included in 
control groups for prior studies. 

Examples

As an example, one might want to explore whether 
non-steroidal anti -infl ammatory drugs (NSAIDs) 
cause upper gastrointestinal bleeding and, if so, 
how often. One could examine the manufacturer ’s
premarketing data from clinical trials, but the 
number of patients included is not likely to be large 
enough to study clinical bleeding, and the setting 
is very artifi cial. Alternatively, one could examine 
premarketing studies using more sensitive outcome 
measures, such as endoscopy. However, these are 
even more artifi cial. Instead, one could use any of 
the databases to address the question quickly, as 
they have data on drug exposures that preceded 
the hospital admission. Some databases could only 
be used to investigate gastrointestinal bleeding 
resulting in hospitalization (e.g., Kaiser Permanente, 
except via chart review). Others could be used to 
explore inpatient or outpatient bleeding (e.g., 
Medicaid, Canadian provincial databases). Because 
of confounding by cigarette smoking, alcohol, etc., 
which would not be well measured in these data-
bases, one also might want to address this question 
using case –control or cohort studies, whether con-
ducted ad hoc or using any of the special approaches 
available, for example case –control surveillance or 
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addressing this, but only if the drug or disease in 
question, respectively, had been the subject of a 
prior study. Other methods of conducting case –
control studies require gathering exposure data 
de novo.

As a last example, one might want to follow up 
on a signal generated by a spontaneous reporting 
system, designing a study to investigate whether a 
drug which has been on the market for, say, 3 years 
is a cause of an extremely rare but serious illness, 
such as aplastic anemia. One ’s considerations 
would be similar to those above, but even Medicare 
or Medicaid databases would not be suffi ciently 
large to include enough cases, given the delay in 
the availability of their data. One would have to 
gather data de novo. Assuming the drug in question 
is used mostly by outpatients, one could consider 
using Prescription –Event Monitoring or a case –
control study. 

Conclusion

Once one has decided to perform a pharmacoepi-
demiologic study, one needs to decide which of the 
resources described in the earlier chapters of this 
book should be used. By considering the character-
istics of the pharmacoepidemiologic resources 
available as well as the characteristics of the ques-
tion to be addressed, one should be able to choose 
those resources that are best suited to addressing 
the question at hand. 
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Introduction 

Defi nitions 
Drug utilization is defi ned by the World Health 
Organization (WHO) as the “marketing, distribu-
tion, prescription and use of drugs in a society, with 
special emphasis on the resulting medical, social, 
and economic consequences. ”1 Some authors have 
suggested that the development of drugs relative to 
health priorities should also be included. 2 This broad 
defi nition differs from the more narrow one which 
appeared in the North American literature, “the
prescribing, dispensing and ingesting of drugs. ”3,4

In both of the above defi nitions, recognition 
is granted, explicitly or implicitly, of the non -
pharmacologic (e.g., socioanthropological, behav-
ioral, and economic) factors infl uencing drug 
utilization. Studies of the process of drug utilization 
focus on the factors infl uencing and events involved 
in the prescribing, dispensing, administration, and 
taking of medication. However, the broader defi ni-
tion of the WHO goes beyond the “process” or 
“pharmacokinetic” aspect of drug utilization, which 
is the movement of drugs along the therapeutic 
drug chain, to include consideration of the various 
“outcomes” or  “pharmacodynamics” of drug use. 5

According to this defi nition, studies of drug utiliza-
tion include not only studies of the medical and 
non-medical factors infl uencing drug utilization, 

but also the effects of drug utilization at all levels. 
Studies of how drug utilization relates to the effects 
of drug use, benefi cial or adverse, are usually 
labeled analytic pharmacoepidemiologic research. 
These two aspects of the study of drug utilization 
have developed along parallel lines, but may now 
be regarded as interrelated and part of a continuum 
of interests and methods. 6

As stated by Lunde and Baksaas, 7 the general 
objectives of drug utilization studies are: “problem
identifi cation and problem analysis in relation to 
importance, causes, and consequences; establish-
ment of a weighted basis for decisions on problem 
solution; assessment of the effects of the action 
taken. These objectives are relevant to problems 
and decision making throughout the drug and 
health chain. The approaches may vary according 
to the purpose and the needs of the users. Those 
include the health authorities, the drug manufac-
turers, the academic and clinical health profession-
als, social scientists, and economists as well as the 
media and the consumers. ”

This chapter focuses on the current status of 
descriptive epidemiologic approaches to the study 
of the processes (or “pharmacokinetics”) of drug 
utilization. The epidemiologic approaches to the 
study of the effects (or “pharmacodynamics”) of 
drug utilization, both benefi cial and harmful, are 
covered elsewhere in this book. 
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mented the extent of inappropriate prescribing 
of drugs, in particular antibiotics, and the associ-
ated adverse clinical, ecological, and economic 
consequences.10–18

In Spain, the appropriateness of drug utilization 
has been assessed on the basis of adequate evidence 
for the clinical effi cacy ( “high intrinsic value ”) of 
the most commonly sold drugs. The analysis 
revealed a striking proportion of drugs of “doubtful,
no, or unacceptable value, ” among the 400 top 
pharmaceutical products in sales, albeit a trend 
toward more apparently rational consumption as 
refl ected in consumption of drugs of  “high intrinsic 
value”.19 This approach has been used to assess: 
prescribing patterns in France, Germany, Great 
Britain, Italy, 20 and Spanish primary care centers; 21,22

appropriateness of non -prescription drug sales in 
Brazil;23 and the top 50 products sold in Peru. 24

Another approach analyzed the number of 
drugs that accounted for 90% of drug utilization 
(DU90%) and the percentage of these drugs that 
were consistent with the evidence -based guideline 
issued by the Drug Committee in the catchment 
area.25,26 The 90% level was arbitrarily selected to 
focus on the bulk of prescribing, yet allow some 
degree of individual variation. The number of dif-
ferent products in the DU90% segment varied 
between 117 and 194 among 38 primary health -
care centers in Stockholm; adherence to the guide-
line varied between 56% and 74%. The Swedish 
Medical Quality Council has recommended the 
DU90% method for assessing quality in drug pre-
scribing. Using the DU90% method, researchers in 
the Netherlands did not fi nd any association 
between different levels of performance in pharma-
cotherapy audit meetings and quality of prescribing 
for seven drug classes. They suggested that for 
certain drug classes, duration of treatment (e.g. 
antidepressants) may be more relevant for quality 
prescribing than using the drug of fi rst choice in 
the guidelines; for diabetes, co -medication with 
HMGCoA reductase inhibitors may be more impor-
tant than the number of different oral antidiabetics; 
and for obstructive airway diseases, concomitant 
use of corticosteroids may be more a more appro-
priate criterion than choices within the guidelines. 26

DU90% has also been used to compare non -

Types of  drug utilization studies and 
their uses
Drug utilization studies may be quantitative or  quali-
tative. In the former, the objective of the study is to 
quantify the present state, the developmental 
trends, and the time course of drug usage at various 
levels of the health -care system, whether national, 
regional, local, or institutional. Routinely compiled 
drug statistics or drug utilization data that are the 
result of such studies can be used to estimate drug 
utilization in populations by age, sex, social class, 
morbidity, and other characteristics, and to identify 
areas of possible over - or under -utilization. They 
also can be used as denominator data for calculat-
ing rates of reported adverse drug reactions; to 
monitor the utilization of specifi c therapeutic cat-
egories where particular problems can be antici-
pated (e.g., narcotic analgesics, hypnotics and 
sedatives, and other psychotropic drugs); to monitor 
the effects of informational and regulatory activi-
ties (e.g., adverse events alerts, delisting of drugs 
from therapeutic formularies); as markers for very 
crude estimates of disease prevalence (e.g., antipar-
kinsonian drugs for Parkinson ’s disease); to plan for 
drug importation, production, and distribution; and 
to estimate drug expenditures. 2

Qualitative studies, on the other hand, assess the 
appropriateness of drug utilization, usually by 
linking prescription data to the reasons for the drug 
prescribing (see also Chapter 25). The crucial dif-
ference between qualitative and quantitative drug 
utilization studies is that qualitative drug utilization 
studies include the concept of appropriateness. 8

Explicit predetermined criteria are created against 
which aspects of the quality, medical necessity, and 
appropriateness of drug prescribing may be com-
pared. Drug use criteria may be based upon such 
parameters as indications for use, daily dose, or 
length of therapy. Other possible criteria for poor 
drug prescribing include the failure to select a more 
effective or less hazardous drug if available, the use 
of a fi xed combination drug when only one of its 
components is justifi ed, or the use of a costly drug 
when a less costly equivalent drug is available. 9 In 
North America, these studies are known as drug
utilization review (DUR)  studies. For example, a large 
number of studies in North America have docu-
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Act of 1990. 32 In Europe, DUR programs have been 
proposed as periodic “therapeutic audits ” per-
formed at various levels (patient, prescriber, hospi-
tal, county, municipality, country, and groups of 
countries), assessing not only the clinical conse-
quences of drug utilization, but also the social and 
economic consequences. These studies are to be 
followed by whatever feedback is felt to be neces-
sary and appropriate to effect changes in therapeu-
tic practices. 33–35 Most commonly, these therapeutic 
audits have been based on aggregate data analysis 
of medicines consumption at a national level and 
interventions, usually regulatory or informational 
and educational, and are aimed accordingly at 
whole populations or subgroups, rather than spe-
cifi c individuals. Despite their widespread imple-
mentation in the US, the effectiveness of DUR 
programs in reducing prescribing errors and 
improving patient outcomes remains to be estab-
lished (as discussed later). 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

In order for a drug to be marketed, it must be 
shown that it can effectively modify the natural 
course of disease or alleviate symptoms when used 
appropriately, for the right patient, with the right 
disease, in the proper dosage and intervals, and for 
the appropriate length of time. Used inappropri-
ately, drugs often fail to live up to their potential, 
with consequent morbidity and mortality. Even 

steroidal anti -infl ammatory drug prescribing in 
Denmark, Italy, Croatia, and Sweden, 27,28 and anti-
biotics in Denmark and Italy, 29 general intensive 
care unit antibiotic prescribing and cost patterns in 
Israel,30 and to assess the effect of fi nancial incen-
tives linked to self -assessment of prescribing pat-
terns in Swedish primary care. 31

DUR studies are activities aimed at detection and 
quantifi cation of problems. They should be distin-
guished from DUR programs (Table  24.1). DUR 
studies are usually one -time projects, not routinely 
conducted. They provide for only minimal feed-
back to the involved prescribers and, most impor-
tantly, do not include any follow -up measures to 
ascertain whether any changes in drug therapy 
have occurred. A DUR program, on the other hand, 
is an intervention in the form of an authorized, 
structured, and ongoing system for improving the 
quality of drug use within a given health -care insti-
tution. The quality of drug prescribing is evaluated 
by employing predetermined standards for initiat-
ing administrative or educational interventions to 
modify patterns of drug use which are not consist-
ent with these standards. The measurement of the 
effectiveness of these interventions is an integral 
part of the program. 8,32

In the US, DUR programs (commonly known in 
hospitals as Drug Use Evaluation or DUE Programs) 
are part of the quality assurance activities 
required by Medicaid –Medicare regulations, the 
Joint Commission on Accreditation of Healthcare 
Organizations (JCAHO), the former Professional 
Standards Review Organizations (PSRO), and 
Section 4401 of the Omnibus Budget Reconciliation 

Table 24.1 Drug utilization studies in perspective: operational concepts 

Drug statistics Drug utilization study Drug utilization review program 

Synonyms (therapeutic) Drug utilization data Drug utilization review or 
drug utilization review study 

Drug audit 

Quantitative approach Yes Usually Usually

Qualitative approach No Maybe Yes 

Continuous (ongoing) Usually No Yes 
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Therapeutic practice, as recommended by 
relevant professional bodies, academic researchers, 
and opinion leaders is initially based predomi-
nantly on data from premarketing clinical trials. 
Complementary data from clinical experience and 
studies in the postmarketing period may result in 
changes in indication (e.g., antibiotic no longer a 
choice due to antimicrobial resistance), treatment 
duration (e.g., short -course antibiotic treatment of 
community acquired pneumonia in children under 
5 years of age), regimen (e.g., changes due to toler-
ance to oral hypoglycemic agents), precautions 
and contraindications (e.g., gastrointestinal bleed-
ing with non -steroidal antinfl ammatory agents) 
among others. 55,56 As therapy recommendations are 
updated through guidelines and other approaches, 
drug utilization studies must address the relation-
ship between therapeutic practice as recommended 
and actual clinical practice. 57

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

A considerable amount of drug use data may be 
obtainable or are already available, the usefulness 
of which depends on the question at hand. All have 
certain limitations in their direct clinical rele-
vance.58 For quantitative studies, the ideal is a 
count of the number of patients in a defi ned popu-
lation who ingest a drug of interest during a par-
ticular time frame, the diagnosis or indication, and 
the dose. The data available are only approxima-
tions of this for reasons that are described below, 
and thereby raise many questions about their pres-
entation and interpretation. For qualitative studies, 
the ideal is a count of the number of patients in a 
defi ned population who use a drug inappropriately 
during a particular time frame, of all those who 
received the drug in that population during that 
time frame. However, such drug exposure and 
diagnosis data may not be routinely captured or 
reported. In addition, the criteria to be used to 
defi ne  “appropriate” are arbitrary. 

Since most statistics on drug consumption were 
compiled for administrative or commercial reasons, 

when used appropriately, drugs have the potential 
to cause harm. However, a large proportion of their 
adverse effects is predictable and preventable. 36

Adverse drug reactions and drug non -adherence
are important causes of adult and pediatric hospital 
admissions37,38 (see also Chapter  45). Many of these 
drug-related admissions may be preventable 
through the application of existing principles and 
data.39 The situations that may lead to preventable 
adverse drug reactions and drug -induced illness 
include: the use of a drug for the wrong indication; 
the use of a potentially toxic drug when one with 
less risk of toxicity would be just as effective; the 
concurrent administration of an excessive number 
of drugs, thereby increasing the possibility of 
adverse drug interactions; the use of excessive 
doses, especially for pediatric or geriatric patients; 
and continued use of a drug after evidence becomes 
available concerning important toxic effects. Many 
contributory causes have been proposed: excessive 
prescribing by the physician; failure to defi ne ther-
apeutic endpoints for drug use; the increased avail-
ability of potent prescription and non -prescription
drugs; increased public exposure to drugs used or 
produced industrially that enter the environment; 
the availability of illicit preparations; and pres-
cribers’ lack of knowledge of the pharmacology 
and pharmacokinetics of the prescribed drugs. 36

Increased morbidity or mortality due to medication 
error40 (see Chapter  45), poor patient adherence 41

(see Chapter 42), discontinuation of therapy, 42–44

and problems in communication resulting from 
modern day fragmentation of patient care are also 
to be considered (see Chapter 25). The failure of 
physicians to prescribe an effective drug or effective 
doses for a treatable disease is a signifi cant concern. 
For example, in a geographic area of Sweden with 
a higher suicide rate than average for the country, 
sales of antidepressant drugs were about half of 
that in other areas. 45 In the US, the underuse of 
beta-blockers in elderly patients with myocardial 
infarction was associated with an increased risk of 
death.46 Other studies have documented signifi -
cant underuse of antithrombotic drugs, 47–49 lipid -
lowering therapy, 44,50,51 beta -blockers,52 aspirin, 53

and thrombolytics, 54 in patients with appropriate 
indications, but outcomes were not assessed. 
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patients’ actual drug intake, that is their degree of 
adherence.

In the context of DUR, drug utilization data may 
be presented in the form of profi les of physicians 
according to the number, monetary value, and 
even type of prescription ordered during a given 
time period. Pharmacies may be ranked according 
to the number, cost, and type of prescription dis-
pensed for similar intervals. However, these gross 
measures of prescription activity and drug use are 
very limited in their capacity to refl ect the wide 
spectrum of specifi c problems in prescribing. For 
example, they ignore problems such as the wrong 
drug for the indication, the wrong drug for the 
patient, the wrong dose, the wrong dosing interval, 
and the wrong duration of therapy. Also, one ’s
deviation from the practices of the mean practi-
tioner is not a good measure of one ’s “appropriate-
ness” as a provider. Purely quantitative data 
characterizing prescribers as “high” or  “low” may 
be driven, for example, by the number of patients 
seen by the physician and the type and severity of 
the patients ’ diseases. Likewise, cost profi les are not 
necessarily indicative of appropriateness, whether 
high or low relative to the mean. 

From a quality of care perspective, to interpret 
drug utilization data appropriately, there is a need 
to relate the data to the reasons for the drug usage. 
Data on morbidity and mortality may be obtained 
from: national registries (general or specialized); 
national samples where medical service reimburse-
ment schemes operate; ad hoc surveys and special 
studies; hospital records; physician records; and 
patient or household surveys. “Appropriateness” of 
use must be assessed relative to indication for treat-
ment, patient characteristics (age -related physio-
logical status, sex, habits), drug dosage (over - or 
under -dosage), concomitant diseases (that might 
contraindicate or interfere with chosen therapy), 
and the use of other drugs (interactions). However, 
no single source is generally available for obtaining 
all this information. Moreover, because of incom-
pleteness, the medical record may not be a very 
useful source of drug use data. 60,61

Generally agreed upon standards or criteria for 
appropriateness, based upon currently available 
knowledge, are essential elements of the drug 

the data are usually expressed in terms of cost or 
volume (Table  24.2). First, data on drug utilization 
can be available as total costs or unit cost, such as 
cost per package, tablet, dose, or treatment course. 
Although such data may be useful for measur-
ing and comparing the economic impact of drug 
use, these units do not provide information on 
the amount of drug exposure in the population. 
Moreover, cost data are infl uenced by price 
fl uctuations over time, distribution channels, infl a-
tion, exchange rate fl uctuations, price control 
measures, etc. 59

Volume data may be available from manufactur-
ers, importers, or distributors, as the overall weight 
of the drug that is sold or the unit volume sold, that 
is the number of tablets, capsules, or doses sold. 
However, tablet sizes vary, making it diffi cult to 
translate weight into even the number of tablets. 
Prescription sizes also vary, so it is diffi cult to trans-
late the number of tablets into the number of 
exposed patients. 

The number of prescriptions is the measure 
most frequently used in drug utilization studies. 
However, different patients receive a different 
number of prescriptions in any given time interval. 
To translate the number of prescriptions into the 
number of patients, one must divide by the average 
number of prescriptions per patient, or else distinc-
tions must be made between fi rst prescriptions and 
refi ll prescriptions. The former is better for studies 
of new drug therapy, but will omit individuals who 
are receiving chronic drug therapy. Additional 
problems may be posed by differences in the 
number of distinct drugs written in each prescrip-
tion. Finally, it should be noted that all these units 
represent approximate estimates of true consump-
tion. The latter is ultimately modifi ed further by the 

Table 24.2 Types of drug utilization data available 

1 Cost or unit cost 
2 Weight 
3 Number of tablets, capsules, doses, etc. 
4 Number of prescriptions 
5 Number of patients ingesting drug *

*Generally not available. 
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in Europe have been predominantly quantitative, 
describing and comparing patterns of utilization 
of specifi c groups of drugs according to geogra-
phic regions and time. For example, interna-
tional studies have documented wide variations in 
the utilization of antidiabetic, 63,65 psychotropic, 33

NSAIDs,27,28 antihypertensive, 33,63 antibiotic, 66 and 
lipid-lowering drugs 67 among European and other 
countries. Follow -up studies on the utilization of 
antidiabetic and antihypertensive drugs among 
some of these countries indicate that the differ-
ences cannot be explained only by differences in 
the prevalence of disease. 68–71 National studies have 
also revealed striking variations in drug utilization 
among regions and communities within the same 
country. 33,63 One study addressed the relationship 
between variations in drug sales and treatment 
outcomes. In particular, the degree of good meta-
bolic control, based on body mass index and 
glycosylated hemoglobin, in diabetic subjects was 
assessed in three Swedish areas with high, medium, 
and low sales of antidiabetic drugs. Regardless of 
sales volume, good metabolic control was found 
among only 16%, 17%, and 12% of subjects, 
respectively. 72

In Canada and the US, drug utilization research 
has developed on a smaller scale, primarily at insti-
tutional or local health program levels. Factors that 
have hindered studies at a national level have been 
the size of the population, the number of pharma-
ceutical products on the market (2000 to 30 000),
and the lack of an all -encompassing pharmaceuti-
cal data collection system. 73 Data on drug use are 
more readily available from health plans, health 
delivery institutions, and public health -care pro-
grams. For example, early studies of physician pre-
scribing showed that prescribing patterns varied 
greatly among physicians, according to their place 
and type of practice and the community in which 
they prescribed. 74 North American drug utilization 
research placed greater emphasis on studying the 
quality of physician prescribing practices, in par-
ticular with respect to antibiotics, in both hosp-
ital and outpatient settings. 10–18 This was followed 
by studies that have targeted medications for 
cardiovascular diseases. 46–54 While only one study 
described the national pattern of drug utilization 

utilization review process. These criteria must be: 
based on scientifi cally established evidence; updated 
regularly according to new scientifi c evidence; 
explicitly stated (to ensure consistency in the eval-
uations); and applicable to a given setting. 62 The 
development and standardization of these criteria 
are major undertakings. Finally, for drug utilization 
review programs, even the strategy to be used to 
optimize one ’s intervention is still unclear. 

Currently  available solutions

The evolution of drug
utilization studies
Interest in drug utilization studies began on both 
sides of the Atlantic in the early 1960s. There was 
recognition of the virtual explosion in the market-
ing of new drugs, the wide variations in the pat-
terns of drug prescribing and consumption, growing 
concern about the delayed adverse effects, and 
increasing concern about the cost of drugs, as 
refl ected in the increase in both the monetary 
sales and the volume of drug prescriptions. 63,64

However, the development of pharmacoepidemio-
logic methods can be characterized by two different 
lines of work (drug utilization studies as performed 
in Europe versus as performed in the US), approach-
ing each other from opposite directions, strongly 
infl uenced by the varied availability and accessibil-
ity of data sources. 

Drug utilization studies at the national and 
international levels have been more developed in 
Europe, where this line of research was pioneered 
by the Scandinavian countries, Scotland, and 
Northern Ireland. Under the auspices of the WHO 
Regional Offi ce for Europe, a Drug Utilization 
Research Group was established in the 1970s to 
stimulate interest in comparative studies with a 
common methodology. 63 Factors that contributed 
greatly to this line of development, primarily in the 
countries of Northern Europe, have been the rela-
tively small size of the populations involved, the 
limited number of pharmaceutical products on the 
market (2000 to 3000 in Norway and Sweden), and 
the availability of centralized statistics on sales or 
dispensed prescriptions. 63 Drug utilization studies 
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utilization statistics and descriptive studies of 
patterns of drug consumption. Some collect data in 
the form of drug sales (e.g., the Danish Medicines 
Agency, the Norwegian Institute of Public 
Health, and the National Corporation of Pharmacies 
in Sweden, published regularly on the respective 
web sites: www.laegemiddelstyrelsen.dk , www.
legemiddelforbruk.no, www.apoteket.se ); drug 
movement at various levels of the drug distribu-
tion channel (IMS America ’s National Prescrip-
tion Audit, US Pharmaceutical Market -Hospitals,
US Pharmaceutical Market -Drugstores; www.
imshealth.com); pharmaceutical or medical billing 
data (Prescription Pricing Authority in the UK, 
Spain’s Drug Data Bank, Medicaid Management 
Information System); 63,64,86,87 or all prescriptions 
dispensed (National Corporation of Pharmacies in 
Sweden, www.apoteket.se ).

The County of J ämtland Project (Sweden) is of 
interest for longitudinal patient -specifi c studies of 
drug utilization. 45,88,89 All drug prescriptions dis-
pensed to 17 000 patients (14% of J ämtland’s pop-
ulation) have been continuously monitored since 
1970. The recorded information includes: the 
patient’s unique identity number; name, dosage, 
quantity, and price of the drug; date of dispensing; 
dispensing pharmacy; and prescribing physician. 
Information relating to morbidity (diagnoses), 
however, is missing. Similar individual -linked drug 
use data is also available from many local health 
systems covering populations of 300 000 to 500 000
inhabitants in Italy; these databases may provide 
data on incidence and prevalence of drug use. 29

The Odense Pharmacoepidemiologic Database 
(OPED) and the Pharmacoepidemiologic Prescrip-
tion Database of the County of North Jutland are 
two similar databases which include about half a 
million inhabitants in Denmark. 90 These databases 
contain all dispensed prescriptions since the early 
1990s. The following information is captured for 
each prescription: a unique person identifi er, the 
date of dispensing, identifi cation of the dispensed 
product, the pharmacy, and the prescriber. The 
databases do not include information on over -the-
counter medications (e.g., laxatives, analgesics, 
ibuprofen, antihistamines, antitussives, and certain 
antiulcer drugs) and non -subsidized drugs (e.g., 

and expenditures in the US in 1982, 73 over the past 
10 years several studies have addressed the use of 
various types of medications, including herbal and 
other natural products, in adults and children. 75–78

Because of the critical importance of decision 
making in drug prescribing, a number of studies 
have addressed the factors that infl uence this deci-
sion: education, advertising, colleagues, working 
circumstances, personality, control and regula-
tory measures, and demands from society and 
patients.79,80 Some controversy exists concerning 
the relative impact of the various sources of infl u-
ence on prescribing behavior, particularly the infl u-
ence of pharmaceutical advertising. In studies of 
hospital practice the following factors have been 
stated to contribute to excessive or inappropriate 
prescribing: simple errors of omission; physician 
ignorance of cost issues in prescribing; failure to 
review medication orders frequently and critically; 
inability to keep up to date with developments 
in pharmacology and therapeutics; insulation of 
physicians and patients from cost considera-
tions because of third -party coverage; and 
lack of communication between physicians and 
pharmacists.81

The intervention strategies aimed at improving 
prescribing behavior in hospital as well as primary 
care settings have been critically reviewed. 81–85

These may include (discussed in Chapter 25): dis-
semination of printed educational materials alone; 
multimedia warning campaigns; drug utilization 
audit followed by mailed or interactive feedback of 
aggregated results; group education through lec-
tures or rounds; use of computerized reminder 
systems; use of opinion leaders to informally 
“endorse” or support specifi c behavior change 
interventions; one -to-one education initiated by a 
drug utilization expert; required consultation or 
justifi cation prior to the use of specifi c drugs; and 
use of clinical guidelines. 

Current  data sources 
Currently available computer databases for studies 
of drug utilization may be classifi ed as non -
diagnosis-linked and diagnosis -linked (Table  24.3).
Most of these data sources lack information on 
morbidity and are mostly used for generating drug 
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oral contraceptives, hypnotics, and sedatives). They 
have been used for a number of population -based
pharmacoepidemiologic surveys such as the use of 
the new antidepressants, 91 inappropriate use of 
inhaled steroids in asthma treatment, 92 inappropri-
ate use of sumatriptan, 93 hemorrhagic complication 
during oral anticoagulant therapy, 94 and low use of 
long-term hormone replacement therapy. 95 The 
OPED database has also been used to develop a 
graphical approach to reduce the overwhelming 
volume of data in population -based pharmacoepi-
demiologic databases into a few parameters and a 
“waiting time distribution ” which can be used to 
screen for certain unusual or unexpected patterns 
of drug use. 44,96 Based on prescriptions dispensed to 

Table 24.3 Some computer databases for drug utilization studies 

Not diagnosis -linked Diagnosis-linked

North America
National Prescription Audit * National Disease and Therapeutic Index *
US Pharmaceutical Market —Drugstores* Kaiser Permanente Medical Plan †

US Pharmaceutical Market —Hospitals* Group Health Cooperative †

Medicaid Management Information Systems 
The Slone Survey ‡

Saskatchewan Health Plan †

Europe
Swedish National Corporation of Pharmacies Sweden’s Community of Tierp Project 
Sweden’s County of J ämtland Project United Kingdom ’s General Practice Research Database 
Norwegian Institute of Public Health The Netherlands ’ Integrated Primary Care Information Database 
United Kingdom ’s Prescription Pricing PHARMO Record Linkage System 

Authority
Spain’s Drug Data Bank (National Institute of Health) 
Denmark’s Odense 
Pharmacoepidemiologic Database 
Denmark’s County of North Jutland 
Pharmacoepidemiologic Prescription Database 
Danish Registry of Medicinal Product Statistics 
Finnish Prescription Registry 
Norwegian Prescription Database 
Swedish Prescribed Drug Register 
Icelandic Pharmaceutical Database 

* IMS America, Ltd. 
† Patient-specifi c data available for longitudinal studies. 
‡ Reason for use. 

individual patients, key parameters such as inci-
dence, 1 -year and point prevalence, duration of 
treatment, relapse rate, and seasonality of medica-
tion use are analyzed and presented in a graphic 
format.

In the US, several databases that contain both 
drug and morbidity data have been used to a rela-
tively limited extent for this type of study, as 
opposed to studies of drug effect. These include 
data from the Group Health Cooperative of Puget 
Sound and the Kaiser Permanente Medical Care 
Programs, described in more detail in Chapter 12.
The Tayside Medicines Monitoring Unit (MEMO), 
and the General Practice Research Database (GPRD) 
in the United Kingdom (see Chapter 15) are data-
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and pharmacy (identifi er, location). Four other 
Nordic databases (the Danish Registry of Medicinal 
Product Statistics, the Finnish Prescription Registry, 
the Icelandic Pharmaceutical Database, the Nor-
wegian Prescription Database) contain similar data 
and have potential for studies that link two or more 
databases.106

The Integrated Primary Care Information (IPCI) 
Database, established at Erasmus University in the 
Netherlands, consists of the computer -based patient 
records of 150 general practitioners. To date, the 
database has accumulated data on approximately 
500000 patients. The records are coded to ensure 
the anonymity of the patients; data include patient 
demographics, symptoms (in free text), diagnoses 
(based on the International Classifi cation for 
Primary Care and free text), clinical examination 
fi ndings, referrals, laboratory test results, hospitali-
zations, and physician -linked drug prescriptions 
and dosage regimen. This database has been used 
to study the use of preventive strategies in patients 
receiving non -steroidal anti -infl ammatory agents, 107

and trends in primary care prescribing for heart 
failure.108 The PHARMO system, another database 
that links community pharmacy and hospital data, 
is discussed in Chapter 18.

In Canada, the province of Saskatchewan has a 
series of computerized databases describing health 
services paid for by the provincial Department of 
Health, including prescription drugs. 109 A variety of 
drug utilization studies have been performed using 
these data, which are described in more detail in 
Chapter 17.

In the US, Medicaid medical and pharmaceu-
tical billing data have been available for drug 
utilization studies. The most frequently used 
databases for academic pharmacoepidemiologic 
research are discussed in Chapter 14. The Protocare 
Sciences Proprietary Medicaid Database (formerly 
COMPASS[R]) and DURbase[R], both originally 
developed by Health Information Designs, Inc.), are 
examples of databases that are used for drug utili-
zation review programs serviced by commercial 
fi rms. Drug utilization studies performed using 
COMPASS[R] have been limited. 110,111 Medicaid 
data are now frequently obtained from sources 
other than these commercial vendors (see Chapter 

bases that have been developed primarily for drug 
safety studies, but have also been used to study 
drug utilization. 97,98

The National Disease and Therapeutic Index 
(NDTI), by IMS America, Ltd., is an ongoing study 
of physician prescribing which is conducted mainly 
for use by pharmaceutical companies for market-
ing.99 This study employs a rotating sample of 
offi ce -based physicians who record all patient 
encounters and corresponding “drug mentions ” for 
2-day periods four times a year. A special prescrip-
tion form is used to collect information on the drug 
(specifi c product, dosage form, new vs. continuing 
therapy), patient characteristics (sex), prescriber 
(specialty, location, region), type of consultation 
(fi rst versus subsequent), concomitant drugs and 
diagnoses, and the desired pharmacological action. 73

Data have been made available to academic 
researchers (for a fee) and the US Food and Drug 
Administration.73 Although useful for studies of 
prescribing, longitudinal patient -specifi c studies are 
not possible with this database. 

The Community of Tierp Project is run by the 
Center for Primary Care Research, University of 
Uppsala, Sweden. Prescription and morbidity data 
are routinely collected from all pharmacies and the 
health center within the community for all resi-
dents since 1972. 100 The database has been used to 
study the use of benzodiazepines, antidepressant 
drugs,100 antidiabetic medications, 101,102 and benzo-
diazepines.103 It has also been used to study the 
impact of over -the-counter nasal sprays on sales, 
prescribing, and physician visits. 104 Limitations of 
this database are the size of the population covered 
(21000 persons) and questions regarding the rep-
resentativeness of this community for the whole of 
Sweden.

The Swedish Prescribed Drug Register, estab-
lished in 2005, contains data with unique patient 
identifi ers for all dispensed prescriptions in ambu-
latory care. 105 This registry includes data on the 
patient (age, sex, personal identifi cation number, 
place of residence), dispensed drug (Anatomic 
Therapeutic Chemical classifi cation code, Defi ned 
Daily Dose number, prescribed dose, package, 
reimbursement, date of prescribing and dispens-
ing), prescriber (profession, specialty, workplace), 
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measure changes in medicines prescribing, dispens-
ing and patient care, was developed in the early 
1990s by the International Network for Rational 
Use of Drugs (INRUD) and WHO. 116 The approach 
has facilitated the study of drug utilization in devel-
oping countries. It includes recommendations on 
minimum sample sizes, sampling methods, and 
data collection techniques, depending on study 
objectives. The method recommends 12 core indi-
cators and seven complementary indicators to 
study drug use in health facilities (Table  24.4).
These indicators can be used to describe prescribing 

14). With the disadvantaged and disabled popula-
tion included in Medicaid, however, the generaliz-
ability of the results is a potential concern, especially 
for such descriptive studies. 

The Slone Epidemiology Unit of Boston Univer-
sity has developed a novel population -based data-
base that includes prescription and non -prescription
drugs, vitamins/ minerals, and herbal/ supple-
ments.75 From 1998 through 2007, the Slone 
Epidemiology Unit conducted a telephone survey 
of a random sample of non -institutionalized conti-
nental US population (48 states and the District 
of Columbia). The survey excluded individuals 
without home telephones, those residing tempo-
rarily in vacation homes, nursing homes, rehabili-
tation hospitals, and individuals in prisons, military 
barracks, or college/ university dormitories without 
telephones in individual rooms. Information was 
collected on each medication used at any time 
during the 7 days preceding the phone interview, 
the reason for use, number of days that medication 
was taken, and total duration of use. Information 
on dose and number of pills taken is collected for 
medications containing acetylsalicylic acid, aceta-
minophen, ibuprofen, or conjugated estrogens. 
Other information elicited included age, sex, race, 
Hispanic origin, years of education, income, health 
insurance prescription coverage, ZIP code of resi-
dence, and for women between 18 and 50 years of 
age, the pregnancy status, including due date or last 
menstrual period. Data from over 3000 interviews 
in the fi rst 3 years of the survey suggested that 
more than 80% of the US adult population took 
one prescription or non -prescription medication; 
25% took multiple products; and 40% took vita-
mins/ minerals, while 16% took herbals/ supple-
ments.75 The overall participation rate of 72% of 
eligible subjects decreased signifi cantly to 51% in 
2006; while this is still at the upper range of par-
ticipation rates achieved by random digit dialing 
methods, selection bias may be a concern. 112

Although the use of health insurance databases 
has also been reported in countries outside North 
America and Europe, 113–115 medical and pharma-
ceutical databases are generally not available in 
most developing countries. An approach, based 
on the use of standardized criteria (indicators) to 

Table 24.4 WHO/INRUD drug use indicators 

Core indicators 

Prescribing indicators 

Average number of drugs per encounter 

Percentage of drugs prescribed by generic name 

Percentage of encounters with an antibiotic prescribed 

Percentage of encounters with an injection prescribed 

Percentage of drugs prescribed from essential drugs list 
or formulary 

Patient care indicators 

Average consultation time 

Average dispensing time 

Percentage of drugs actually dispensed 

Percentage of drugs adequately labeled 

Patient’s knowledge of correct dosage 

Facility indicators 

Availability of copy of essential drugs list or formulary 

Availability of key drugs 

Complementary indicators 

Percentage of patients treated without drugs 

Average drug cost per encounter 

Percentage of drug costs spent on antibiotics 

Percentage of drug costs spent on injections 

Prescription in accordance with treatment guidelines 

Percentage of patients satisfi ed with care they received 

Percentage of health facilities with access to impartial 
drug information 
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tion,35,63,64 providing denominator data to estimate 
reported adverse drug reaction rates, 126 performing 
epidemiologic screening for problems in drug utili-
zation,35 and monitoring the effects of informa-
tional and regulatory activities. 127,128 It has also 
been used to study variations in antimicrobial uti-
lization,66,129 antimicrobial utilization and their cor-
relation with antimicrobial resistance in outpatient 130

and inpatient settings in Europe, 131 and report on 
sustained reduction of antibiotic use and low bacte-
rial resistance with implementation of a multidisci-
plinary, coordinated national antimicrobial and 
rational use program. 132

The DDD method is useful for working with 
readily available gross drug statistics; allows com-
parisons between drugs in the same therapeutic 
class and between different health -care settings or 
geographic areas, and evaluations of trends over 
time; and is relatively easy and inexpensive to use. 
The method is fi rmly established in Europe and 
Scandinavia and is increasingly used by researchers 
in other regions. 127,133–140 A WHO manual on drug 
utilization research provides an overview of the 
method.141 Concerned with increasing antimi-
crobial resistance, the European Surveillance of 
Antimicrobial Consumption (ESAC) has recently 
proposed 12 DDD -based drug -specifi c quality indi-
cators for outpatient antibiotic use. 142 These indica-
tors were proposed as signals that trigger further 
detailed analysis of potential problems. 

The DDD method should be used and inter-
preted with caution. The DDD is not a recom-
mended or a prescribed dose, but a technical unit 
of comparison; it is usually the result of literature 
review and available information on use in various 
countries. Thus, the DDDs may be high or low rela-
tive to actual prescribed doses. Moreover, the DDD 
refer to use in adults. Since children ’s doses are 
substantially lower than the established DDDs, if 
unadjusted, this situation will lead to an underes-
timation of population exposures, which may be 
signifi cant in countries with a large pediatric popu-
lation. Although pediatric DDDs have also been 
proposed,143 the concept and its applicability have 
not been incorporated into the WHO method. 141

Finally, DDDs do not take into account variations 
in adherence. 

practice,117 conduct monitoring and supervision, 118

and assess the impact of interventions. 119–121 WHO 
has compiled indicator results and other fi ndings 
reported in studies conducted in 97 developing and 
transitional countries between 1990 and 2006. 122

INRUD has recently developed simple low -cost
indicators to measure adherence to antiretroviral 
(ARV) treatment in resource -poor settings. Adher-
ence measures derived from dispensing data in 
pharmacy records, self -report data in medical 
records, and attendance logs predicted key clinical 
outcome related to individual patient treatment 
success and were feasible to collect. 123,124 The four 
indicators were percentage of patients with self -
reported full adherence, percentage of days covered 
by ARVs dispensed, percentage of records with 30 -
day gap in ARVs dispensed, and percentage of 
patients who attended within 3 days of scheduled 
appointment. These indicators allow assessment 
and comparison of programs and facilities, and 
monitoring and evaluation of interventions. 

Units of measurement 
The defi ned daily dose (DDD) method was devel-
oped in response to the need to convert and stand-
ardize readily available volume data from sales 
statistics or pharmacy inventory data (quantity of 
packages, tablets, or other dosage forms) into 
medically meaningful units, to make crude esti-
mates of the number of persons exposed to a par-
ticular medicine or class of medicines. 125 The DDD 
is the assumed average daily maintenance dose for 
a drug for its main indication in adults. Expressed 
as DDDs per 1000 inhabitants per day, for chroni-
cally used drugs, it can be interpreted as the pro-
portion of the population that may receive 
treatment with a particular medicine on any given 
day. For use in hospital settings, the unit is expressed 
as DDDs per 100 bed -days (adjusted for occupancy 
rate); it suggests the proportion of inpatients that 
may receive a DDD. For medicines that are used for 
short-term periods, such as antimicrobials, the unit 
is expressed as DDDs per inhabitant per year; this 
provides an estimate of the number of days for 
which each person is treated with a particular med-
ication in a year. The method has been useful in 
describing and comparing patterns of drug utiliza-
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semide preparations is used to illustrate the ATC 
classifi cation structure in Table  24.5. The fi rst three 
levels are modifi cations of the three -level EPhMRA 
and IPMRG classifi cation system. The fourth and 
fi fth levels are extensions that are developed and 
updated by the WHO Collaborating Centre for Drug 
Statistics Methodology. Ongoing discussions aim to 
identify differences in the two classifi cation systems 
and harmonize the fi rst three levels. Statistics 
reported with the ATC system should not be directly 
compared with fi gures prepared with the EPhMRA 
system.

Medicinal products are classifi ed according to 
the main therapeutic indication for the principal 
active ingredient. Most products are assigned only 
one ATC code. However, some active medicinal 
substances may have more than one ATC code, if 
the drug has different uses at different strengths 
(acetylsalicylic acid as a platelet aggregation inhibi-
tor and as an analgesic –antipyretic), dosage forms 
(timolol to treat hypertension and to treat glau-

The prescribed daily dose (PDD) is another unit, 
developed as a means to validate the DDDs. The 
PDD is the average daily dose prescribed, as 
obtained from a representative sample of prescrip-
tions.144 Problems may arise in calculating the PDD 
because of a lack of clear and exact dosage indica-
tion in the prescription, as is often the case with 
the prescribing of insulin. Prescriptions for chronic 
therapy, as in the case of insulin, may be refi lled 
many times and the dosage may be altered verbally 
between prescribing events. 145 For certain groups 
of drugs, such as the oral antidiabetics, the mean 
PDD may be lower than the corresponding 
DDDs. Up to two -fold variations in the mean PDD 
have been documented in international compari-
sons.144 Higher PDDs have been observed in the 
US relative to Sweden for commonly prescribed 
drugs, such as hydrochlorothiazide, diazepam, and 
oxazepam.146–148 In risk assessments of antidepres-
sants among suicides, a refi ned person -year of use 
estimate was obtained from adjusting the DDD by 
the average PDD for individual antidepressants. 149

Although the DDD and the PDD may be used to 
estimate population drug exposure “therapeutic
intensity”, the method is not useful to estimate 
incidence and prevalence of drug use or to quantify 
or identify patients who receive doses lower or 
higher than those considered effective and safe. 

Classifi cation  systems
The Anatomic Therapeutic Chemical (ATC) classi-
fi cation system is generally used in conjunction 
with the DDD method. 125,141 It was originally devel-
oped by the Norwegian Medicinal Depot, which 
became a WHO Collaborating Centre for Drug 
Statistics Methodology; the center is now located 
at the Norwegian Institute of Public Health 
(www.whocc.no ). The ATC system is based on the 
main principles of the Anatomical Classifi cation 
system developed by the European Pharmaceutical 
Market Research Association (EPhMRA) and the 
International Pharmaceutical Market Research 
Group (IPMRG). 

The ATC system consists of fi ve hierarchical 
levels: a main anatomical group, two therapeutic 
subgroups, a chemical –therapeutic subgroup, and a 
chemical substance subgroup. The coding of furo-

Table 24.5 ATC  and  IDIS classifi cation and coding 
structures for furosemide 

ATC Classifi cation (C03CA01) 
C Cardiovascular System 

(fi rst level, main anatomical group) 
03 Diuretics
(second level, main therapeutic group) 

C High –ceiling diuretics 
(third level, therapeutic subgroup) 
A Sulfonamides, plain 

(fourth level, chemical therapeutic 
subgroup)
01 Furosemide

 (fi fth level, chemical substance) 

IDIS Classifi cation (40280401) 
40 Electrolyte Solutions 

(fi rst level, main therapeutic group) 
28 Diuretics

(second level, therapeutic subcategory) 
04 Loop-diuretics

(third level, therapeutic subcategory) 
01 Furosemide

 (fourth level, chemical substance) 
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Intervention strategies based on drug
utilization data
Numerous studies have described interventions 
aimed at improving prescribing by the use of drug 
utilization data obtained from qualitative drug utili-
zation studies, and are discussed more in Chapter 25.
Two innovative intervention strategies illustrate dif-
ferent approaches to the use of drug utilization data 
available from computer databases of offi ce practice. 

In a randomized clinical trial, Avorn and 
Soumerai156 used Medicaid data to identify physi-
cians who were prescribing drugs that were assessed 
as inappropriate (based on considerations of docu-
mented effi cacy, relative effi cacy, and relative cost). 
These physicians were targeted for educational or 
information activities, as either face -to-face con-
tacts or written drug information. Schaffner et al.157

and Ray et al. 158 used a similar approach in another 
controlled intervention study, comparing different 
strategies aimed at modifying physician prescribing 
behavior: written drug information versus personal 
visits by pharmacists versus personal visits by phy-
sician educators. These two studies demonstrated 
the effi cacy of face -to-face methods in improving 
drug prescribing. 

The second approach uses claims data to perform 
computerized screening for patients who may be 
at increased risk for drug -induced illness, using 
patient-specifi c medical and drug histories. 111,159,160

Health professionals then evaluate profi les of 
patients with possibly inappropriate drug use. If 
drug use is indeed considered inappropriate, a 
letter is sent to the prescriber providing a profi le of 
the patient ’s relevant computerized claims record 
and a warning of the potential for drug -induced
disease. Often the problem is a concomitant drug 
or diagnosis that the prescriber was unaware of. 
This approach is obviously much less expensive 
than the face -to-face approach. Using before 
and after comparisons, a signifi cant reduction in 
drug-induced hospitalizations has been noted. 159

However, the interpretation of these results is ham-
pered by the use of a non -experimental design. 
Other authors have found no effect on measures of 
prescribing or on patient outcomes. 161 A simultane-
ously controlled trial is needed to adequately assess 
the value of this approach. 

coma) or both (medroxyprogesterone for cancer 
therapy and as a sex hormone). Prednisolone is an 
example of a drug that has six different codes. 
Fixed dose combination products pose classifi cation 
diffi culties. For example, a combination product 
that contains and analgesic and a tranquilizer is 
classifi ed as an analgesic, even though it also con-
tains a psychotropic substance. Because the ATC 
codes and DDDs may change over time with regular 
revisions, researchers must carefully document 
which version of the classifi cation and DDD assign-
ment is used, so that the resulting drug statistics 
may be adequately interpreted. 150

The European Drug Utilization Research Group 
(EuroDURG), formerly WHO Drug Utilization 
Research Group and currently an association 
of European national Drug Utilization Research 
Groups, recommends the use of the ATC classi-
fi cation system for reporting drug consumption 
statistics and conducting comparative drug utiliza-
tion research. Australia ( www.health.gov.au ),
Denmark ( www.laegemiddelstyrelsen.dk ), Finland 
(www.kela.fi), Iceland (see www.statice.is ), Norway 
(www.legemiddelforbruk.no ), and Sweden ( www.
apoteket.se) produce annual reports on drug con-
sumption and make them available in print and/or 
web-based electronic versions. The WHO Interna-
tional Drug Monitoring Program uses the system 
for drug coding in adverse drug reaction monitor-
ing ( www.who -umc.org). Some developing coun-
tries have begun to use the ATC system to classify 
their essential drugs; 151,152 this may eventually 
lead to preparation of annual drug utilization 
statistics.153

In the US, the Iowa Drug Information System 
(IDIS) is a hierarchical drug coding system that 
is based on the three therapeutic categories of 
American Hospital Formulary Society (AHFS), to 
which a fourth level was added to code individual 
drug ingredients. 154 The IDIS code has eight numeric 
digits, two digits per level (see Table  24.5). This 
coding system was used in the Established 
Populations for Epidemiologic Studies of the Elderly 
survey. 154 Other coding systems such as the National 
Drug Code and the Veterans ’ Administration 
Classifi cation 155 do not provide unique codes for 
drug ingredients. 
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interventions on the frequency of drug problems, 
utilization of prescription drugs and other health 
services, and clinical outcomes. 162

The future 

Opportunities
From a public health perspective, the observed dif-
ferences in national and international patterns of 
drug utilization require much further study. The 
medical consequences as well as the explanations 
for such differences are still not well documented. 
Analysis of medicine use by gender and age group 
may suggest important associations, as seen in 
a study on antidepressant medication use and 
decreased suicide rates. 163 The increasing availabil-
ity of population -based data resources will facilitate 
studies of incidence and prevalence of medicine 
use by age and gender, such as those conducted in 
Sweden and Denmark. 

Numerous studies have addressed the factors 
infl uencing drug prescribing. However, the relative 
importance of the many determinants of appropri-
ate prescribing still remains to be adequately eluci-
dated. Further research is needed to better defi ne 
to what degree and which determinants of inap-
propriate prescribing are susceptible to modifi ca-
tion and what might be an appropriate mix of 
interventions to achieve optimal impact. Although 
regulation is effective, it is not possible to regulate 
all aspects of the clinical decision -making process 
to ensure optimal drug prescribing. 164 Other 
approaches in addition to educational and informa-
tional measures are being explored. 

Many strategies aimed at modifying prescribing 
behavior have been proposed and adopted. The 
evidence to date indicates that mailed educational 
materials alone are not suffi cient to modify pre-
scribing behavior. 81,82 Early studies conducted in 
Australia165 and Denmark 166 concluded that mailed, 
unsolicited, centralized, government -sponsored
feedback, one based on aggregate prescribing data 
and the other with a clinical guideline, had no 
impact on physician prescribing. For interventions 
that have been shown to be effective in improving 
drug prescribing (discussed in Chapter 25), there is 

Many other studies have described intervention 
strategies based on providing drug utilization data 
feedback, alone or in combination with printed 
material and/or other “educational strategies, ” for 
example group discussions, lectures, seminars, or 
personal visits by “experts.” The results from these 
studies are confl icting. Some suggest that methods 
that involve only feedback of drug utilization data 
or audit results are ineffective. Others suggest a 
transient effectiveness for those that combine the 
use of drug utilization review data with group dis-
cussions, lectures, and visits by “experts.” However, 
these are diffi cult to interpret because of limitations 
in their research designs. 81

Conceptually, DUR programs are aimed at the 
improvement of medical care and cost -containment.
However, in practice traditional approaches have 
focused on the control of abuse or overuse of drugs, 
polypharmacy, or patients obtaining prescriptions 
from many different prescribers. Moreover, most 
DUR studies have emphasized process measures of 
quality of care, for example the use of clinical labo-
ratory tests to monitor for adverse effects during 
chloramphenicol or aminoglycoside therapy. The 
approach described by Strom et al.,111 Morse  et al.,159

and Groves 160 was a signifi cant advance in DUR 
programs, as it was primarily aimed at improving 
measurable patient outcomes. Also, it does not 
impose arbitrary restrictions on drug use, poten-
tially impairing patient care, but seeks to reduce 
costs by improving patient care. In seeking to 
reduce the fi nancial impact of drug use, it does not 
focus on the drug costs themselves, but on the 
effects of the drugs. By reducing the need for 
medical care through the benefi cial effects of drugs, 
or by increasing the need for remedial medical care 
because of drug toxicity, pharmaceuticals can have 
a fi nancial impact on the health -care system which 
is much larger than the cost of the drugs them-
selves. (This is discussed more in Chapter 38.)

Despite their appeal, the effectiveness of DUR 
programs still remains to be established. A study of 
six Medicaid programs failed to identify an effect of 
retrospective drug utilization review on the rate 
of potential prescribing errors and rate of all -cause
or specifi c cause hospitalizations. 161 Another study 
did not fi nd effects of two state prospective DUR 
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dentiality laws in fi ve of 10 European countries. 171

It was feared that implementation of Directive 
95/46/EC of 24 October 1995, on the protection of 
individuals with regard to the processing of per-
sonal data and on the free movement of such data 
in the European Union, may adversely affect 
researcher access to patient health data (see also 
Chapter 35). However, these concerns can be 
addressed through procedures that are consistent 
with the guidelines for Good Practice in Data 
Privacy, Medical Record Confi dentiality, and 
Research developed by the International Society of 
Pharmacoepidemiology (ISPE). 172 For example, in 
Sweden, personally identifi ed health data may only 
be used for research, statistics, and epidemiologic 
studies. Registry data cannot be used to monitor 
performance of health professionals or for admin-
istrative purposes that may infl uence those being 
registered. Research using patient data requires 
ethics committee approval which may additionally 
ask for research subject formal consent. Anonymous 
data are provided with requirements to keep the 
data safe, not share with others without prior 
approval from the data agency, and discard the data 
at the end of the study or when they are no longer 
needed.105

In many countries research is usually not 
awarded high priority, resulting in reduced 
opportunities for fi nancing much needed drug uti-
lization research. The recruitment and training of 
researchers may be hampered by limitations in 
funding, as well as limitations in career opportuni-
ties. These two problems impose constraints on 
the future development of studies in drug utiliza-
tion. However, despite this, the search continues 
for simple and relatively inexpensive methods to 
conduct descriptive studies of drug utilization 
and effective intervention strategies that may 
contribute to the optimization of drug therapy. 
Fortunately, the increasing commitment to drug 
utilization research is refl ected in the develop-
ment and growth of international groups such 
as ISPE ( www.pharmacoepi.org ),173 the Interna-
tional Clinical Epidemiology Network (INCLEN) 
(www.inclentrust.org ),174 the European Drug 
Utilization Research Group (EuroDURG) ( www.
eurodurg.com),175 the Latin American Group for 

a need to further defi ne their relative effi cacy and 
proper role in a comprehensive strategy for 
optimizing drug utilization. Questions yet to be 
addressed through proper methodology deal with 
the role of printed drug information such as drug 
bulletins, the duration of effect of educational 
interventions such as group discussions, lectures, 
and seminars, each in both the outpatient as well 
as the inpatient settings, and the generalizability of 
face-to-face methods as described by Avorn and 
Soumerai,156 Schaffner  et al.,157 and Ray  et al.158

More clinically applicable approaches to drug 
utilization review programs, such as the computer-
ized screening of patient -specifi c drug histories in 
outpatient care to prevent drug -induced hospitali-
zations, still require further development and 
assessment. Although numerous studies have 
described the results of these and other novel pro-
grams159,160,167,168 adequate documentation of their 
effi cacy in improving quality of care is an important 
subject for future work. Patient outcome measures 
as well as process measures of quality of drug uti-
lization have to be included in such studies. To be 
effective and effi cient, health -care policy options 
should be based on sound scientifi c evidence. 169

Problems 
The use of computerized databases has greatly facil-
itated the study of drug utilization. Although 
useful, most of these databases are far from ideal, 
as they have been set up mainly for administrative 
purposes, such as reimbursement, and drug utiliza-
tion data are obtained as “spin off ” information. 
The model information system that will suit both 
medical and administrative needs 170 is still unavail-
able, although there is increasing use of electronic 
medical records for routine practice in countries 
such as the Netherlands, Australia, the United 
Kingdom, and the US. Existing medical and phar-
maceutical databases, with all their described limi-
tations, will continue to be the main resources for 
these drug utilization studies. 

Confi dentiality of patient records has been suc-
cessfully handled at the technical level. However, 
in many countries political acceptance may be 
much more diffi cult to achieve. EuroDURG 
researchers reported diffi culties arising from confi -
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Drug Epidemiology (DURG -LA),176 and the Inter-
national Network for Rational Use of Drugs 
(INRUD) ( www.inrud.org/ ).177,178

In summary, the study of drug utilization con-
tinues to evolve. The development of computerized 
databases that allow the linkage of drug utilization 
data to diagnoses, albeit subject to some inherent 
limitations, is contributing to expansion of this 
fi eld of study. The WHO/INRUD indicator -based
approach to drug utilization studies is facilitating 
the development of drug utilization research in 
developing and transitional countries. Many strate-
gies have already been proposed, tested, and imple-
mented to improve the quality of drug prescribing 
in developed 179 and developing countries. 180 Drug 
utilization review programs, particularly approaches 
that take into primary consideration patient 
outcome measures, merit further rigorous study 
and improvement. Opportunities for the study of 
drug utilization are still under -unexplored, but 
the political issue regarding the confi dentiality of 
medical records, as well as limitations in funding 
and manpower will determine the pace of growth 
of drug utilization research. 
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Research and clinical practice may be on parallel 
tracks headed in the same direction, but in contact 
only through rotting ties. 

P.P. Morgan,  Are physicians learning 
what they read in journals?, 1985. 

Introduction 

The broad purposes of pharmacoepidemiology are 
to advance our knowledge of the risks and benefi ts 
of medication use in real -world populations, and to 
foster improved prescribing and patient health out-
comes. If, however, physicians and other health 
practitioners fail to update their knowledge and 
practice in response to new and clinically important 
evidence on the outcomes of specifi c prescribing 
patterns, then the “fruits” of pharmacoepidemio-
logic research may have little impact on clinical 
practice.

It is for these reasons that a new discipline in 
the fi elds of health services research and clinical 
decision making has grown rapidly in importance —
the science of assessing and improving clinical prac-
tices. The rapid growth of this new fi eld (sometimes 
referred to as T -2 translational research or knowl-
edge translation research), is based on the recogni-
tion that passive knowledge dissemination (e.g., 
publishing articles, distributing practice guidelines) 
is generally insuffi cient to improve clinical practices 

without supplemental behavioral change interven-
tions based on relevant theories of diffusion of 
innovations, persuasive communications, and adult 
learning or social cognitive theory. 1–10

This chapter reviews some of these develop-
ments as they relate to medication use, defi nes 
several types of drug prescribing problems, dis-
cusses several thorny methodologic problems in 
this literature, reviews existing pharmacoepidemi-
ologic and other evidence on the effectiveness of 
common interventions to improve prescribing, and 
concludes with a discussion of future research 
needs. For a more detailed and comprehensive 
examination of the literature on prescribing educa-
tion, the role of the pharmacist as a change agent, 
disease management strategies for use in various 
settings, and the use of fi nancial incentives and 
penalties, the reader is advised to consult several 
previous works published elsewhere. 11–33 Portions 
of this chapter are derived from this body of 
work; in addition, we conducted computerized lit-
erature searches for papers published through early 
2010, hand -searched our personal fi les and the 
cited references, and extensively consulted the 
Cochrane Effective Practice and Organisation of 
Care (EPOC) Group, a rigorous and continuously 
updated registry and synthesis of available evi-
dence on studies of interventions to change physi-
cian behaviors. 33
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dial infarction or use of bisphosphonates after an 
osteoporotic fracture); and 
• failure to achieve recommended therapeutic 
goals (e.g., systolic blood pressure levels below 
140mmHg or LDL cholesterol levels below 100 mg/
dL for the secondary prevention of myocardial 
infarction).

Specifi c illustrations of the above problem 
categories are ubiquitous in the literature. For 
example, propoxyphene, a toxic and abusable 
narcotic analgesic, is often prescribed for mild to 
moderate pain when other safer, more effective 
analgesics are available. 38,39 In the outpatient 
setting, numerous studies have documented that as 
much as 50% of antibiotic use is potentially inap-
propriate with the unintended consequence that 
overuse of antibiotics may lead to the emergence 
of resistant pathogens. 40 A group at particular risk 
of iatrogenic injuries as a result of inappropriate 
medication exposure appears to be the frail elderly, 
whether they reside in the community or in nursing 
homes.34,41,42

Because of the absence of diagnostic data in 
most published drug utilization research, and 
because of the emphasis on cost containment 
within drug utilization review (DUR) programs, the 
existing literature may underemphasize the clinically 
important problem of underuse of highly effective 
medications. For example, Berlowitz et al. found 
that nearly 40% of patients with documented 
hypertension in the Veterans ’ Administration (VA) 
health-care system had uncontrolled hypertension 
(>160/90mmHg), despite adequate health care and 
prescription drug coverage and more than six 
hypertension-related primary care visits each 
year. 43 Indeed, this demonstrates profound clinical 
inertia, as changes in antihypertensive therapy 
occurred in less than 10% of all of these visits. 43 In 
another study of 623 outpatients treated for acute 
myocardial infarction at the Yale -New Haven 
Hospital, researchers found that one -third of 
patients meeting strict randomized controlled trial 
(RCT) eligibility criteria for use of beta -blockers did 
not even receive a trial of therapy —contrary to 
existing guidelines. These patients experienced a 
20–40% higher mortality rate postmyocardial inf-
arction than may have been necessary. 44 There are 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

There is little doubt that the importance of subop-
timal prescribing practice (both underuse and 
overuse) vastly outweighs the costs of medications 
themselves33–37 (see also Chapter  38). Drug thera-
pies are the most common treatments in medical 
practice and more than three -quarters of all visits 
to a physician terminate with the writing of a pre-
scription;15 the potential for drug therapies for both 
alleviating and causing illness are illustrated 
throughout this book. As suggested by Lee, 37 in this 
chapter we take a broad view of the concept of 
prescribing errors, and consider issues related to 
underuse, overuse, and misuse as all contributing 
to the suboptimal utilization of pharmaceutical 
therapies. For example, we would consider as pre-
scribing “errors” the following:
• use of toxic or addictive drugs when safer 
agents are available (e.g., barbiturates instead of 
benzodiazepines);
• use of drug therapy when no therapy is 
required (e.g., antibiotics for viral respiratory 
infections);
• use of an ineffective drug for a given indication 
(e.g., cerebral vasodilators for senile dementia or 
hormone therapy for prevention of cardiovascular 
disease in postmenopausal women); 
• use of a costly drug when a less expensive 
preparation would be just as effective (e.g., newer 
angiotensin-receptor blockers, instead of effective 
and inexpensive ACE -inhibitors or thiazide diuret-
ics, for uncomplicated hypertension); 
• misuse of effective agents (e.g., too low doses of 
narcotic analgesics or too high dosages of benzodi-
azepines, when indicated, for the elderly); 
• failure to discontinue therapy when the drug is 
no longer needed (e.g., use of proton pump inhibi-
tors for months to years in patients without docu-
mented gastroesophageal refl ux disease); 
• failure to introduce new and effective drugs into 
practice (e.g., inhaled corticosteroids for asthma or 
spironolactone for heart failure); 
• failure to prescribe necessary drug therapies 
(e.g., use of beta -blockers following acute myocar-
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presents numerous methodologic challenges. This 
section will review several of the most important 
methodologic problems such as: internal validity, 
regression toward the mean, unit of analysis errors, 
logistical issues, ethical and legal problems, and the 
detection of effects on patient outcomes. 

Internal  validity
As early as 1975, Gilbert, Light, and Mosteller 
established that poorly controlled studies produce 
misleading estimates of the effects of a variety of 
social programs. 53 Many non -intervention factors 
can affect medication use over time, such as mar-
keting campaigns, mass media, State or Federal 
regulatory policies, seasonal effects, changing in 
staffi ng of health -care organizations, other “com-
peting” interventions, changes in eligibility for 
insurance programs, shifting demographics, and so 
on. Because RCTs are sometimes not feasible (e.g., 
contamination of controls within a single institu-
tion) or ethical (e.g., withholding quality assurance 
programs from controls), other strong quasiexperi-
mental designs (e.g., interrupted time -series with 
or without comparison series, pre –post with con-
current comparison group studies) should be used 
instead of weak one -group post -only or pre –post
designs that do not generally permit causal infer-
ences. In fact, the Cochrane Collaboration ’s EPOC 
Group considers rigorously conducted time -series
studies and pre –post studies with a concurrent 
comparison group to be suffi ciently valid to merit 
inclusion within their systematic reviews. 33

Interrupted time - series designs include multiple 
observations (often 10 or more) of study popula-
tions before and after intervention. Such designs 
permit investigators to control for preintervention 
secular changes in study outcomes and to estimate 
the size and statistical signifi cance of sudden 
changes in the level or slope of the time -series
occurring at initiation of the treatment. The avail-
ability of a comparison series collected from a 
similar, but unexposed, comparison group can 
further increase causal inferences if no simultane-
ous change in trend is observed for this group. 18,54

Another popular design that can often lead to 
interpretable results is the pre– post with comparison 
group design. This design includes a single observa-
tion both before and after treatment in a non -

many other examples of underuse and resultant 
unnecessary morbidity and mortality throughout 
the pharmacoepidemiologic literature. 

Why do these problems occur? Can a compre-
hensive theory of behavioral change or knowledge 
translation provide the basis for programs designed 
to improve prescribing? Such an ideal model must 
be complex given the diversity of economic, organ-
izational, educational, psychological, social, infor-
mational, and technological infl uences on daily 
prescribing practices. 1–10,45–52 Some of the factors 
responsible for suboptimal prescribing include the 
failure of clinicians to keep abreast of important 
new fi ndings on the risks and benefi ts of medica-
tions;6–8,45,52 excessive promotion of some drugs 
through pharmaceutical company advertising, sales 
representatives, or other marketing strategies; 45,52

lack of promotion of highly effective but non -
profi table medications (e.g., spironolactone for 
heart failure); 45,52 simple errors of omission; 8,23,25,48,52

negative attitudes toward issues of cost effective-
ness of medications; direct -to-consumer marketing 
strategies and other competing infl uences; 49 patient 
and family demand for a particular agent, even 
when it is not scientifi cally substantiated; 49,50,52

physician overreliance on clinical experience in 
opposition to scientifi c data; 50,51 a skepticism 
toward, and distrust of, the literature and academia 
among some community -based physicians; 51 clini-
cal inertia; 52 the need to take some defi nitive thera-
peutic action even when “watchful waiting ” may 
be the most justifi able action; 50,52 concerns related 
to medicolegal liability and the perceived need to 
practice defensive medicine; 37,50,51 and the infl u-
ence from clinical opinion leaders or other health 
practitioners.50–52 These diverse infl uences suggest 
the need for tailoring multifaceted intervention 
strategies to the key factors infl uencing a given 
clinical behavior based on models of behavioral 
change and knowledge translation. 

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

Research on the impact of educational and admin-
istrative interventions to improve drug prescribing 
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 Inadequately controlled studies may exaggerate 
the effectiveness of many interventions to improve 
prescribing. For example, as shown in Figure  25.1 , 
inadequately controlled studies of the dissemina-
tion of print - only materials used alone (right - 
hand side) have all reported positive effects on 
behavior, while well - controlled studies of such 
strategies (left - hand side) all reported small or non -
 existent changes in behavior. The  “ success ”  of 
uncontrolled studies is often due to the attribution 
of pre - existing trends in practice patterns to the 
studied intervention.   

 There are many examples of the potential bias 
involved in failing to account for prior trends. In 
one study, the naturally occurring trends in the 
use of 23 categories of medication were examined 
in a four - year study of 390   000 enrollees in the 
New Jersey Medicaid program.  57   The results indi-
cated that 50% of the estimated 1 - year percent 
changes in prescriptions per 1000 enrollees 
exceeded  + 20.3% or  − 10.8% of baseline levels. 
Effect sizes reported in the prescribing intervention 
literature are similar to these natural fl uctuations,  59   
suggesting that changes in drug use attributed to 
such interventions could merely refl ect these 
underlying secular trends. This is particularly note-
worthy, because the effect sizes reported for valid 

 randomly selected group exposed to a treatment 
(e.g., physicians receiving feedback on specifi c pre-
scribing practices), as well as simultaneous before 
and after observations of a similar (comparison) 
group not receiving treatment. Although this 
design controls for many threats to the validity of 
causal inferences (e.g., due to the effects of testing 
or maturation), it cannot control for unknown 
factors (e.g., a regulatory policy) which might 
result in preintervention differences in trends 
between study and comparison groups.  53,54   

 The weakest, and not uncommon, design is the 
 one - group, post - only design , which consists of making 
only one observation on a single group which has 
already been exposed to a treatment. The  one - group 
pre – post design  merely adds a single preintervention 
observation to the previous design. Such weak 
designs are unlikely to produce valid or reliable 
estimates of the effects of interventions, so much 
so that they are routinely excluded from careful 
reviews of the literature.  18 – 24,33   Furthermore, many 
(if not most) studies of newer technology - based 
approaches to improving prescribing, such as com-
puterized physician order entry and other types of 
computerized decision support, have used the post -
 only or one - group pre – post designs to evaluate 
their effi cacy and effectiveness.  55 – 57   

     Figure 25.1     Reported effectiveness of dissemination of printed educational materials alone in well - designed versus 
inadequately controlled studies. Reprinted  with permission from the  Milbank Quarterly  .  58    
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The likelihood that all screening algorithms 
employed in DUR programs are subject to regres-
sion toward the mean argues strongly for the 
need to conduct RCTs and well -controlled quasiex-
periments (e.g., pre –post with comparison group 
design) to justify the effi ciency and effectiveness 
of these interventions before they become a 
routine part of private and public quality improve-
ment programs. 14,17,18 If regression effects are 
unavoidable—for example, due to selection of 
at-risk populations —investigators may consider 
including a “wash-out” period after selection and 
before pre - and postintervention observations. 18,46

Unit of analysis
A common methodologic problem in studies of 
physician behavior is the incorrect use of the 
patient as the unit of analysis. 60–63 Such a practice 
violates basic statistical assumptions of independ-
ence because prescribing behaviors and outcomes 
for individual patients are likely to be correlated 
within each physician ’s practice. To some degree, 
the prescribing practices of physicians within a 
group practice may also not be statistically inde-
pendent of each other. 61–63 These forms of hierar-
chical “nesting” or statistical  “clustering” often lead 
to accurate point estimates of effect but exagger-
ated signifi cance levels and inappropriately narrow 
confi dence intervals when the unit of analysis is 
assumed to be a statistically independent patient 
and the analytic framework does not account for 
correlation among patients treated by the same 
physician, or groups of physicians within a practice 
or hospital. 61–63 As a result, interventions may 
appear to lead to “statistically signifi cant ” improve-
ments in prescribing practices because of mistak-
enly infl ated sample sizes. For example, one review 
of articles on physicians ’ patient care behavior 
found that 70% of 54 articles incorrectly analyzed 
the data using the patient as the unit of analysis 
without accounting for statistical clustering; among 
19 reviewed studies of medication prescribing, 58% 
used the incorrect unit of analysis. 63

The simplest, although overly conservative, 
solution to the problem of incorrect unit of 
analysis is to analyze data by facility or physician. 
Fortunately, more statistically effi cient methods for 

intervention studies tend to be modest at best, with 
improvements in the quality of prescribing (as vari-
ously defi ned by investigators) usually reported on 
the order of a 10 –20% absolute improvement over 
controls.

The above fi ndings provide further support for 
more widespread application of RCTs or, when 
RCTs are not feasible, time -series and other valid 
comparison series designs to evaluate whether 
suddenly introduced interventions are associated 
with corresponding changes in the level or slope 
of the utilization series, after controlling for prior 
trends. If the collection of time -series data is not 
feasible, investigators may consider using pre –
post with comparison group designs, which also 
control to some degree for temporal changes and 
unforeseen co -interventions that may concurr-
ently affect prescribing or utilization, as described 
in respected texts on intervention research 
design.53,54

Regression  toward the  mean
Regression toward the mean—the tendency for obser-
vations on populations selected on the basis of 
exceeding a predetermined threshold level to 
approach the mean on subsequent observations —is
a common and insidious problem in much of the 
drug utilization literature. For example, the most 
common Medicaid DUR programs typically screen 
prescribing data and eligibility fi les for possible 
co-occurrences of two interacting medications, or 
higher than recommended dosages for individual 
drugs. After case -by-case review by expert commit-
tees, letters (or e -mail equivalents) are written to 
responsible physicians questioning the practice 
and asking for written responses. Unfortunately, 
however, the only published research evaluating 
this method used poorly controlled designs that are 
unable to control for regression to the mean. 14,17,18

For example, in one often cited DUR study, 59 50% 
of prescribing problems were absent several months 
after letters were sent, suggesting to the non -critical
reader that the program was effective. However, it 
is equally plausible that the offending medications 
were withdrawn because the patients ’ conditions 
improved or because the physicians detected the 
error on their own. 
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records, the extent to which patients are cared for 
by multiple providers, and the patterns of consulta-
tions and referrals between caregivers within and 
between facilities. If randomization of clinicians is 
likely to lead to contamination of controls, or if 
patient–provider pairs are frequently broken, then 
randomization of facilities should be used, such 
that an entire facility or subunit cluster (e.g., the 
“fi rm ” within an academic teaching hospital or the 
“primary care practice ” in the community) is 
assigned to the same study group. For instance, a 
quality improvement intervention cluster rand-
omized 37 hospitals in one state to intervention or 
control status. 66 However, when this strategy is not 
feasible, because it results in a small sample of 
facilities and inadequate statistical power, investi-
gators are encouraged to collect data during multi-
ple observation periods both before and after the 
intervention, and to use time -series regression 
methods that can often detect modest changes in 
utilization levels after as few as 6 –12 months. 

Ethical and legal problems  hindering
the implementation of randomized
clinical trials
Adequate control groups are essential for rigorous 
evaluation of results. Yet it has been argued that 
there are ethical and legal problems related to 
“withholding” interventions designed to improve 
drug prescribing practices. This argument explicitly 
assumes that the proposed interventions are known 
to be benefi cial. In fact, the effi cacy and effective-
ness of many programs to improve drug use is the 
very question that should be under investigation. 
Some have argued, quite reasonably, that mandat-
ing such programs or interventions without ade-
quate and valid proof of benefi t is in fact unethical. 
For example, many researchers and policy makers 
have stated that computerized physician order 
entry (CPOE) does not need to be studied, and the 
Leapfrog advocacy group has gone so far as to state 
that not having CPOE compromises patient safety 
and quality of care. 68 What is important is to dem-
onstrate that such interventions are safe, effi ca-
cious, and cost -effective before widespread adoption. 
Even a safe and non -effi cacious intervention is 
associated with opportunity costs; if this given 

analyzing clustered data are becoming increasingly 
available; such models can simultaneously account 
for clustering of observations at the patient, physi-
cian, and facility levels. 62–67 Such models allow 
aggregation at the patient level by accounting for 
correlation between patients cared for by the same 
provider or facility. The resulting signifi cance levels 
for differences in prescribing rates between study 
and control groups are almost always more con-
servative (i.e., confi dence intervals are  “wider”)
than assuming no intraclass correlation, but are still 
greater (i.e., confi dence intervals  “narrower”) than 
the most conservative methods of analyzing at the 
provider or facility level. Much methodologic work 
remains to be done in terms of understanding what 
the appropriate unit of allocation and analysis is for 
various studies, how to best estimate power and 
sample sizes, and whether sensitivity analyses 
regarding unit of analysis need to be conducted or 
presented in the results of such studies. 

Logistical issues
While continuity of care is a goal in most settings, 
many patients, particularly those treated within 
academic medical centers, see multiple primary 
providers over time. For example, patients treated 
by residents may be reassigned to other residents 
at the end of the academic year. Providers may go 
on extended leave and transfer cases to other clini-
cians. Patients themselves may choose another 
primary care provider. In addition, many patients 
develop ongoing relationships with specialists as 
particular problems develop and are resolved. 

While these changes may or may not affect 
patients’ care, they almost always complicate and 
sometimes weaken research conducted in a clinical 
setting. Particularly in settings where providers 
may be assigned to both “intervention” and 
“control” patients, contamination problems are dif-
fi cult to avoid. Even when interventions can be 
focused effectively on the intended patients or pro-
viders, informal communication among providers 
can lead to contaminated effects, thereby decreas-
ing the likelihood of detecting signifi cant changes. 

Fortunately, some solutions to the above prob-
lems exist. First, investigators should identify, 
through baseline interviews and organizational 
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and better patient outcomes include: (i) easily 
available clinical measures (e.g., mortality, 
unplanned hospital admission) may not be sensi-
tive to the kinds of patient -related outcomes that 
might be affected by introduction or withdrawal of 
medications; (ii) changes in physician prescribing 
may lead to little or no change in patients ’ health 
status if patients do not adhere to the recom-
mended regimens; and (iii) many medical therapies 
require months to years of continued persistence 
before clinical benefi ts become apparent. 

Because of the above problems, sample sizes 
may need to be enormous to detect even very 
modest changes in patient outcomes (see Chapter 
4 for a discussion of methods for determining sta-
tistical power). These problems are much less 
severe in drug trials (especially placebo -controlled
studies) because of experimenter control over the 
major independent variable —exposure to medica-
tions (see Chapter 36). However, process outcomes 
(e.g., use of recommended medications for acute 
myocardial infarction from evidence -based practice 
guidelines) are often sensitive, clinically reasona-
ble, and appropriate measures of the quality of 
care,69–71 and improvements in process should not 
be dismissed outright as surrogate outcomes. They 
may be important in and of themselves, as long as 
the processes are a measure of evidence -based and 
proven effective therapy. 69–71

Currently  available solutions

Conceptual framework
A useful starting point for designing an interven-
tion to improve prescribing is to develop a frame-
work for organizing the clinical and non -clinical
factors that could help or impede desired changes 
in clinical behaviors. 7,8,9,10,72 The Theory of Planned 
Behavior9,10 is amenable to developing such a 
framework as is the PRECEDE model. 72 PRECEDE 
was developed for adult health education programs 
by Green and Kreuter, 72 and proposes factors infl u-
encing three sequential stages of behavior change: 
predisposing, enabling, and reinforcing factors. 
Predisposing variables include such factors as aware-
ness of a consensus guideline on appropriate use of 

intervention is widely adopted or legislatively man-
dated, many resources will have been diverted 
away from other parts of the health -care delivery 
system. In those very rare instances in which the 
intervention has shown unusual promise in similar 
populations, the application of RCTs may be inap-
propriate but alternative research designs should 
still be considered to better defi ne the absolute 
risks, benefi ts, and costs of the intervention. 
Feasible design alternatives are quasiexperimental 
designs such as interrupted time -series analysis or 
staged implementation in which the control popu-
lation (or regions) receive the intervention after 
comparative data have been collected. 29,54,62,67,69,70

Detecting effects on  patient outcomes
While a number of studies have demonstrated posi-
tive effects of various interventions on prescribing 
practices, few large well -controlled studies have 
linked such changes in the processes of care to 
improved patient outcomes. A notable exception 
was a (quasi) -randomized trial of computerized 
alerts to improve venous thromboprophylaxis for 
hospitalized patients. 70 Kulcher  et al. allocated 
about 2500 patients and their physicians to either 
usual care or exposure to a computerized alerting 
system that automatically generated a clinical risk 
of deep venous thrombosis score and alerted physi-
cians for the need for prophylaxis using either 
drugs or devices. Unlike most studies, this trial was 
designed to detect a difference in clinical events, 
namely objectively diagnosed life -threatening deep 
venous thrombosis or pulmonary embolism. 70 The 
computerized system more than doubled rates of 
appropriate prophylaxis (34% vs. 14% for con-
trols), although there was still room for improve-
ment. More important, it led to a clinically 
important (41% decrease) and statistically signifi -
cant ( p = 0.001) reduction in adverse clinical 
events. This is one of a handful of studies that 
suggest a tight link between improvements in proc-
esses of care and patient -related outcomes. Under 
most circumstances, it is profoundly diffi cult to 
demonstrate statistically signifi cant changes in 
patient outcomes in response to intervention. 
Explanations for the far more commonly observed 
dissociation between improvements in prescribing 
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materials may incorporate visually arresting graphs, 
illustrations, and headlines to convey important 
behavioral and educational messages, such a strat-
egy rests on assumptions that physicians will be 
exposed to the information, and that such rational 
information will be suffi ciently persuasive to 
change clinical practices. Unfortunately, several 
reviews provide consistent evidence that use of dis-
seminated educational materials alone (such as 
drug bulletins, self -education curricula, objective, 
graphically illustrated “un-advertisements,” or 
other professionally prepared educational bro-
chures) may affect some of the predisposing vari-
ables in the change process, but will have minimal 
(and often no) effect on actual prescribing 
practice.19–23,52,73

A study of the effect of warning letters mailed 
to 200 000 physicians who were high prescribers of 
zomepirac sodium corroborates this previous litera-
ture.39 The warning letters, which alerted these 
physicians to serious or fatal anaphylaxis associated 
with use of zomepirac, were not associated with 
any reduction in its use, especially in the face of 
stronger face -to-face pharmaceutical industry mar-
keting campaigns which may have counteracted 
the warning messages. 

A distinct subset of educational materials are 
clinical practice guidelines. Although primarily 
educational in nature, they are also a codifi cation 
of current best practice, and are intended to 
improve quality and decrease costs by minimizing 
unnecessary variations in practice. However, faith 
in the simple act of guideline dissemination presup-
poses that information alone, regardless of how 
reliable or how well referenced, can change behav-
ior. In general, when rigorously studied, guideline 
dissemination alone does not infl uence prescribing 
behavior or other practices to a clinically important 
degree.19–23,74–78 Given the proliferation and availa-
bility of numerous guidelines, dissemination of a 
particular guideline should be considered part of 
“usual care, ” and so unlikely to change practice as 
to provide a reasonable control “intervention” with 
which to compare more effective interventions or 
strategies.

In summary, simple dissemination of educa-
tional materials does not appear to be effective by 

a thrombolytic agent, knowledge of clinical rela-
tionships supporting such a guideline (e.g., major 
actions of thrombolytics in the artery), beliefs in 
the effi cacy of treatment (e.g., probability of 
survival), attitudes or values associated with rec-
ommended behaviors (e.g., risk of intracranial 
hemorrhage associated with therapy), and a myriad 
of other potential factors. 8,52 However, while a 
mailed drug bulletin or e -mail alert may predispose 
some physicians to new information (if they read 
it), behavior change may be impossible without 
new enabling skills (e.g., skills in administering a 
new therapy, or overcoming patient or family 
demand for unsubstantiated treatments). Once a 
new pattern of behavior is tried, multiple and posi-
tive reinforcements (e.g., through peers, reminders, 
feedback, and incentives) may be necessary to 
establish fully the new behavior. Several reviews 
of the literature have come to a similar conclu-
sion:20,34,52,73 multifaceted interventions that encom-
pass all stages of behavior change are most likely 
to improve physician prescribing. 

Empirical evidence on the 
effectiveness of  interventions
to improve  prescribing 
Does existing empirical evidence on the effective-
ness of alternative prescribing interventions provide 
any lessons on the key characteristics of successful 
approaches to this problem? Illustrative fi ndings 
from several research syntheses will be used to 
evaluate the effectiveness of the most commonly 
studied or applied approaches. Because of severe 
biases introduced by uncontrolled designs which do 
not measure pre -existing trends in target drug use 
behaviors (see prior “Methodologic Problems ”
section), only studies using valid experimental or 
quasiexperimental research designs (e.g., pre –post
with comparison group and time -series designs) are 
discussed.

Disseminating educational materials
and guidelines
Distributing printed educational materials aimed at 
improving prescribing practice remains the most 
ubiquitous form of prescribing education in the 
industrialized world. While the most sophisticated 
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little benefi t, associated with the use of hormone 
therapy.  81   

 Figure  25.2  provides data from a US study sug-
gesting that widespread reporting of the risk of 
Reye ’ s syndrome associated with pediatric aspirin 
use by the medical and lay press was associated 
with declines in Reye ’ s syndrome. This media cam-
paign was conducted after Reye ’ s syndrome was 
linked to aspirin use and antecedent viral illnesses 
in several epidemiologic studies.  82   The authors 
concluded, based on this and other studies, that 
mass media warnings may be effective in changing 
both consumer and physician behavior when the 
illness is severe or life - threatening, the behavioral 
message is simple, no or few barriers to alterna-
tive behaviors (e.g., acetaminophen versus aspirin) 
are present, and the campaign is comprehen-
sive, involving both health professionals and 
consumers.    

  Small  g roup  l earning 
 Although rounds, seminars, and other group didac-
tic educational programs are among the most uni-
versal methods for prescribing education, controlled 
studies of this approach are almost non - existent in 
the literature, especially in non - teaching settings. 
Nevertheless, small group discussions conducted by 

itself in altering prescribing patterns, but these 
materials may provide a necessary  predisposing  
foundation for other  enabling  and  reinforcing  
strategies.  

  Multimedia  c ampaigns 
 Occasionally, the discovery of important adverse 
effects of marketed drugs is accompanied by dis-
semination of educational materials to physicians 
as part of a broader warning campaign involving 
the medical and popular press, internet, newspa-
pers, television, and radio. When the adverse 
effects are severe and preventable, alternative 
agents exist, and the messages are simple enough 
to convey in mass communications, such multime-
dia campaigns may be effective in changing pre-
scribing patterns in large populations. Previous 
examples include reductions in the use of chloram-
phenicol (aplastic anemia)  79   calcium channel block-
ers (myocardial infarction) in response to 
widespread media warnings.  80   If one considers the 
prerelease, publication, and intense lay press asso-
ciated with the results of the Women ’ s Health 
Initiative RCT a form of multimedia campaign, it is 
noteworthy that the prescription of estrogen 
decreased by 38% within 6 months of widespread 
awareness of the fi ndings of signifi cant harm, and 

     Figure 25.2     Trend in number of ( � ) medical and ( � ) lay press citations on aspirin and Reye ’ s syndrome, and the ( • ) 
incidence of Reye ’ s syndrome among children. Newspaper index limited to four continuously reporting national news-
papers described in text. Reprinted  with permission from  Milbank Quarterly  .  82    
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include: (i) much of the generated information was 
probably clinically irrelevant; (ii) unsynthesized 
and voluminous data may cause information “over-
load” and desensitization of busy clinicians; (iii) 
there was no provision of alternative measures to 
improve care; and (iv) the feedback was not derived 
from credible sources of information. This approach 
represents one of the few instances in which the 
volume of negative fi ndings from methodologically 
rigorous studies strongly supports the exclusion of 
this strategy from future research. 

Other forms of feedback may compare practice 
patterns with peers or predetermined standards 
such as practice guidelines. The former is typifi ed 
by interventions of peer -comparison feedback, 
while the latter are typifi ed by formal drug 
utilization review programs. Systematic reviews 
consistently conclude that peer comparison feed-
back has a statistically signifi cant, but clinically 
minimal, effect on prescribing or other physician 
behaviors.21,22,25 Furthermore, it seems these pro-
grams would be unlikely to offset the costs of the 
interventions themselves, much less lead to cost 
savings. The conclusions of these reviews were 
entirely supported by a recent methodologically 
rigorous RCT of the effect of peer -comparison feed-
back on the prescription of fi ve unrelated groups of 
medication.88 These Australian investigators went 
so far as to conclude, based on their null results, 
that “feedback is not worthwhile and should 
not be seen as a high priority by government 
agencies.”88

In addition to the type or content of the feed-
back, a number of variables must be considered. 
Communication channels could be by letter, com-
puter, or face -to-face encounter with a supervisor 
or colleague. Even more important, the credibility 
of the source of the feedback information probably 
infl uences its effectiveness more than the content 
of messages. Thus, feedback programs operated by 
a government regulator or managed care organiza-
tion may be less effective than professionally based 
educational programs in which an ongoing rela-
tionship exists between the sender and receiver of 
information.88–93

The level at which feedback is given is another 
important issue that may differentiate successful 
and valid programs from questionable ones. For 

clinical leaders in academic primary care settings 
have been shown to improve use of antibiotics 40

and agents for hypertension treatment and 
control.83 These successful approaches have 
included reviews of patient records to establish the 
need for change and participatory methods based 
on adult learning theory, and have more in common 
with academic (individual or group) detailing 
than traditional modalities of continuing medical 
education. Traditional large -group, didactic con-
tinuing medical education seminars have not 
been as successful, by themselves, in improving 
physician performance. 19,20,84,85 Even the most rig-
orous internet -based extensions of traditional con-
tinuing medical education had yielded only 
negligible incremental advantage over more tradi-
tional approaches. 85 The results of one early but 
important RCT of continuing medical education 
were summed up by the authors as follows: “Put
simply, in terms of the effects of continuing educa-
tion on the documented quality of care, wanting 
continuing education . . . was as good as getting 
it.”84

Audit and feedback
During the last 25 years, an increasingly popular 
approach to improving physician performance has 
been some form of “feedback” of prescribing pat-
terns to individuals or groups of physicians. It has 
been estimated that, annually, more than one -half
of all US physicians receive some clinical or eco-
nomic feedback regarding their prescribing prac-
tices.21,23–25 While managers and health policy 
makers often assume that “feedback” is a unidi-
mensional technique, its many variations have not 
been well defi ned or well studied. 25

One well -studied form of audit and feedback, 
however, is the patient -level medication profi le. It 
has frequently been hypothesized that simply 
making clinicians aware of all of the medications a 
patient may be prescribed might be an effective 
method for reducing use of excessive, duplicative, 
or interacting medications. The best controlled 
trials of this approach confi rm that simply distribut-
ing such profi les, without explicit suggestions for 
changes in practices, has no detectable effect on 
prescribing practice. 86–88 Likely reasons for the 
failure of this intuitively appealing approach 
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indicators compared with usual care; three out of 
fi ve of these improvements were also statistically 
signifi cant. 90

Reminders and computerized decision
support systems
Often, physicians are predisposed to certain thera-
peutic interventions, but simply omit them due to 
oversight or lack of coordination in the health care/ 
communications system. In these cases, computer-
ized reminder systems have been developed that 
enable physicians to reduce these errors of omis-
sion by issuing alerts to perform specifi c actions in 
response to patient -level information such as labo-
ratory fi ndings or diagnoses. 

Several studies in hospitals, managed care 
organizations, and primary care settings have pro-
vided strong evidence that such systems can prevent 
the omission of essential preventive services such 
as deep venous thrombosis prophylaxis, infl uenza 
immunization, and others. 56,70,93–95 In general, pro-
spective reminders are more effective than retro-
spective feedback; however, such systems are 
effective only as long as the reminders continue. 
Further, it is likely that such systems are only effec-
tive when clinicians are already predisposed to 
acting in concert with the protocols. Few data are 
available on the potential for such systems to 
reduce inappropriate drug prescribing in cases 
when physicians have strong beliefs in opposition 
to recommended practice and (for the most part) 
various reminder systems have only been studied 
with a few reminders at a time. “Reminder -fatigue”
with concurrent bypassing of computer screens or 
generalized neglect of all alerts is an important 
possibility that has not been well documented or 
studied. It is noteworthy that, even with these 
caveats, computerized reminders are perhaps the 
most studied aspect of the various functionalities 
present within the electronic health record. A rig-
orous review of 28 trials examining real -time point 
of care computerized reminders demonstrated that, 
when compared with controls, the median improve-
ment in process of care measures was only 4%; the 
median improvement in appropriate medication 
prescribing was only 3% (interquartile range 1 to 
11%).95 Although statistically signifi cant, the mag-

example, many existing drug utilization review 
programs attempt to review the appropriateness of 
medication prescribing for individual patients (e.g., 
drug interactions and dosage). Since the majority 
of feedback messages are likely to be clinically 
unimportant,14,17,18,88 the clinically relevant mes-
sages could be unintentionally ignored. In fact, the 
best controlled studies do not yet support the effec-
tiveness of either retrospective or prospective DUR 
even though both are mandated for all state 
Medicaid program. 14,17,18 For this reason, a more 
valid method may be to compare patterns of pre-
scribing by individual physicians with clinical 
guidelines or other more appropriate benchmarks. 90

Lastly, beyond the medium and the message, if 
physicians are not able to respond immediately to 
the feedback delivered, by altering prescribing 
during a specifi c patient encounter, they may not 
respond at all. It is not necessarily true that physi-
cians will generalize behavior from one specifi c 
encounter to similar clinical situations. 89,90

One advance in the area of audit and feedback, 
one that attempts to address many of the afore-
mentioned problems, is the development of the 
concept of the “achievable benchmarks of care ” by 
Kiefe et al.90 The underlying theory is that viewing 
one’s personal performance within the context of 
peers’ performance should be a powerful motivator 
for change. 90 In essence, the achievable benchmark 
represents the average performance of the top 10% 
of local physicians being assessed. 90 By design, 
achievable benchmarks are higher than the group 
mean—and group mean data are what are most 
often provided in audit and feedback programs. 
Kiefe et al. undertook a cluster -randomized control-
led trial and allocated physicians ( N = 100) and 
their diabetic patients ( N = 2000) to either “usual
care” (in fact, it was a standard quality improve-
ment intervention that profi led physicians and pro-
vided them with individual and group mean 
performance feedback on fi ve different quality 
indicators such as infl uenza vaccination, foot 
examination, and measurement of glycosylated 
hemoglobin) or to an experimental intervention 
(usual care plus the provision of top 10% achiev-
able benchmark data). The intervention was associ-
ated with 15 –57% relative improvements in all 
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tion on treatment of arthritis and the inappropriate 
use of Cesarean sections, 101,102 local opinion leaders 
or educationally infl uential physicians have been 
identifi ed and encouraged to consult informa-
lly with colleagues. These opinion leaders are 
approached frequently for clinical advice, are 
trusted by their colleagues to evaluate new medical 
practices in the context of local norms, have good 
listening skills, and are perceived as clinically com-
petent and caring. 3,66,101–105 In addition to opinion -
leader involvement, these interventions generally 
included brief orientation to research fi ndings, 
printed educational materials, and encouragement 
to implement guidelines during informal “teacha-
ble moments ” that occur naturally in their ongoing 
collegial associations. Success of these programs 
was attributed to “the importance of the local com-
munity’s norms, the orientation of practitioners to 
locally credible individuals, and the need to trans-
late the research fi ndings into a locally applicable 
message.”103

For example, one RCT demonstrated that 
opinion leaders could be used to improve prescrib-
ing in the treatment of acute myocardial infarc-
tion.66 Hospitals in Minnesota ( N = 37) were 
randomized to guideline dissemination, perform-
ance feedback, and opinion leaders (intervention), 
or guidelines and feedback alone (controls). Both 
the unit of randomization and the unit of analysis 
were the hospital. Clinical and process data were 
collected for a year before, and a year after, the 
intervention (which itself lasted about 6 months). 
The opinion leaders were asked to promote four 
separate practices, each consistent with national 
evidence-based guidelines: increased use of aspirin, 
increased use of beta -blockers, increased use of 
thrombolytic therapy in elderly patients, and 
decreased routine use of lidocaine prophylaxis. 
Compared to controls, the intervention hospitals 
successfully increased the use of aspirin (absolute 
median improvement 13%, p = 0.04) and beta -
blockers (absolute median improvement 31%, 
p = 0.02). However, there was no improvement in 
the use of thrombolytic therapy, and all hospitals 
decreased use of lidocaine by about 50%. This latter 
fi nding is evidence of a secular trend, a trend more 
powerful than the intervention itself, and one that 

nitude of improvements are far smaller than 
expected and in many cases might not be consid-
ered worthwhile. 

Finally, few well -controlled studies are available 
on the potential for such computerized systems to 
succeed beyond a “secretarial reminder ” function, 
although early work using locally developed (i.e., 
homegrown) decision support systems at Brigham 
and Women ’s Hospital in Boston, LDS Hospital in 
Salt Lake City, and the Regenstrief Institute in 
Indianapolis, show some promise in altering physi-
cians’ prescribing decisions in more complex areas 
such as dosage, schedule, suboptimal choices, and 
prevention of adverse drug events. 94–96 This promise, 
however, should not be assumed. 56,95–99 In one 
older but very rigorous study of advanced compu-
ter decision support, Eccles et al. conducted a 
cluster -randomized controlled trial of 60 busy 
primary care practices in the UK. 99 These practices 
already had electronic records and electronic pre-
scribing. Eccles et al. randomized these practices to 
a computerized guideline/ decision support inter-
vention that was fully integrated into the electronic 
clinic record; half of the practices were allocated to 
a symptomatic coronary disease guideline ( N = 1415
intervention patients) and the other practices to an 
asthma guideline ( N = 1200 intervention patients). 
After 1 year, there were no signifi cant improve-
ments in any one of more than 40 different quality 
indicators for either condition. 99 Furthermore, 
there have also been well -documented harms and 
adverse events induced by various computerized 
decision support systems. 97,98 With these cautionary 
notes, we refer the interested reader to a more 
detailed examination of adverse drug events in 
general, and the potential roles of CPOE and com-
puterized decision support, in Chapter 45 of this 
book and recent systematic reviews. 56,93,95,100

Opinion leaders
The role of local opinion leaders in the adoption 
of new pharmaceutical agents has been well -
documented by Coleman, Katz, and Menzel. 2 Their 
data indicated that after opinion leaders adopted 
drugs, other less -integrated physicians eventually 
followed in a classic curve of technology diffusion. 
In several studies of diffusion of scientifi c informa-
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include: (i) targeting of physicians with higher than 
average needs for education (e.g., through analyses 
of administrative data); (ii) conducting motiva-
tional research (e.g., surveys of focus group inter-
views) in advance of the intervention to understand 
the causes of suboptimal prescribing patterns; (iii) 
sponsorship by authoritative and credible medical 
organizations; (iv) two - way communication with 
prescribers to increase clinician involvement and 
relevance to different patient populations and set-
tings; (v) presentation and discussion of counterar-
guments to which physicians have been exposed; 
(vi) brevity; (vii) use of high - quality, graphical 
educational materials; (viii) repetition of major 
messages; and (ix) follow - up visits for positive 
reinforcement. Of course, pharmaceutical industry 
detailing also shares many of these principles and 
methods. What sets academic detailing apart from 
industry efforts is that the messengers and the mes-
sages of the former are independent, objective, and 
evidence - based. 

 Figure  25.3  provides an example of an educa-
tional leafl et briefl y summarizing the main educa-
tional messages concerning the costs and lack of 
effi cacy of propoxyphene that were emphasized 
in one RCT of a four - state academic detailing 

would have been attributed to the intervention 
if a weaker study design had been employed. 
Although the recruitment and use of opinion 
leaders shows great promise in accelerating the 
adoption of evidence into practice, overall the 
results of rigorous opinion leader studies have been 
mixed,  104   and whether or not such interventions 
are reproducible across diseases and settings,  105   can 
improve prescribing for multiple conditions outside 
the hospital setting, and are cost effective, still 
remains to be determined.  

  Academic  d etailing 
 A growing number of well - controlled studies 
support the conclusion that programs combining 
professionally illustrated educational materials 
with brief face - to - face visits (15 – 25 minutes) by 
university - based pharmacists (academic detailers) 
or physician counselors or peer - leaders are effec-
tive in reducing prescribing of contraindicated or 
marginally effective therapies in primary care set-
tings. Similarly, several controlled studies of direct 
educational efforts by pharmacists have also docu-
mented improvements in targeted prescribing prac-
tices.  22,106,107   The principles and methods of this 
approach are described in detail elsewhere,  12   and 

     Figure 25.3     Reverse side of graphically illustrated and referenced educational leafl et emphasizing the lack of effi cacy 
and high cost of propoxyphene in comparison to aspirin or acetaminophen. Leafl et was used in face - to - face academic 
detailing study.  12,75    
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prescribing behavior per se, numerous observa-
tional studies suggest that differing payment 
methods do affect the way that physicians practice 
medicine.26–28,110–112 As a general rule, it has also 
been observed that fi nancial incentives are consist-
ently more powerful than penalties when it comes 
to changing behavior. 

In response to escalating drug costs, an 
increasing number of physician organizations in 
the US are entering into capitated drug risk -
sharing arrangements with managed care 
organizations.22–24,111 These innovative drug pay-
ment mechanisms are designed to control drug 
costs by encouraging physicians to prescribe “pre-
ferred” drug products (e.g., generic drugs or those 
that are on the health plan ’s formulary). Some 
analysts assert that capitation encourages physi-
cians to examine their prescribing more critically, 
resulting in the choice of appropriate, effective, and 
low-cost medications. This belief is based on a 
number of untested assumptions: (i) practices must 
be large enough to absorb risk, so that costly but 
appropriate prescribing decisions for the individual 
patient are not unduly affected; (ii) performance 
feedback to prescribers must be timely and provide 
specifi c advice about costs, risks, and possible sub-
stitutions; and (iii) physicians must understand and 
be sensitive to differences in drug pricing. Because 
it is unlikely that these assumptions (in general) 
can be met, any intervention using fi nancial incen-
tives must be considered experimental. This is 
perhaps most true for various “pay for perform-
ance” schemes that have been introduced in many 
settings.112,113 The most mature pay for perform-
ance program is that linked to the UK Quality and 
Outcomes Framework for primary care. 112 There 
were more than 100 indicators introduced, and by 
most standards the incentives were considered 
generous—up to an additional 25% of an individ-
ual physicians ’ income could be generated within 
the scheme, and collectively about $1 billion dollars 
annually was spent by the National Health Service. 
Early studies, using time -series methods, demon-
strated small to modest improvements in some but 
not all performance indicators; protracted follow -
up, however, demonstrated that performance pla-
teaued and in fact quality of care may have even 

program.75 A formal economic analysis of this 
study, conducted from a societal perspective (in this 
case, a Medicaid program), concluded that target-
ing moderate to high prescribers of propoxyphene, 
cephalexin, and vasodilators using administrative 
claims databases could lead to high benefi t -to-cost
ratios, even without considering positive spillover 
effects to non -participating physicians, improved 
quality of care, or possible cost savings due to elimi-
nation of adverse drug effects. 76

If academic detailing is truly cost neutral (or 
even cost saving), the main barrier to more wide-
spread use of the strategy is its perceived labor 
intensiveness. Nevertheless, academic detailing 
is the single most consistently effective method 
for changing physician practice that has been 
reported.19,20,106–108 A number of controlled trials 
have attempted to replicate the positive results of 
face-to-face outreach with smaller group outreach 
sessions, often referred to as “group detailing. ”109

Group detailing has the additional advantage of 
encouraging discussions within the group, which 
may enhance the diffusion of ideas and increase 
their impact. For example, in an RCT to improve 
the treatment of hyperlipidemia in Sweden, Diwan 
et al. randomized 134 health centers. 109 The inter-
vention, for 67 of the health centers, consisted 
of printed guideline dissemination, an informa-
tional video, and four 30 -minute group detailing 
sessions between all health center physicians and a 
clinical pharmacist, while the control centers only 
received printed information. Compared to base-
line measurements, hyperlipidemia was treated 
more often for all patients in the intervention 
centers. Moreover,  “fi rst -line prescribing ” (use of 
specifi c agents in accordance with national guide-
lines) was 20% higher ( p = 0.03) for the interven-
tion centers. 109 It is likely that as long as the group 
size is kept relatively small (i.e., fewer than 5 –10
participants), and the other precepts of academic 
detailing are adhered to, group detailing is a rea-
sonable alternative approach to individualized edu-
cational outreach. 

Financial incentives and penalties
Although there are few studies of the effects of 
fi nancial incentives or penalties on physician 
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• use of multiple evidence -based strategies to 
address multiple barriers to best practice; and 
• emphasis on the goal of improvement in the 
quality of prescribing and patient safety, not 
just cost minimization in the guise of quality 
improvement.

There is also a tremendous need for carefully 
controlled research of some existing and new 
methods for improving prescribing, and how best 
to combine various evidence -based strategies to 
allow for rapid local implementation of prescribing 
guidelines. New models are needed to predict the 
most effective types of intervention for specifi c 
problem types and a number of broader questions 
still need to be answered: What is the correct, or at 
least most reasonable, rate of adherence to a given 
prescribing guideline? Are face -to-face interven-
tions (either one -on-one or in small groups) always 
necessary to address strongly held incorrect beliefs? 
What should we consider a “clinically important ”
improvement for a complex practice change strat-
egy? Can reminder systems that are so effective in 
correcting errors of omission change more resistant 
errors of commission? Even if single reminders are 
effective, is there a point of multiple reminder -
fatigue and diminishing clinical returns? Lastly, are 
advanced computerized decision support systems 
safe and effective, and, if so, are they worth the 
time, effort, and opportunity costs necessary to 
implement and use them? 

Practice settings may also infl uence the choice 
of interventions to be evaluated. For example, 
organized systems of clinicians (e.g., medical 
groups, independent practice associations, inte-
grated delivery systems) may be conducive to par-
ticipatory approaches in which practicing physicians, 
and possibly patients, work with a facilitator/edu-
cator to explore current practices and barriers to 
change, and then develop or modify practice guide-
lines, along with methods to measure guideline 
adherence. These group meetings also serve as 
vehicles for active learning and begin to converge 
with the strategy of group detailing described 
earlier. In addition, we believe more attention 
needs to be paid to the study of changing the 
behavior of busy physicians in community practice. 
Many successful strategies may not be transferable 

decreased for those conditions or indicators that 
were not incentivized. 112 At present, any strategy 
employing fi nancial incentives to change prescrib-
ing should be considered an experiment, and it 
ought to be studied rigorously, with particular 
attention to the quality of prescribing, unintended 
consequences (e.g. cost -shifting), and impacts on 
patient-related outcomes. 

The future 

Based on this synthesis of the research literature, it 
is clear that our knowledge of the characteristics of 
successful interventions to improve prescribing is 
growing rapidly. Passive dissemination of evidence 
is a necessary but insuffi cient method for improv-
ing most prescribing behaviors. In general, the 
achievement of long -term changes in practice will 
depend on inclusion of multiple strategies that pre-
dispose, enable, and reinforce desired prescribing 
behaviors. The following characteristics seem to 
recur in successful interventions:
• using theoretical and conceptual frameworks to 
identify key factors infl uencing prescribing deci-
sions through surveys, focus groups, or in -depth
interviews;
• targeting physicians in need of education (e.g., 
through review of prescribing data) to increase 
effectiveness and effi ciency; 
• recruitment and participation of local opinion 
leaders;
• use of credible and objective messengers and 
materials;
• face-to-face interaction, especially in primary 
care settings; 
• audit and feedback ( if it is used at all) that incor-
porates achievable benchmarks, comparisons with 
peers, and patient -specifi c data; 
• repetition and reinforcement of a limited number 
of messages at one time; 
• provision of acceptable alternatives to the 
practices that are deemed necessary to be 
extinguished;
• brief, graphic educational guidelines and evi-
dence summaries to predispose and reinforce 
messages;
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advance the fi eld. While policy -induced reductions 
in use of essential medications have been associ-
ated with adverse events, 120 few analogous patient 
outcomes studies exist in the literature on inter-
ventions to improve prescribing. Important effects 
of medications on many health outcomes have 
been demonstrated in clinical trials; therefore, it is 
reasonable to hypothesize that more appropriate 
use of some medications could reduce morbidity 
and mortality, increase patient functioning, and 
improve quality -of-life. Whether improved pre-
scribing is a surrogate measure, or an outcome 
that directly leads to improved health outcomes, 
it remains a critically important area for study. 
Further, the promise of a comprehensive electronic 
health record, one that is knowledge -generating
and linked to prescriptions, clinical and laboratory 
information, and claims data, has yet to be fully 
realized Once there is widespread adoption of these 
technologies, the fi elds of health services research 
and pharmacoepidemiology will enter a new era 
when innovative measures to improve the quality 
of prescribing will be implemented and evaluated 
with heretofore unknown methodologic rigor. 
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Introduction 

Vaccines are among the most cost effective and 
prevalent public health interventions. 1,2 Where 
immunization is widely practiced, rates of targeted 
vaccine-preventable disease (VPD) have declined 
considerably. 3,4 However, no vaccine is perfectly 
safe or effective. 5 With high rates of vaccinations 
and a low incidence of VPD, adverse events follow-
ing immunizations (AEFIs) are understandably of 
concern, and have received increasing attention. 6–10

Unfortunately, this concern has often negatively 
affected the stability of immunization programs. 11

For example, questions about the safety of per-
tussis vaccine in Japan and elsewhere during the 
1970s reduced the coverage rate for this vaccine, 
resulting in resurgence of pertussis. 12 Similar con-
cerns in the United States led to lawsuits, substan-
tial vaccine price increases, loss of vaccine 
manufacturers,13 and were a potential deterrent to 
the development of new vaccines. 14 More recently, 
concerns about the safety of mercury -based thime-
rosal preservative used in vaccines 15,16 and the 
safety of anthrax 17 and smallpox vaccines 18,19 have 
affected the stability of US civilian and military 
immunization programs, respectively. In the United 
Kingdom, a case series report of autism following 
MMR vaccination in a small number of patients 
(n = 12; subsequently retracted) precipitated wide-

spread vaccine safety concerns, leading to reduced 
MMR vaccination rates and subsequent measles 
outbreaks.20,21 Similarly, vaccine safety concerns 
have affected public acceptance of hepatitis B 
vaccine in France, 22 oral polio vaccine (OPV) in 
Nigeria,23,24 and 2009 H1N1 vaccine in several 
countries.25,26

In the early 1990s, a review by the Institute of 
Medicine (IOM) in the United States 27,28 noted that 
vaccine safety knowledge and research capacity 
had been limited by several factors: (i) inadequate 
understanding of biologic mechanisms underlying 
adverse events; (ii) insuffi cient or inconsistent 
information from case reports and case series; (iii) 
inadequate size or length of follow -up of many 
population-based epidemiologic studies; (iv) limita-
tions of existing surveillance systems in providing 
persuasive evidence of causation; and (v) few 
experimental studies published relative to the total 
number of epidemiologic studies published. IOM 
concluded that, “if research capacity and accom-
plishments [are] not improved, future reviews of 
vaccine safety [will be] similarly handicapped. ”

Pharmacoepidemiology has played a vital role in 
providing the scientifi c methods for assessing 
vaccine safety in the United States, 29 Europe, 30 and 
globally. 11,31–33 Many research and knowledge gaps 
continue to be identifi ed in each IOM review of 
specifi c immunization safety controversies since 
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(GBS) after swine 54 or 2009 H1N1 55 infl uenza vac-
cines, and oral polio vaccine -associated paralytic 
polio (VAPP), 56 are of concern for vaccines. In con-
trast, side effects are essentially universal for cancer 
chemotherapy, and gastrointestinal side effects are 
very common (10 –30%) among people on high -
dose aspirin therapy. 57

The cost and the diffi culty of studying events 
increase with their rarity, however (see Chapter  3).
Furthermore, the ability to provide defi nitive con-
clusions from epidemiologic studies of rare events 
is poor. Attributable risks in the order of 1/10 000–
1/100000 are on the margin of resolution for 
epidemiologic methods. 27,58 This challenge was 
illustrated during the whole -cell pertussis vaccine 
safety concern in the late 1970s. 12 All British chil-
dren 2 to 35 months of age hospitalized for several 
neurological illnesses over 3 years (n = 1167) were 
enrolled in a very large case –control study. 59 The 
fi nding of a signifi cant association between vaccine 
and permanent brain damage was based on only 
seven exposed cases. 53 Whether or not this study 
fi nding was valid, it generated much controversy 
in and out of the courts. 27,60 Interestingly, a recent 
study suggests a possible de novo genetic mutation 
predisposing risk factor for the cases. 61

Despite considerably more robust data linking 
GBS with the swine infl uenza vaccine, 54 subse-
quent controversy 62,63 resulted in a court -ordered
independent re -examination of the data 64 and ulti-
mately to a partial repetition of the study, confi rm-
ing the initial fi ndings. 65 Robust results from two 
studies on rhesus rotavirus vaccine and intussus-
ception66,67 have also been challenged. 68,69

Perhaps not surprisingly, but adding to the con-
fusion, much of the published literature on vaccine 
safety historically has been in the form of case 
reports and case series (e.g., a subsequently 
retracted Lancet article alleging links between 
measles vaccination and autism 20) rather than con-
trolled studies with adequate statistical power. 27,28

This problem has been ameliorated recently with 
the advent of carefully controlled, large, linked 
database studies in the United States, United 
Kingdom, and Denmark. 33,70

A higher standard of safety is also required for 
vaccines because of the large number of people 

2001, ranging from autism to unexpected infant 
deaths.17,34–40a In this chapter, we discuss the major 
differences in how epidemiology is applied to vac-
cines and other pharmaceutical products, giving 
consideration to both policy and methodology. 

Clinical problems to  be addressed 
using pharmacoepidemiologic
research 

Policy issues
Vaccines share many characteristics with other 
pharmaceuticals, such as their phased development 
and licensure, but differ fundamentally in many 
ways. Understanding these differences is important 
to appreciate the policy context of vaccine safety 
and the role of pharmacoepidemiology. Vaccines, 
for example, are biological products that are inher-
ently more complex than most small -molecule
drugs in terms of both constituent components and 
the production process. 41,42 Each component of the 
vaccine formulation —the immunogen, conjugated 
protein,43 preservative, 15 adjuvant, 44,45 stabilizer, 46–49

diluent,50 and other excipients —has its respective 
safety considerations (e.g., sourcing, production, 
quality assurance, safety profi le), individually as 
well as combined. 51 Programmatic errors such as 
mixing up vaccine vials and administration errors 
such as unsafe injections can also be a concern, 
especially in low -income countries. 50,52

A higher standard of safety is also expected of 
vaccines. In contrast to pharmaceuticals, most of 
which are administered to people who are ill, for 
curative or therapeutic purposes, vaccines are gen-
erally given to healthy people to prevent disease. 
Tolerance of adverse reactions to products given to 
healthy people —especially healthy babies —is sub-
stantially lower than to products administered to 
people who are already sick. This lower risk toler-
ance for vaccines translates into a need to investi-
gate the possible causes of much rarer adverse 
events following vaccinations than would be 
acceptable for other pharmaceuticals. Events that 
occur at approximately 1/100 000 to 1/1 000000
doses, such as acute encephalopathy after whole -
cell pertussis vaccine, 27,53 Guillain –Barré syndrome 
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tory authorities such as the Food and Drug 
Administration (FDA), European Medicines Agency 
(EMA),41 and the World Health Organization 
(WHO).82 Modern technology will continue to 
improve the ability to detect contaminants in vac-
cines and infl uence regulatory decisions during 
manufacturing; postlicensure monitoring will con-
tinue to be important should such fi ndings raise 
safety concerns. 81

Very high standards of accuracy and timeliness 
are needed because vaccine safety studies have 
extremely narrow margins for error. Unlike many 
classes of drugs for which other effective therapy 
may be substituted, vaccines generally have few 
alternative strains or types (oral and inactivated 
poliovirus vaccines being the best known excep-
tion). The decision to withdraw a vaccine 62 or 
switch between strains may also have wide ramifi -
cations.56,83 In 1992, the United Kingdom withdrew 
the license of mumps vaccines containing the 
Urabe strain after studies suggested a high rate of 
vaccine-associated meningitis. 84 The manufacturers 
subsequently withdrew this product worldwide, 
leaving countries without an alternative vaccine if 
the Urabe strain was the sole mumps vaccine 
licensed.85,86 Safety concerns led to the withdrawal 
in the early 2000s of what were then the only 
licensed vaccines against rotavirus 68 and Lyme 
disease,87 rendering these vaccines unavailable 
anywhere. Establishing associations of adverse 
events with vaccines and timely measurement of 
the attributable risk are critical in placing adverse 
events in the proper risk –benefi t perspective. An 
erroneous association or attributable risk, espe-
cially with misinformed media or websites, 88,89 can 
undermine confi dence in a vaccine and have dis-
astrous consequences for vaccine acceptance and 
disease incidence. 21 On the other hand, denials of 
association despite accumulating evidence can 
erode public confi dence and compromise vaccina-
tion programs. For example, public dismay with 
delayed action on Urabe mumps vaccine -associated
aseptic meningitis in Japan forced the Ministry of 
Health to rescind compulsory school MMR vaccina-
tion requirements in 1993. 90,91

Because many vaccinations are mandated for 
public health reasons and no vaccine is perfectly 

who are exposed, some of whom are compelled to 
do so by law or regulation for public health 
reasons.71 Such requirements have been imple-
mented by public health authorities because many 
VPD (e.g., measles) are highly contagious. When a 
high proportion of the population is immunized, it 
creates “herd immunity ” so that some of the 
remaining unimmunized people will still be pro-
tected.72 Without such mandates, a  “tragedy of the 
commons” may occur where high vaccine coverage 
is reached and the individual risk –benefi t ratio 
diverges from the societal risk –benefi t ratio. 73,74

Persons may try to avoid the risks of vaccination 
while being protected by the herd immunity result-
ing from others being vaccinated. However, this 
“commons” provided by herd immunity may disap-
pear if too many people avoid vaccination, with the 
resulting tragedy that outbreaks return, 75,76 as was 
experienced in the United Kingdom with pertus-
sis12 and measles. 21 A similar policy consideration 
occurs for some mandatory military vaccinations 
such as anthrax 17 and smallpox, 18 where a higher 
vaccine reaction rate may be accepted in exchange 
for battlefi eld readiness. 

Because of the need for almost universal expo-
sure to many vaccines, the medical maxim “fi rst do 
no harm ” applies even more in public health than 
in clinical medicine (where decisions usually affect 
fewer people). Inadequately inactivated polio 
vaccine was administered to about 400 000 people 
in the “Cutter Incident ”, resulting in 260 polio 
cases.77,78 The following incidents have fortuitously 
not resulted in any documented harm to date. 
Nevertheless, they highlight the importance of 
ensuring the safety of a relatively universal human -
directed “exposure” such as immunizations: (i) 
polio vaccine contaminated by simian virus 40 may 
have been received by millions of people during the 
1950s;79 (ii) some vaccines may have contained 
gelatin stabilizers produced in cattle infected with 
bovine spongiform encephalopathy; 80 (iii) some US 
children were exposed to high levels of ethyl 
mercury from thimerosal preservatives in vac-
cines;15 and (iv) two of the new rotavirus vaccines 
were contaminated by a porcine circo virus. 81 These 
concerns are the basis for strict regulatory control 
and other oversight of vaccines by National regula-



426 Part IV: Selected Special Applications of Pharmacoepidemiology

be immunized despite an increasingly ancient 
experience of wild disease but contemporary fear 
of vaccine adverse events. 

Research in vaccine safety —while applying 
pharmacoepidemiologic principles —can help to 
distinguish true vaccine reactions from coincid-
ental events, 33,101,102   estimate their attributable 
risk,53,54,67,103–107   identify risk factors that may permit 
development of valid contraindications, 53,108   and, if 
the pathophysiologic mechanism becomes known, 
develop safer vaccines. 109,110   Equally importantly, 
such research demonstrates a commitment to 
reducing disease from all causes, vaccine -
preventable and vaccine -induced, and may help to 
maintain public confi dence in immunizations and 
the credibility of immunization programs. 

  Clinical issues
Vaccines, like other pharmaceutical products, 
undergo extensive safety and effi cacy evaluations 
in the laboratory, in animals, and in phased human 
clinical trials before licensure 111   (see Chapter 1).
Phase I trials usually number their subjects in the 
tens and can only detect extremely common 
adverse events. Phase II trials generally enroll 
hundreds of subjects. When they are carefully 
coordinated, important conclusions such as the 
relationship between concentration of antigen, 
number of vaccine components, formulation tech-
nique, effect of successive doses, and profi le of 
common reactions can be drawn from such trials. 112   
Such studies can also affect the choice of the can-
didate vaccine for Phase III. 113   

Sample sizes for Phase III vaccine trials generally 
range between 5000 and 10 000 people, which is 
larger than most drug trials. In extremis, more than 
600000 schoolchildren were enrolled in the famous 
Francis fi eld trial of inactivated Salk poliovirus 
vaccine.114   To help rule out links with a rarer 
outcome such as intussusceptions (background 
rate ∼  5 per 1000 infant years), the second genera-
tion rotavirus vaccine trials enrolled approximately 
70000 infants. 115,116   Traditionally, however, sample 
sizes for Phase III vaccine trials have been based 
primarily on effi cacy considerations; inferences on 
safety are drawn to the extent possible based on 
the sample size ( ∼ 100 –100000) and the duration 

safe, several countries have established compensa-
tion programs for people who may have been 
injured by vaccination. 92   Accurate assessment of 
whether adverse events can be caused by specifi c 
vaccines is essential to a fair and effi cient vaccine 
injury compensation program. 93   In the United 
States, for example, the Vaccine Injury Table con-
tains the vaccines, adverse events, and intervals 
after which no -fault decisions are made in favor of 
the claimants. 92   Periodic revisions of the Vaccine 
Injury Table are necessary to refl ect the best scien-
tifi c information on associations between vaccines 
and adverse events, especially following introduc-
tion of new vaccines. 94   

Finally, recommendations for use of vaccines 
represent a dynamic balancing of risks and benefi ts. 
Vaccine safety monitoring is necessary to weigh this 
balance accurately. In the face of a meningococcal 
B epidemic in New Zealand, it was prudent to fast 
track the licensure of a new vaccine with limited 
prelicensure safety data but assurances of good 
postmarketing surveillance. 95   When the target dis-
eases are close to eradication, high vaccine compli-
cation rates relative to that of the target wild disease 
may lead to discontinuation or decreased use of the 
vaccine, as was done with smallpox vaccine. 96   
Another example was oral polio vaccines, where 
there was a shift to either inactivated polio vaccine 
(IPV)83,97   or sequential IPV/oral polio vaccine 
(OPV),56   in order to control OPV -associated para-
lytic polio and circulation of OPV -derived polio 
virus.98   There may be a tradeoff between safety and 
cost, however. Some countries continue to use 
Urabe mumps vaccine, despite its higher risk for 
aseptic meningitis, after the manufacturer lowered 
the price. 99   

With the renewed fears of bioterrorism, stop-
ping immunizations and allowing formation of 
lacunae in herd immunity no longer seems advis-
able.32,100   Almost all immunizations will therefore 
be needed indefi nitely, with their attendant adverse 
reactions and potential for loss of public confi -
dence. Because of the success of immunizations in 
the near elimination of their target diseases, most 
health-care providers (let alone parents) have not 
ever seen a case of the wild VPD. Each future gen-
eration must therefore be convinced of the need to 
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genetic basis for why some persons under -respond
and others over -respond to an immunization with 
respect to immunogenicity and reactogenicity. 
Historically, the strategy to deal with vaccine 
recipients with insuffi cient immune response was 
straightforward, consisting of a multidose schedule. 
Those with overly vigorous reactions on the 
other hand were more problematic; and were at 
risk of being unfairly labeled as “antivaccine” if 
they questioned the safety of receipt of subsequent 
doses.

Despite over 200 years since Jenner fi rst pio-
neered the smallpox vaccine, the medical science 
of diagnosing, managing, preventing, or treating 
rare, serious vaccine reactions remain relatively 
rudimentary. The reasons are multifold and the 
challenges are as much logistical as scientifi c. 
Modern medicine cannot make progress on rare 
disorders such as leukemia (or rare serious vaccine 
reactions) by relying on primary care providers 
alone. Instead, tertiary subspecialties with adequate 
referral base and research funds (e.g., hematology/ 
oncology) are needed. With the exception of certain 
regions in Italy, 128 Australia, 129,130 and six civilian 
Clinical Immunization Safety Assessment (CISA) 
sites130a and four military Vaccine Research Centers 
(VHC) in the United States, 131 a similar well -
organized, well -identifi ed subspecialty infrastruc-
ture has been missing for the study of rare vaccine 
reactions in most countries. Such centers can also 
potentially play a role for studying newly hypoth-
esized vaccine adverse event syndromes. 20,132 The 
diversity of vaccine exposures (active/ passive, live/ 
killed, single/ combined, etc.), combined with the 
range of adverse event outcomes (in essence the 
entire medical textbook, including some not yet 
defi ned), means that the new subspecialty will 
need to play a “case manager ” role of drawing upon 
other subspecialty expertise as needed. But most 
importantly, such CISA -type centers could poten-
tially prevent outliers (for example, based on 
genetic susceptibility) in reactogenicity response 
from becoming antivaccine activists by recruiting 
them into “win–win” opportunity to improve 
our scientifi c understanding and hopefully even-
tual prevention of vaccine reactions, as done 
recently in a clinical trial of safer booster dose 

of observation (often <30 days). 113 This usually 
means that observations of the common local and 
systemic reactions (e.g., injection site swelling, 
fever, fussiness) have been possible. Because of the 
experimental randomized, double -blind, placebo -
controlled design of clinical trials, inferences on the 
causal relationship of an adverse event with the 
vaccine are relatively straightforward. 27,28 Brazilian 
investigators also used such a design to compare 
the risk of aseptic meningitis among three mumps 
vaccine strains. 117

Better standardization of safety evaluations in 
prelicensure clinical trials is needed so that safety 
data across trials and vaccines can be compared (see 
also Classifi cations and Case Defi nitions, below). In 
the Phase III trials for infant DTaP, a standard case 
defi nition was developed for effi cacy, but ironically 
not for safety —the main reason for the develop-
ment of DTaP. 118 For example, defi nitions of high 
fever across trials varied by the temperature (39.5 °
versus 40.5 °C), the mode of measurement (oral 
versus rectal), and time after vaccination measured 
(48 versus 72 hours). 119 However, for rarer events, 
it may be diffi cult to have standardized assessments 
across cultures and health systems, as illustrated in 
the Swedish and Italian trials in which major dif-
ferences were detected in rates of hypotonic –
hyporesponsive episodes after the same whole -cell
pertussis vaccine. 120

The fi nding of delayed excess mortality in some 
recipients of high -titer measles vaccine in develop-
ing countries, 121 now believed by some to be due 
to a change in vaccine sequence 122 or non -specifi c 
effects of vaccinations, 123 has also led to a call for 
increasing the current limited duration of follow -
up for AEFI in most trials. 124,125 Furthermore, many 
of the new vaccines under development (e.g., 
malaria, tuberculosis) or recently licensed (e.g., 
rotavirus) are targeted for initial introduction in 
resource-limited settings. Both pre - and postlicen-
sure safety studies will therefore need to be done 
in settings where the pharmacovigilance infrastruc-
ture is limited or non -existent.126,127

Ideally, pharmacogenomics (see Chapter  34)
and biobanking can be integrated into prelicensure 
trials (continuing through to postlicensure) to 
begin improving our understanding of the biologic/ 
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manufacturers, lot numbers) and multiple disease 
outcomes. Until the recent advent of data mining 
methods (see Chapter 46), detection of a vaccine 
safety signal occurred as much due to a persistent 
patient138 as due to data analysis. 139 The trade -off
between sensitivity and specifi city depends criti-
cally on whether the goal of the surveillance is the 
detection of a previously unknown illness or 
syndrome (sensitivity > specifi city) or tracking a 
known disease (specifi city > sensitivity). Vaccine 
safety surveillance systems are asked to monitor 
both previously known and previously unknown 
adverse events in the same system, however. 140

Nevertheless, the goal of early detection of an aber-
rant cluster of new adverse events remains identi-
cal to other pharmacovigilance and public health 
surveillance systems. 

Standard  defi nitions and 
evaluative protocols 
Case defi nitions can be used at the time of report-
ing or at the time of analysis to improve specifi city. 
Applying defi nitions at the time of reporting may 
reduce the number of reports processed and lower 
the operating cost. 141 The sensitivity of surveillance 
may be lower and the diffi culty of assessing mis-
classifi cation greater, however. Alternatively, if the 
reporting form is open -ended,142 this may increase 
the sensitivity of surveillance but only at the cost 
of sorting through many non -specifi c reports. 
Defi nitions can then be applied at the time of anal-
ysis. But substantial variation in diagnostic work -
up and description of events makes post hoc
classifi cation diffi cult without additional follow -up
information, which in turn is usually costly. 

Historically, it was diffi cult if not impossible to 
compare and collate vaccine safety data across clin-
ical trials or surveillance systems in a valid manner 
because of lack of standard case defi nitions. We 
can advance our scientifi c knowledge of immuniza-
tion safety by using a common vocabulary, particu-
larly helpful in the prelicensure setting where 
maximizing the yield of safety data may help with 
limited sample sizes. The Brighton Collaboration 
(see Classifi cations and Case Defi nitions, below) is 
addressing this gap. 143

in children with extensive limb swelling after per-
tussis vaccination. 133

Methodologic problems 
to be addressed  using
pharmacoepidemiologic research 

Signal detection
Because biologics such as vaccines are generally 
manufactured in living systems rather than through 
chemical synthesis as for drugs, variation in rate of 
adverse reactions by manufacturer or even lot 
might be expected. 134–136 Surveillance systems need 
to detect such potential aberrations in the expected 
number and type of adverse events in a timely 
manner. Some factors make identifi cation of true 
signals diffi cult. Many vaccines are administered 
early in life, at a time when the baseline risk is 
constantly changing and may be affected by other 
infant events. Furthermore, by defi nition, if vac-
cination rates are high, most people with adverse 
medical events will have had a history of vaccina-
tion. Distinguishing causal from coincidental events 
on a case -by-case basis is rarely possible (see 
Chapter 33), particularly for events where the 
pathophysiologic mechanisms are not known, 
regardless of vaccination. Since many vaccinations 
are administered to individuals either simultane-
ously or as a combination vaccine, unless the 
number of people who also receive that exact per-
mutation of vaccine exposures (including manu-
facturer and lot number) is known so adverse event 
rates can be calculated, it may be diffi cult or impos-
sible to know if an aberration has occurred. 137

Similarly, when vaccine coverage rates are high 
and multiple vaccinations are administered concur-
rently, it can be diffi cult to disentangle the indi-
vidual effects of each component, since simultaneous 
vaccination patterns are likely to be uniform across 
the population. 

Unlike most public health surveillance systems, 
which focus on either a single exposure (e.g., lead) 
or single disease outcome (e.g., measles), vaccine 
safety surveillance systems need to examine mul-
tiple exposures (e.g., different vaccine antigens, 
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combination vaccine from manufacturer B. Add in 
the complexity of whether other vaccines such as 
polio or hepatitis B vaccines are administered 
simultaneously, at different dose series in the 
schedule, at different ages, using different lots of 
vaccine, and the number of permutations of vaccine 
exposures that need assessment for potential safety 
concerns quickly becomes formidable. 146 The near -
unique availability of complete documentation of 
vaccine exposure on a large cohort of children 
in the Vaccine Safety Datalink (VSD) project 
allowed the evaluation of the safety of thimerosal 
preservatives.147,148

Outcome
Because of the higher standard required for vaccine 
safety (as discussed previously), events being 
assessed are frequently extremely rare (e.g., 
encephalopathy, GBS), and identifying enough 
cases for a meaningful interpretation of study fi nd-
ings can be a major challenge. Even when techni-
cally feasible, a study may be logistically infeasible 
or the fi ndings likely to be too inconclusive to 
justify the resources. This was the conclusion of a 
1989 Institute of Medicine committee that evalu-
ated whether the United Kingdom ’s National 
Childhood Encephalopathy Study should be repli-
cated in the United States. 58

The diffi culty in achieving adequate statistical 
power is further compounded in assessing rare 
events in populations less frequently exposed (e.g., 
early use soon after introduction on the market, 
vaccines given to travelers or subpopulations with 
special indications). This challenge is well illus-
trated in studies of the potential association between 
GBS, which occurs at a background rate of about 
one per 100 000 person years, and various vaccines. 
Study of GBS after newly introduced meningococ-
cal conjugate vaccine (MCV) required assembling 
data from 9 million adolescents. 149 A retrospective 
study of GBS after the 1992 –1994 infl uenza vac-
cinations required assessing hospital records of over 
20 million people for 2 years. 150 Recently, active 
GBS case fi nding among a population of 45 million 
may have detected an attributable risk of one addi-
tional case of GBS per million H1N1 vaccinations. 55

Assessment of causality
Aside from events such as local reaction or anaphy-
laxis, assessing whether any adverse event was 
actually caused by vaccine is generally not possible 
unless a vaccine -specifi c clinical syndrome (e.g., 
myopericarditis in healthy young adult recipients 
of smallpox vaccine 19), or repeat exposures result-
ing in the same adverse event (e.g., alopecia and 
hepatitis B vaccination 138), or a vaccine -specifi c 
laboratory fi nding (e.g., Urabe mumps vaccine 
virus isolation 144) can be identifi ed. Whenever the 
adverse event can also occur in the absence of vac-
cination (e.g., seizure), a very large clinical trial or 
more affordable epidemiologic studies are neces-
sary to assess whether vaccinated people are at 
higher risk than unvaccinated people. As noted 
earlier, when multiple vaccinations are adminis-
tered simultaneously, determining whether events 
are attributable to particular components or one of 
several combinations is frequently diffi cult or 
impossible.

Exposure 
Misclassifi cation of exposure status may occur if 
there is poor documentation of vaccinations. Unlike 
children of school age where vaccination docu-
mentation is often required, ascertaining vaccina-
tion status in older people may be particularly 
diffi cult. In the United States, recent and likely 
future increases in the number of licensed vaccines, 
the relative lack of combination vaccines, plus his-
torically, the high mobility among immuniza-
tion providers (up to 25% annually) because of 
changes in health insurance plans, have led to a 
potential confusing maze of vaccination history 
misclassifi cations. 137,145

For example, even though only the acellular 
pertussis vaccine is available in the United States, 
adverse event reports of the old whole -cell pertus-
sis “DTP” vaccine continue to be received —
presumably due to errors in recording by 
immunization providers due to old habits. An 
infant may have started their immunization series 
with one provider who uses DTaP combination 
vaccine from manufacturer A, but switched to 
another provider to complete the series with DTaP 



430 Part IV: Selected Special Applications of Pharmacoepidemiology

Another challenge is that serious vaccine adverse 
events are rare. Cohort studies typically require 
hundreds of thousands or even millions of study 
subjects to be able to detect an association 
between vaccination and the suspected adverse 
event.156–159   Such studies can be prohibitively 
expensive, unless all requisite information is auto-
mated and linkable. 

A possible alternative to the cohort design is the 
case–control study design, in which cases are 
sampled from the source population and compared 
to a group of randomly selected event -free
controls. This design is well -suited for rare events, 
and has been used for several studies of vaccine 
safety. 66,106,160–162   It is, however, particularly 
diffi cult to choose an appropriate control group 
without introducing selection bias if the study is 
not population based. Moreover, because child-
hood vaccines are generally administered on an 
age schedule and many childhood illnesses that 
may be potential AEFIs are age -dependent, age 
may confound exposure –outcome relations (e.g., 
diphtheria–tetanus–pertussis [DTP] vaccine and 
febrile seizures or SIDS 163  ). Consequently, such 
factors must be controlled, generally by matching 
and subsequent adjustment in the statistical 
analysis.

To address these limitations, various self -
controlled study designs have been developed and 
implemented.106,164–172   These designs involve cohorts 
of vaccinated individuals (risk -interval) or analyses 
where vaccinated cases are compared to themselves 
(self-controlled case -series). Such designs have 
been shown to be effi cient and valid alternatives to 
the traditional epidemiologic study designs. 173,174   
For details on these methods see Methodologic 
Approaches section below. 

More diffi cult to control are factors leading to 
delayed vaccination or non -vaccination.121   Such 
factors (e.g., low socioeconomic status, preceding 
illness) may confound studies of vaccine adverse 
events and lead to under -estimates of the true rela-
tive risks. The extent of bias introduced by con-
founding can be examined as a function of six 
variables (Table  26.1). Relatively little is known 
about the nature, frequency, and implications of 
these variables, however. 121       

Whenever both the rarity of the adverse outcome 
and the number of exposures limits the ability to 
assess a small potential increased risk, identifying 
risk factors of such rare associations imposes an 
additional (and possibly prohibitive) level of sample 
size requirements —unless multinational collabora-
tions are organized. 49   

Many adverse events hypothesized to be caused 
by vaccines have poorly defi ned etiologies (e.g., 
encephalopathy, 151   GBS, 54   chronic fatigue syn-
drome,152   narcolepsy, 152a   sudden infant death syn-
drome [SIDS] 153  ) and attributing the outcome to 
vaccination can only be done after all other poten-
tial etiologies have been ruled out, and even then 
causality cannot be certain. Our scientifi c under-
standing of some diseases is frequently limited in 
the absence of vaccination, let alone with vac-
cination. This poor understanding severely limits 
clinical and epidemiologic studies of these ill-
nesses. Further more, in highly vaccinated popula-
tions, risk -interval analyses (where a specifi c risk/ 
exposure period is assigned) may be the only 
epidemiologic study design possible (see Study 
designs, analyses, confounding, and bias, below). 
Predicting the onset of illness is critical in calculat-
ing the risk interval. For certain hypothesized 
vaccine adverse events, there is no known biologi-
cal mechanism to allow prediction of the risk 
interval. Diseases with insidious or delayed onset 
like autism, 20   infl ammatory bowel disease, 154   
and multiple sclerosis 155   do not permit prediction of 
the risk interval and are therefore also diffi cult to 
study. 

  Study designs, analyses, confounding,
and bias
Analyzing observational studies of vaccine safety 
poses several methodologic challenges. Traditional 
epidemiologic study designs, such as the cohort 
and case –control designs, are limited because a 
large percentage of the population tends to be vac-
cinated. This implies that few unvaccinated indi-
viduals are available for analysis, and the 
unvaccinated tend to differ from the vaccinated by 
several potential confounding variables, including 
ethnicity, socioeconomic status, and underlying 
health disorders. 121   
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those seen with killed 180 or high -titer measles vac-
cines.181,182 Such trials would have to overcome 
major concerns about the ethics of withholding 
effi cacious vaccines from people in need. Therefore, 
a more likely way forward probably lies in maxi-
mizing both the pre -and postlicensure assessment 
processes as discussed in this Chapter. 

In addition to standardized case defi nitions 
for adverse outcomes, Data and Safety Monitor-
ing Boards (DSMBs) represent an area of 
potential improvements in the prelicensure process. 
Currently, such DSMBs are constituted uniquely 
for each clinical trial. If instead there is greater 
overlap across prelicensure trials for the same 
vaccine, the DSMB may have better ability to 
oversee the safety data for the experimental 
vaccine. The Council of International Medical 
Organizations (CIOMS) has also proposed an inter-
nationally harmonized Development Safety Update 
Report (DSUR) for summarizing the safety experi-
ence for a clinical trial (or entire development 
program). When aligned with the postapproval 
Periodic Safety Update Report (PSUR) for marketed 
products, these could be integrated into a single 
harmonized safety report that would cover a 
product throughout its lifecycle. 183

Furthermore, despite its name, there is currently 
no requirement for the DSMB to include someone 
with drug/ vaccine safety experience. For vaccine 
trials, someone with rare disease (versus infectious 
disease) epidemiology skills, usually fi ne -tuned
from postlicensure safety monitoring experience, 
should be considered for the DSMB. 

Another area of potential improvement is the 
method used to determine the likelihood of a 
causal relationship of an adverse event with the 
experimental exposure (e.g., new vaccine; see 
Chapter 33). Traditionally, the principal investiga-
tor of a clinical trial makes an assessment of the 
causal relationship; this procedure is diffi cult to 
standardize and prone to bias. 184 In an era of 
increasing automation of medical records and 
sophistication of methods for detecting non -
random clusters or elevated rates, similar approaches 
to assessing prelicensure safety data are needed. 
Finally, there is a need to improve clinical trial 
infrastructure in resource -limited settings for 

Currently  available solutions

Prelicensure 
Whenever potentially important safety signals are 
detected in prelicensure trials (e.g., intussuscep-
tions after rotavirus vaccine), 175 it is critical that 
they are pursued postlicensure. 176 Given the need 
for improved understanding of the safety of vac-
cines administered universally to healthy babies 
and the methodologic diffi culties of assessing safety 
postlicensure, some have argued that larger experi-
mental trials may be needed to better assess rare 
but serious vaccine risks. 74,177 This could be done 
either with larger prelicensure trials, as has been 
done with antipyretics in children 177–179 and the 
postrhesus rotavirus vaccine trials, 116 or in some 
organized step -wise manner postlicensure (e.g., 
registry of the fi rst million vaccinations), prior to 
universal recommendation of the vaccine for entire 
birth cohorts. 178 Even with these measures, sepa-
rate large -scale, long -term randomized interven-
tion trials would theoretically be the only way to 
study unforeseen delayed vaccine adverse effects 74

or non -specifi c effects of immunizations 123 such as 

Table 26.1 Variables determining the extent of bias 
attributable to confounding in studies of vaccine adverse 
events ( AE)122

Variable Description

S Risk of AE in unvaccinated children who lack 
the contraindication *

R True relative risk of AE associated with 
vaccination

D Relative risk of AE associated with the 
contraindication

C Proportion of children with the 
contraindication

V Proportion vaccinated among children 
without the contraindication 

P Proportion vaccinated among children with 
the contraindication 

* “Contraindication” used here to mean any factor 
associated with avoidance or delay of vaccination. 
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similar model for harmonization and avoiding 
duplication is followed in Canada 205 and six 
European countries, 189 and is highly recommended 
for other countries. 206

The US experience
The US National Childhood Vaccine Injury Act of 
1986 mandated for the fi rst time that health -care
providers report certain adverse events after immu-
nizations (Table  26.2).207 The Vaccine Adverse 
Event Reporting System (VAERS) was implemented 
jointly by the CDC and FDA in 1990 to provide a 
unifi ed national focus for collection of all reports of 
clinically signifi cant adverse events, including but 
not limited to those mandated for reporting. 142 To 
increase sensitivity, the VAERS form is designed to 
permit narrative descriptions of adverse events. All 
people, including patients or their parents and not 
just health -care professionals, are permitted to 
report to VAERS, especially clinically signifi cant 
events. As of 2010, 15% of US VAERS reports come 
directly from consumers. There are no restrictions 
set on the interval between vaccination and onset 
of illness or requirements that a patient must 
have medical care in order for the event to be 
reported. Web -based reporting became available in 
2002; experience to date shows it to be more com-
plete and timely 208 and it was therefore heavily 
used during the 2003 US smallpox 209 and 2009 
H1N1 vaccination campaigns. 210 Future potential 
enhancements include: (i) integration of VAERS 
reporting modules with computerized immuniza-
tion registries that can transfer vaccine exposure 
and patient identifi er information automatically, 
resulting in more accurate, complete, effi cient, and 
timely transmission of VAERS reports; 211 and (ii) 
reporting of denominators from the registry to 
allow calculation of VAERS reporting rates. 212 The 
latter is especially important to overcome the 
problem of interpreting VAERS data in the face of 
increasing heterogeneity of vaccine exposures in 
the United States. 

Enhancements to VAERS passive surveillance 
since its inception have included capability for near 
real-time report review by CDC and FDA medical 
offi cers, collaborations with professional medical 
associations, development of a user -friendly public 
use data query tool, and web -based reporting, in 

assessing the safety and effi cacy of various preven-
tive and therapeutic products for poverty -related
diseases.126,127,185

Postlicensure 
Passive surveillance or spontaneous reporting
systems ( SRS)
Informal or formal passive surveillance or spontane-
ous reporting systems (SRS) have been the corner-
stone of most vaccine safety monitoring systems 
because of their simplicity and relatively low cost. 186

The national reporting of vaccine adverse events can 
be done through the same reporting channels as those 
used for other adverse drug reactions, 187 as is the prac-
tice in most European countries, 188,189 Japan, 190 and 
New Zealand. 191 Historically, however, few countries 
have forwarded their AEFI reports to the Uppsala 
Monitoring Center 192 (see also Chapter  10). An 
increasing number of countries are collecting safety 
data specifi c to vaccinations either with reporting 
forms and/or surveillance systems different from the 
drug safety monitoring systems. These countries 
include Australia, 193 Brazil, 194 Canada, 195 Cuba, 196

Denmark,197 India, 198 Italy, 199 Germany, 200 Mexico, 186

Netherlands,201 New Zealand, 202 Switzerland, 203 and 
the United States. 142 Vaccine manufacturers also main-
tain SRS for their products, 204 which are usually 
forwarded subsequently to appropriate national 
regulatory authorities. 41

Because of their importance in infectious disease 
control, a signifi cant proportion of vaccines in 
many countries is purchased or administered by 
national public health authorities. For example, in 
the United States, the public sector (federal, state, 
and local governments) purchases over half of the 
childhood vaccines administered. In many devel-
oping countries, the Ministry of Health in conjunc-
tion with the WHO ’s Expanded Program for 
Immunizations (EPI) administers almost all vac-
cines. Potential vaccine adverse events commonly 
are fi rst reported by the health -care providers who 
administered the vaccine. In many countries, such 
health-care providers also participate in public 
health surveillance for other diseases. Public health 
authorities (e.g., Centers for Disease Control, CDC) 
therefore commonly lead or collaborate with the 
vaccine licensure and regulatory agency (e.g., the 
US FDA) in developing AEFI reporting systems. A 
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Table 26.2 Table of reportable events following vaccination, United States *

Vaccine/toxoid Event Interval from vaccination 

Tetanus in any combination; DTaP, 
DTP, DTP -HiB, DT, Td, TT, Tdap, 
DTaP -IPV, DTaP -IPV/Hib, DTaPHepB -
IPV

A. Anaphylaxis or anaphylactic shock 
B. Brachial neuritis 
C. Any sequela (including death) of above events 
D. Events described in manufacturer ’s package insert 
as contraindications to additional doses of vaccine 

7 days 
28 days 
Not applicable 
See package insert 

Pertussis in any combination; DTaP, 
DTP, DTP -HiB, Tdap, P, DTaP -IPV, 
DTaP -IPV/Hib, DTaPHepB -IPV

A. Anaphylaxis or anaphylactic shock 
B. Encephalopathy (or encephalitis) 
C. Any sequela (including death) of above events 
D. Events described in manufacturer ’s package insert 
as contraindications to additional doses of vaccine 

7 days 
7 days 
Not applicable 
See package insert 

Measles, mumps, and rubella in 
any combination; MMR, MR, M, 
MMRV, R 

A. Anaphylaxis or anaphylactic shock 
B. Encephalopathy (or encephalitis) 
C. Any sequela (including death) of above events 
D. Events described in manufacturer ’s package insert 
as contraindications to additional doses of vaccine 

7 days 
15 days 
Not applicable 
See package insert 

Rubella in any combination; MMR, 
MMRV, MR, R 

A. Chronic arthritis 
B. Any sequela (including death) of above events 
C. Events described in manufacturer ’s package insert 
as contraindications to additional doses of vaccine 

42 days 
Not applicable 
See package insert 

Measles in any combination; MMR, 
MMRV, MR, M 

A. Thrombocytopenic purpura 
B. Vaccine -strain measles viral infection in an 
immunodefi cient recipient 
C. Any sequela (including death) of above events 
D. Events described in manufacturer ’s package insert 
as contraindications to additional doses of vaccine 

30 days 
6 months 
Not applicable 
See package insert 

Oral polio (OPV) A. Paralytic polio 
B. Vaccine -strain polio viral infection 
C. Any sequela (including death) of above events 
D. Events described in manufacturer ’s package insert 
as contraindications to additional doses of vaccine 

30 days †/6 months ‡

30 days †/6 months ‡

Not applicable 
See package insert 

Inactivated polio (IPV) in any 
combination; DTaP -IPV, DTaP -IPV/
HIB,
DTaP -HepB-IPV

A. Anaphylaxis or anaphylactic shock 
B. Any sequela (including death) of the above event 
C. Events described in manufacturer ’s package insert 
as contraindications to additional doses of vaccine 

7 days 
Not applicable 
See package insert 

Hepatitis B in any combination; 
with HepB, HepAHepB,
DTaP -HepB-IPV, Hib -HepB

A. Anaphylaxis or anaphylactic shock 
B. Any sequela (including death) of the above event 
C. Events described in manufacturer ’s package insert 
as contraindications to additional doses of vaccine 

7 days 
Not applicable 
See package insert 

Hemophilus infl uenza type b in 
any combination; (conjugate) -Hib,
Hib-HepB, DTP -Hib, DTaPIPV/Hib 

Events described in manufacturer ’s package insert as 
contraindications to additional doses of vaccine 

See package insert 

(Continued)
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Vaccine/toxoid Event Interval from vaccination 

Varicella in any combination; VAR, 
MMRV 

Events described in manufacturer ’s package insert as 
contraindications to additional doses of vaccine 

See package insert 

Rotavirus (monovalent or 
pentavalent) RV1, RV5 

Events described in manufacturer ’s package insert as 
contraindications to additional doses of vaccine 

See package insert 

Pneumococcal conjugate (7 -valent
or 13 -valent)
PCV7, PCV13 

Events described in manufacturer ’s package insert as 
contraindications to additional doses of vaccine 

See package insert 

Hepatitis A in any combination; 
HepA, HepA -HepB

Events described in manufacturer ’s package insert as 
contraindications to additional doses of vaccine 

See package insert 

Infl uenza  – trivalent inactivated 
infl uenza, live attenuated 
infl uenza  – TIV, LAIV 

Events described in manufacturer ’s package insert as 
contraindications to additional doses of vaccine 

See package insert 

Meningococcal - MCV4, MPSV4 Events described in manufacturer ’s package insert as 
contraindications to additional doses of vaccine 

See package insert 

Human papillomavirus 
(Quadrivalent or Bivalent) - HPV4, 
HPV2

Events described in manufacturer ’s package insert as 
contraindications to additional doses of vaccine 

See package insert 

* Effective November 10, 2008. The Reportable Events Table (RET) refl ects what is reportable by law (42 USC 300aa -25)
to the Vaccine Adverse Event Reporting System (VAERS) including conditions found in the manufacturers package 
insert. In addition, individuals are encouraged to report any clinically signifi cant or unexpected events (even if you are 
not certain the vaccine cause the event) for any vaccine, whether or not it is listed on the RET. Manufacturers are also 
required by regulation (21CFR 600.80) to report to the VAERS program all adverse events made known to them for any 
vaccine. A list of vaccine abbreviations is located at: http://www.cdc.gov/vaccines/recs/acip/vac -abbrev.htm 
† In a non -immunodefi cient recipient. 
‡ In an immunodefi cient recipient. 

Table 26.2 (Continued)

addition to more frequent review and dissemina-
tion of safety data. “Enhanced passive ” surveillance 
via VAERS has been successfully used to date in 
safety surveillance for rotavirus, 213 yellow fever, 214

smallpox vaccines, 215 and 2009 H1N1 vaccine, 210

and would likely be implemented in any 
counter -bioterrorism-related, wide -scale vaccina-
tion program. 216

Among the approximately 27,000 US VAERS 
reports now received annually, about 9% are classi-
fi ed as serious (reported as resulting in death, life -
threatening illness, disability, or hospitalization). 217

A contractor, under CDC and FDA supervision, col-
lects, codes (using the Medical Dictionary for 

Regulatory Activities, MedDRA), 218 and enters 
VAERS reports in a database. Trained nurses follow 
up with the person who reported an event classifi ed 
as serious to obtain additional medical information 
and recovery status. CDC and FDA have access to 
the VAERS database and focus their efforts on ana-
lytical tasks of interest to the respective agencies. A 
database of initial VAERS reports (without personal 
identifi ers) and a user -friendly data query tool are 
available to the public at www.vaers.hhs.gov .

Other national experiences
Several other countries also have substantial expe-
rience with passive surveillance for vaccine safety. 
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severity (hospitalization, disability, death), causal-
ity (probable, possible, unlikely, etc.), 203 and pre-
ventability (intrinsic to vaccine, faulty production, 
faulty administration). Wilson developed the fi rst 
classifi cation system with focus on errors of pro-
duction (e.g., bacterial, viral, toxin contamination) 
and administration (e.g., non -sterile apparatus). 5 A 
more recent classifi cation 229,230 divides adverse 
events after vaccinations into: (i) vaccine- induced:
due to the intrinsic characteristic of the vaccine 
preparation and the individual response of the vac-
cinee, these events would not have occurred 
without vaccination (e.g., vaccine -associated para-
lytic poliomyelitis); (ii) vaccine- potentiated: may have 
occurred anyway, but were precipitated by the vac-
cination (e.g., fi rst febrile seizure in a predisposed 
child); (iii) programmatic error: due to technical 
errors in vaccine preparation, handling, or admin-
istration; or (iv) coincidental: associated temporally 
with vaccination by chance or due to underlying 
illness. The distinction between vaccine -induced
and vaccine -potentiated, as fi rst clarifi ed for DTP 
and DT vaccine and infantile spasm, 231 has been 
useful because vaccine -potentiation does not result 
in excess vaccine -attributable risk over time, 
whereas vaccine -induced does (Figure 26.1).

The Dutch system further classifi es a report 
based on whether single or multiple vaccines were 
received and single or multiple adverse events were 
reported.232 Case defi nitions of certain vaccine 
adverse events were fi rst developed in Brazil, 233

Canada,234 India, 198 and the Netherlands. 232 When 
case defi nitions were added to the Canadian form 
as guidance for what should be reported, the pro-
portion of reports meeting the case defi nition cri-
teria increased from 69 to 87%. 141 Alternatively, in 
a more open reporting system such as VAERS, 
these defi nitions can be applied to reports to 
develop a case series for further investigation. 235,236

Real progress in implementation of similar 
standards across national boundaries are being 
realized with the advent of the International 
Conference on Harmonization (ICH) 237 and the 
Brighton Collaboration. 143

The Brighton Collaboration was established 
in 2000 and is an international voluntary effort 
to facilitate the development, evaluation, and 

What is now the Canadian Adverse Events 
Following Immunization Surveillance System 
(CAEFISS) was fi rst developed in 1987. 195 Reporting 
forms have check -off boxes for specifi c events with 
accompanying case defi nitions. Provision is also 
made for an “other” category. To supplement the 
passive system, an active, pediatric hospital -based
surveillance system that searches all admissions 
for possible relationships to immunizations, known 
as Immunization Monitoring Program –Active
(IMPACT), has been operational since 1990. 219,220

An Advisory Committee on Causality Assessment, 
consisting of a panel of experts, has also been 
formed to review the serious passive reports. 221 The 
Netherlands also convenes a panel of experts annu-
ally to categorize their reports, which are then pub-
lished.222 The United Kingdom and most members 
of the Commonwealth use the “yellow card ”
system, where a reporting form is attached to 
offi cially issued prescription pads. 223 Data on 
adverse drug (including vaccine) events from many 
nations are compiled by the WHO Collaborating 
Center for International Drug Monitoring in 
Uppsala ( www.who -umc.org) which has also 
begun a vaccine focus. 192,224

A fi eld guide for implementation of monitoring 
of AEFI has been developed by WHO. 225 The 
primary focus is on detection of correctable pro-
grammatic errors such as injection site abscesses 
(suggestive of inadequate sterilization), and devel-
opment of a rapid response/ assessment team for 
clusters of more serious events (e.g., toxic shock 
syndrome from contamination of vaccine vials 198 or 
deaths from confusing other medications for vac-
cines226). As more new vaccines are fi rst introduced 
in low and middle -income countries, there is 
increasing awareness of the need to improve 
currently inadequate pharmacovigilance systems 
in these countries. 11 The decades long delay in 
discovering serious AEFIs after yellow fever vacci-
nation,227 and BCG vaccination in human immuno-
defi ciency virus -infected infants 228 further highlight 
this urgent need. 

Classifi cations and  case defi nitions 
Vaccine adverse events can be classifi ed by fre-
quency (common, rare), extent (local, systemic), 
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tasks is the standardized assessment of people who 
suffered an apparently true vaccine reaction (e.g., 
hypersensitivity),  48,238   to improve our scientifi c 
understanding of the pathophysiology and risk 
factors of the reaction. New understanding of the 
human genome, pharmacogenomics, and immu-
nology may now make it possible for us to truly 
understand these reactions (see also Chapter 
 34 ).  129,239   For example, studies of myopericarditis 
following smallpox vaccination in the VHC sug-
gested increased risk in people with HLA type UD,  19   
and a person with a case of yellow fever vaccine -
 associated viscerotropic disease showed polymor-
phisms in  CCR5  and  RANTES  genes.  240   

 Through these centers, standardized assessment 
protocols can be developed to examine patients 
with similar adverse events to see if they constitute 
a rare or a previously unrecognized clinical syn-
drome. If so, a case defi nition can be developed that 
permits identifi cation of cases for follow - up valida-
tion studies examining the potential role of vacci-
nation in causing this syndrome. The diagnosis of 
a specifi c epilepsy syndrome was made in 14 cases 
with alleged pertussis vaccine encephalopathy; 
genetic mutations of the sodium channel gene 
were identifi ed in 11 of 14 patients.  61   

 For patients who have had adverse events that 
generate concern but do not contraindicate com-

dissemination of standardized case defi nitions of 
Adverse Events Following Immunizations.  143   Global 
workgroups of experts are convened to develop 
case defi nitions that are then reviewed by relevant 
experts. The Brighton case defi nitions for each 
adverse event are arrayed by the level of evidence 
presented (insuffi cient, low, intermediate, and 
highest); therefore they can also be used in settings 
with a range of resources (e.g., from prelicensure 
trials to postlicensure surveillance, or from devel-
oping to developed country settings). Over 30 
Brighton case defi nitions are now available for use 
at  www.brightoncollaboration.org .  

  Standardized  c linical  a ssessment  p rotocols 
and  c enters 
 There has been an increasing awareness that the 
utility of a spontaneous reporting system (SRS) as 
a potential disease registry and the immunization 
safety infrastructure can be usefully augmented 
by tertiary clinical centers. The United States 
initiated its military Vaccine Healthcare Centers 
(VHC;  www.vhcinfo.org ) and civilian Clinical 
Immunization Safety Assessment (CISA) Network 
in 2001; these bring together infectious disease epi-
demiologists, immunologists, dermatologists, and 
other subspecialists from multiple participating 
sites as needed for various tasks.  32   Among these 

     Figure 26.1     Three theoretical models of the temporal relationship between immunization and an adverse effect: (1) 
Association: the risk exceeds 1 at all time windows postimmunization; (2) temporal shift: the risk exceeds 1 initially but 
then falls below 1 but coming back to 1 eventually, such that the area under the curve above and below 1 is similar; 
and (3) no effect: the risk stays around 1.  231    
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vaccine (e.g., duration of licensure, number of vac-
cinees, whether similar events have been observed 
among other vaccinees or non -vaccinees, existence 
of animal models to test vaccine as a cause); (ii) 
alternative etiologies; (iii) biologic plausibility; (iv) 
individual characteristics of the vaccinee that may 
increase the risk of the adverse event; (v) timing of 
events; (vi) characteristics of the event (e.g., labo-
ratory fi ndings); and (vii) rechallenge 245,246 (see also 
Chapter 33).

When a vaccine can cause an adverse event, 
the Will It? refers to the probability that an indi-
vidual will experience the event, or for popula-
tions, the proportion that will experience the event 
as a result of vaccination (i.e., the attributable 
risk fraction). These data are critical for developing 
valid contraindications for the individuals and 
risk–benefi t policy decisions for the population. 
The Will It? is usually very diffi cult to answer, 
however, as it can only be answered based on epi-
demiologic studies. 28 Furthermore, the sample 
sizes of such studies may be large enough to estab-
lish whether vaccine can cause a given event but 
yet inadequate to stratify by subgroups to examine 
risk factors that can help delineate potential 
contraindications.

Specifi c adverse events may be considered to be 
caused by a specifi c vaccine if the event is associ-
ated with (i) a unique laboratory fi nding, and/or 
(ii) a very specifi c clinical outcome. For example, 
Urabe mumps vaccine virus was implicated as a 
cause of aseptic meningitis because mumps virus 
was isolated from the cerebrospinal fl uid (a nor-
mally sterile body site) and was shown to be vaccine 
and not wild strain by genetic sequencing. 144 The 
detection of IgG antibodies to the stabilizers in 
vaccine in children with hypersensitivity reactions 
confi rms the etiology. 46,49 Demonstrations that 
severe local swelling following tetanus toxoid 
tended to occur in people with extremely high 
levels of circulating antitoxin (due to excessive 
tetanus boosters) support the proposed mechanism 
of an Arthus reaction. 247 Acute fl accid paralysis, 
especially shortly after receipt (or contact with a 
recipient) of oral polio vaccine, is almost pathogno-
monic of vaccine -associated paralytic polio in 
countries where wild polio virus is unlikely to be 

pletion of a vaccine series, such as hypotonic –
hyporesponsive episodes 129 and extensive limb 
swelling after acellular pertussis vaccination, 133,241

the standardized clinical assessment centers, such 
as CISA, can provide assessment and management 
of subsequent vaccinations under protocols. 

Finally, standardized clinical assessment centers 
can provide regional referral and advice services —
with the opportunity to follow -up and document 
compliance with advice provided and outcome so 
that this rare experience can be added to our 
scientifi c knowledge. Ultimately, many AEFI diag-
nostic or management protocols can be made 
available on the Internet for other clinicians to use 
(and to provide a mechanism for them to contrib-
ute their experience). 242 Both development and 
application of standardized case defi nitions and 
standardized evaluation of clinical syndromes play 
a “hypothesis strengthening ” role, intermediate 
between hypothesis generation and hypothesis 
testing.

Assessment of causality
The formal process of assessing causality in the 
association of an adverse event and an exposure 
(e.g., vaccine) is complex and can be considered 
in terms of the answers to three questions: (i) Can
It?; (ii) Did It?; and (iii) Will It?.243 The answer to 
Can It? was the focus of the Institute of Medicine 
reviews.27,28,40a It is usually based on population -
level inferences drawn from epidemiologic 
studies and the following considerations: (i) 
strength of association, (ii) analytic bias, (iii) bio-
logic gradient/ dose –response, (iv) statistical signifi -
cance, (v) consistency, and (vi) biologic plausibility/ 
coherence.244

For individual case reports, the Did It? question 
is more relevant. If the answer is yes, then Can It?
is also answered in the affi rmative. It is natural to 
suspect a vaccine to be the cause when an adverse 
event occurs in temporal association following vac-
cination. To base causal inference purely on tem-
poral association, however, is to fall for the logical 
fallacy of post hoc ergo propter hoc ( “after this, there-
fore because of this ”).28 Information useful for 
assessing causality in individual case reports 
include: (i) previous general experience with 
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Because of these challenges, some vaccine injury 
compensation programs simplify their administra-
tive proceedings by making a blanket assumption 
that all adverse events occurring within particular 
periods after vaccination are “caused” by the 
vaccine, irrespective of whether they were truly 
causal or just coincidental. This, unfortunately, 
may lead some individuals to imply inaccurately 
that all such compensated cases are caused by vac-
cinations.92 Despite these caveats, the timing of the 
onset interval after vaccination plays a major role 
in most causality assessment algorithms, as AEFIs 
after live viral vaccines usually occur later than 
those of killed vaccines. The WHO classifi es a clini-
cal event with a plausible time relationship to 
vaccine administration and which cannot be 
explained by concurrent disease or other drugs or 
chemicals as Very Likely/ Certain to be caused by 
vaccination; a clinical event with a reasonable time 
relationship to vaccine administration and is 
unlikely to be attributed to concurrent disease or 
other drugs or chemicals as Probable; and that 
which could also be explained by concurrent 
disease or other drugs or chemicals as Possible.203,252

In some countries, expert committees of specialists 
in relevant disciplines (e.g., pediatrics, infectious 
disease, neurology) review reports. This “global intro-
spection” approach 253 has been used in both Canada 221

and the Netherlands 222 to classify reports of adverse 
events in gradations of probable association to vac-
cination (see also Chapter 33). The CISA network 
used a standardized protocol for individual case 
reviews of reported H1N1 vaccine adverse events, 222a

building on the lessons of the Canadian Advisory 
Committee on Causality Assessment (ACCA). 
Classifi cations are based on the reported symptoms, 
the interval between vaccination and onset of symp-
toms, and a set of case defi nitions. Because opinions 
of experts play such a major role in this form of cau-
sality assessment, the results are less satisfying than 
results obtained from rigorously conducted scientifi c 
studies. After a review of available approaches, the 
European Vaccine Adverse Event, Surveillance and 
Communication (VAESCO) project ( www.vaesco.
net) recently concluded: “the usefulness of individual 
causality assessment of AEFI remains to be demon-
strated. Well documented cases and proper case 
defi nitions may be more important than causality 

circulating.56,248 Similarly, acute myopericarditis in 
otherwise healthy recent smallpox vaccinees also 
supports a causal relationship. 18,19 Causality can 
sometimes be inferred if a specifi c and uncommon 
clinical fi nding occurs after each vaccination (i.e., 
challenge–rechallenge), as in cases of alopecia after 
hepatitis B vaccination. 138 But unlike drug safety, 
dechallenge (disappearance of the adverse event by 
stopping the medication) is usually not feasible 
with immunizations. 

If the adverse event is known to be associated 
with the wild VPD (e.g., acute arthritis and idio-
pathic thrombocytopenic purpura (ITP) after 
rubella), its association with the live, attenuated 
vaccine at a lesser frequency is not surprising. 27

This relationship is not universal, however, as preg-
nant women who receive live attenuated rubella 
vaccine, unlike those exposed to wild rubella, 
have not been shown to have illness compatible 
with congenital rubella syndrome. 249 Clustering 
of events in time after vaccination can also 
suggest causation if “reporting bias ” can be ruled 
out. Such bias may occur as parents and doctors 
are most likely to link adverse events with vaccina-
tions the shorter the time interval between the two 
and the more serious the event. Febrile seizures 
associated with killed bacterial vaccines tend to 
occur within a day of vaccination, while those 
due to live viral vaccines are delayed by about a 
week due to viral replication. 103,250 Onset of GBS 
after the swine infl uenza vaccination was delayed 
up to 6 weeks, but clustered at 2 to 3 weeks fol-
lowing vaccination, as autoimmune demyelination 
is a slower process. 54 The pattern of the risk by 
time since vaccination may suggest that the rela-
tionship to vaccination is more one of temporal 
shift or triggering of an underlying susceptibility 
(Figure 26.1).231,251

Unfortunately, most serious reported vaccine 
adverse events lack these unique features that 
permit easy inferences on causality. Adverse events 
such as autism, chronic fatigue syndrome, SIDS, and 
GBS either have multiple or as yet unknown etiolo-
gies. In a highly vaccinated population, it is not 
surprising that most cases of any adverse event have 
a history of prior vaccinations. Epidemiologic studies 
have to be relied upon to ascertain likelihood of 
association and if related, the attributable fraction. 
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ciation.264 Most recently, febrile seizures in young 
children were observed more than expected in 
passive reporting in Australia following administra-
tion of one formulation of trivalent inactivated 
infl uenza vaccine (TIV). 265 A febrile seizure signal 
was also identifi ed in VAERS after receipt of a dif-
ferent US TIV; after evaluation in the VSD project, 
the signal was verifi ed and it found that simultane-
ous administration of another vaccine with TIV 
contributed to the increased risk. 265a

Because of the success in detecting these signals, 
there have been various attempts to automate 
screening for signals using SRS reports. Historically, 
this has been relatively unsuccessful, 266 largely 
because of inherent methodologic problems of 
spontaneous reports (see above and Chapter 10).
For example, automated signal generation will not 
fl ag events that are not uniquely coded (e.g., the 
coding system may lack a specifi c term for Sj ögren’s
disease or other rare conditions). However, new 
tools developed for pattern recognition in extremely 
large databases are increasingly being applied. 267–270

VAERS is one of the largest registries for rare 
vaccine adverse events in the world, with approxi-
mately 300 000 reports. Because of its continuously 
increasing size and the need to monitor a large 
number of vaccine –symptom combinations, there 
has been a substantial effort made to apply various 
computer -assisted techniques for automated detec-
tion of unusual trends and patterns. Several differ-
ent “data mining ” methods that have been 
evaluated in VAERS to date, include Empirical 
Bayesian,271 Association Rule Discovery, 272 multi -
item gamma Poisson shrinkage (MGPS), 273 propor-
tional morbidity distribution, 274 and proportional 
reporting rate ratio. 268,275 No single method appears 
to be superior. 276 Rational approaches to prioritizing 
the large numbers of potential signals generated 
using automated algorithms on large passive AEFI 
report databases may involve utilization of comple-
mentary approaches, such as data visualization and 
an array of different data mining methods (each 
with pros and cons), where cumulative higher 
score might signal cause for greater concern. 
Ultimately, these methods do represent a useful 
adjunct to, but not a substitute for, traditional 
methods of scrutinizing spontaneous reports in 
increasingly complex databases such as VAERS. 268

assessment especially for signal detection and 
evaluation.”

Signal detection
Identifying a potential new vaccine safety problem 
(“signal”) requires a mix of clinical intuition, epi-
demiologic expertise, the application of statistical 
data mining tools, and, frequently, a large increase 
in vaccine exposure. 254 As indicated above, unusual 
clinical features and/or clustering in time or space 
usually suggest that something may be awry. No 
illness other than GBS was reported more com-
monly in the second and third week than in the 
fi rst week after swine infl uenza vaccination, leading 
to further validation studies. 54,255,256 Traditionally, a 
signal occurs when an observed number of events 
exceeds the number of events expected by chance 
alone for the specifi c data source. In general, an 
acceptable false positive rate is set at 5%, with 80% 
statistical power to detect a signal. Once a signal 
has been detected, additional methods such as a 
temporal scan statistic can be used to detect non -
random clustering of onset intervals. 257,258

Several recent examples in the United States 
and elsewhere highlight the importance of rapidly 
identifying and responding to serious AEFIs identi-
fi ed following new vaccines or newly reintroduced 
vaccines. After a prelicensure signal, 259 passive 
reports to VAERS of intussusception among chil-
dren vaccinated with rhesus rotavirus vaccine were 
the fi rst postlicensure signal of a problem, 213 leading 
to several studies to verify these fi ndings. 66,67

Similarly, initial reports to VAERS of a previously 
unrecognized serious yellow fever vaccine -
associated viscerotropic disease, 260,261 and neuro-
tropic disease 214 have since been confi rmed 
elsewhere227 and as early as 1973, based upon ret-
rospective review. 262 Acute myopericarditis has 
been a relatively unexpected fi nding among people 
vaccinated against smallpox in the United States for 
bioterrorism preparedness. 19,215 Oculorespiratory 
syndrome was found among infl uenza vaccines 
from one Canadian manufacturer in one season. 132

Bell’s palsy was detected in recipients of a new 
Swiss intranasal infl uenza vaccine. 106 While several 
GBS cases were reported to VAERS after introduc-
tion of MCV4 in adolescents in the United States, 263

subsequent large controlled studies found no asso-
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meningitis after mumps vaccine, 104,285 GBS with 
swine infl uenza vaccine, 54 GBS after oral polio 
vaccine,286 allergic reactions after Japanese 
encephalitis vaccine, 287 neuropathy after rubella 
vaccine288) or absent (e.g., events after meningo-
coccal vaccine, 289,290 GBS after measles 291). Such 
signals still require validation, however, since some, 
after more careful scientifi c studies, are not con-
fi rmed to represent a true association. 292,293 Mass 
psychogenic illness can plague mass vaccination 
campaigns, especially among adolescents in school 
settings.294,295

Preparation in advance of mass vaccination 
campaigns is critical. During mass campaigns with 
group B meningococcal vaccine in New Zealand 296

and during the large vaccination effort for 2009 
H1N1 infl uenza vaccine in the United States and 
elsewhere,55,297,298 several systems were put in place 
to identify signals early. For the latter, in the United 
States, VAERS offered the earliest available data to 
determine if there was a safety concern. An active 
GBS case fi nding project among a population of 
45 million was also able to determine rapidly 
if there was an increased risk of GBS following 
H1N1vaccination. Both systems had strength in the 
population size and the rapid review of reports. 55

Assessing and having background rates for likely 
AEFIs during mass campaigns is also very 
helpful.298,299 Special registries or studies will be 
needed, however, to monitor the outcome for sub-
populations such as pregnant women, who may 
need to be vaccinated with limited safety data 
during such campaigns. 300

Lessons learned to date
Several lessons are beginning to emerge from spon-
taneous reporting systems such as VAERS. 217,301–303

Such systems worldwide have successfully detected 
previously unrecognized reactions and helped to 
obtain data to evaluate whether AEFIs are causally 
linked to vaccines. 106,132,138,213–215 VAERS has also 
successfully served as a source of cases for further 
investigations of idiopathic thrombocytopenic 
purpura after MMR, 304 anaphylaxis after MMR, 46

and syncope after immunization. 305 VAERS has 
been of great value for answering routine public 
queries such as “has adverse event X ever been 

A “rapid cycle ” analytic approach has been devel-
oped by the CDC VSD project (see Automated Large, 
Linked Databases, below) to rapidly analyze safety 
data on new vaccines, 277 existing vaccines with new 
recommendations or indications, and the annual 
infl uenza vaccine strain. 278 This initiative utilizes the 
strengths of the VSD with its ability to gather auto-
mated vaccination and medical care utilization data 
from enrolled members in ten managed care organi-
zations, and incorporates new data management to 
collect and analyze the safety profi le of each succes-
sive week ’s cohort of vaccinated people. To date, the 
project has not only successfully simulated, 278–280 but 
also detected an observed increase in febrile seizures 
after combination MMRV vaccines. 281 The VSD 
covers a population of about 9 million people, which 
while large, may still not be able to detect associa-
tions between rare exposures and very rare out-
comes, or more common exposures or outcomes 
among a specifi c subpopulation, such as pregnant 
women. Furthermore, rapid cycle analysis requires 
a priori specifi cation of the adverse events to be 
studied, and therefore is not a true source of de novo
signals. New information theory approaches may 
provide a way of detecting previously unexpected 
associations after vaccination. 282 Until then, a large 
national passive surveillance system such as VAERS 
is still necessary as an early harbinger of potential 
vaccine safety signals for very rare or unusual events. 

Large immunization campaigns
Whenever very large numbers of vaccine doses are 
administered over a short time interval, this can 
result either in more prominent clusters of vaccine 
adverse events, or, by their absence, can demon-
strate their safety. Note that this occurs irrespective 
of whether the vaccine exposure is part of a planned 
mass immunization campaign or not. For example, 
the link drawn between hepatitis B vaccine and 
demyelinating disease in France was due in part to 
increased vaccinations beyond the intended adoles-
cent age group. 283 Surveillance of vaccine adverse 
events around the time of mass immunization cam-
paigns have been extremely useful in generating 
signals, either positive (e.g., allergic reaction after 
dextran-stabilized measles vaccine, 49 viscerotropic 
disease following yellow fever vaccine, 284 aseptic 
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The reporting effi ciency or sensitivity of a spon-
taneous reporting system can be estimated if 
the expected rates of adverse events generated 
from carefully executed studies are available. A 
study using this method showed a higher propor-
tion of serious events such as seizures that follow 
vaccinations are likely to be reported to VAERS (or 
its predecessor, Monitoring System for Adverse 
Events Following Immunizations, MSAEFI) than 
milder events such as rash, or delayed events 
requiring laboratory assessment, such as thrombo-
cytopenic purpura after measles –mumps–rubella
vaccination (Table  26.3).315 “Capture–recapture”
methods, when at least two independent sources 
are available to ascertain incident adverse event 
cases in the same population and enough identify-
ing data on the cases are also available to identify 
individuals ascertained in both datasets sources, 
can help assess the sensitivity of the reporting 
systems. Using this method, only an estimated 47% 
of rhesus rotavirus vaccine attributable cases of 
intussusception were reported to VAERS despite 
the substantial associated media publicity. 316

Although formal evaluation has been limited, the 
probability that a serious event reported to VAERS 
has been accurately diagnosed (i.e., predictive 
value positive) is likely to be high. Of 26 patients 
reported to VAERS who developed GBS after infl u-
enza vaccination during the 1990 –1991 season and 
whose hospital charts were reviewed by an inde-
pendent panel of neurologists blinded to immuni-
zation status, the diagnosis of GBS was confi rmed 
in 22 (85%). 317 In general, the validity of diagnoses 
reported to VAERS is highly variable, depending on 
the condition. 

Despite the above uses, spontaneous reporting 
systems for drug and vaccine safety have a number 
of major methodologic weaknesses (see also 
Chapter 10) and pitfalls for the unwary use of 
public-use datasets. 303 Biased and incomplete 
reporting are inherent to all such spontaneous 
reporting systems and potential safety concerns 
may be missed. 315,318 Aseptic meningitis associated 
with the Urabe mumps vaccine strain, for example, 
was not detected by spontaneous reporting systems 
in most countries until eight cases with vaccine -
specifi c virus isolation were published in 1989, 7 

reported after vaccine Y? ” and describing the postli-
censure safety profi le of new vaccines. 306,307

When denominator data on doses are available 
from other sources (e.g., net doses distributed, 
vaccine coverage surveys, immunization registries), 
VAERS can be used to evaluate changes in reporting 
rates over time or when new vaccines replace old 
vaccines. However, reported rates may be suscepti-
ble to biases from media attention, systems enhance-
ment efforts, or other environmental changes that 
can increase reporting, making comparison over 
time diffi cult. Comparing the proportion of reports 
for specifi c events may be helpful to minimize this 
type of bias. For example, analysis of VAERS data 
showed that after millions of doses of DTaP had 
been distributed, the reported rate for serious events 
such as hospitalization and seizures after DTaP in 
toddlers was one -third that after DTP. 274 Reports to 
VAERS of vaccine -associated paralytic polio disap-
peared after the shift away from oral polio vaccine 
in the United States. 217 The proportion of GBS 
reports following inactivated infl uenza vaccines 
over several seasons did not vary including follow-
ing 2009 H1N1 vaccines even though the reporting 
rates for GBS were higher following 2009 H1N1 
which was likely attributed to heightened media 
attention.217a VAERS is also currently the only sur-
veillance system that covers the entire US popula-
tion, and the data are available on a relatively 
timely basis. It is, therefore, the major means avail-
able currently to detect possible new, unusual, or 
extremely rare adverse events, including whether 
certain lots of vaccines are associated with unusu-
ally high rates of adverse events, 308,309 especially 
when combined with estimates of lot use denomi-
nator obtained from statistical models. 310

Data from passive spontaneous reporting 
systems, such as VAERS, have helped to inform 
potential clinical management 311 of vaccine adverse 
events and to identify potential risk factors for such 
events, such as advanced age 261 and thymic dys-
function312 associated with yellow fever vaccine 
complications, concurrent zoster infection in vari-
cella vaccinees resulting in meningitis, 313 personal 
and family history of convulsions in pertussis vac-
cinees,108 and factors associated with postvaccinial 
syncope-related injuries. 305,314



442   Part IV: Selected Special Applications of Pharmacoepidemiology

ous vaccinations that make proper attribution of the 
causal vaccine diffi cult. Since much of  “signal detec-
tion” relies on specifi c diagnoses and their coding 
into databases, new adverse event clinical syn-
dromes may not be “recognized” and analyzed as 
such until hypothesis strengthening procedures such 
as development of standardized case defi nitions and/
or clinical/laboratory evaluation are undertaken. 
Researchers in Canada did a series of such studies to 
characterize then “new” oculorespiratory syndrome 
(ORS) after 2000 –2001 infl uenza vaccination; 132,320

which, in retrospect, probably also occurred in other 
infl uenza seasons 321 and other countries with other 
infl uenza vaccine manufacturers. 322

Current spontaneous reporting systems are also 
prone to detecting increases in adverse event rates 
that are not true increases. Instead, they may be 
due to an increase in: (i) reporting effi ciency, (ii) 
vaccine coverage, or (iii) increases in the incidence 
of known or unknown etiologies for a particular 
adverse event. Spontaneous reporting systems are 
usually unable to sort out causally related from 
coincidentally related adverse events because of 
inherent methodologic weaknesses. For example, 
an increase in GBS reports to VAERS in 1993 –1994
infl uenza vaccinees compared to 1992 –1993 infl u-
enza vaccinees was found to be due to improve-
ments in vaccine coverage and increases in GBS 
background incidence, while the vaccination -

Table 26.3 Reporting effi ciencies for selected outcomes, two passive surveillance systems for vaccine adverse events, 
United States 311

Adverse event Vaccine Reporting effi ciency(%) 

MSAEFI* VAERS* (overall) VAERS * (public sector) 

Vaccine -associated polio Oral polio vaccine (OPV) 72 68 †

Seizures Diphtheria–tetanus–pertussis (DTP) 42 24 36

Seizures Measles–mumps–rubella (MMR) 23 37 49

Hypotonic–
hyporesponsive episodes 

DTP 4 3 4

Rash MMR <1 <1 5

Thrombocytopenia MMR <1 4 <1

* MSAEFI, Monitoring System for Adverse Events Following Immunizations; VAERS, Vaccine Adverse Event Reporting 
System.
† Public and private sector information is missing on these cases. 

Box 26.1 “2 × 2” table necessary for 
epidemiological analysis of causality 
between vaccine and an adverse event 

Adverse event 

Yes No

Vaccinated Yes “a” “b”
No “c” “d”

• Rate of adverse event following vaccination = a/a+b
• Rate of adverse event in the absence of 

vaccination = c/c+d
• Reports to passive surveillance systems for vaccine 

adverse events (e.g., Vaccine Adverse Event Reporting 
System) represent just partial information (due to 
under - and biased reporting) for cell  “a” of the table.  
Epidemiologic studies aim to gather information for 
all four cells of this table in an unbiased manner. 

years after licensure. 319 Most importantly, however, 
the information content of such spontaneous 
reports represent just cell “a” of a two -by-two table 
of vaccination versus adverse event (Box 26.1), and 
an incomplete and biased content at that. 32

Use of data from spontaneous reporting 
systems is further complicated by heterogeneity in 
reported clinical syndromes, absence of laboratory 
confi rmation of many of the events, and simultane-
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was done for acellular and whole -cell pertussis 
vaccine.329 Alternatively, active surveillance in a 
large trial can be done to show the attributable risk 
for a specifi c adverse event (e.g., intussusception) 
was lower for a new rotavirus vaccine compared to 
the old. 115 When new adverse events such as 
myopericarditis are detected after smallpox vacci-
nation, trials of new vaccine candidates using a 
similar viral vector may require more safety assess-
ment (e.g., electrocardiogram). 330

Postlicensure clinical trials
To optimize vaccine use, clinical trials may be con-
ducted after vaccine licensure to assess the effects 
of changes in vaccine formulation, 331 vaccine 
strain,117,332 age at vaccination, 333 the number and 
timing of vaccine doses, 334 simultaneous adminis-
tration,335 and interchangeability of vaccines from 
different manufacturers 336 on vaccine safety and 
immunogenicity. The importance of such trials was 
demonstrated when studies showed an unantici-
pated differential mortality among recipients of 
high and regular titer measles vaccine in develop-
ing countries, 337 albeit lower than among unvac-
cinated children. 338 This fi nding resulted in a change 
in recommendations by WHO for the use of such 
vaccines.339 The development of automated large, 
linked databases (see below) may permit improved 
ability to monitor the safety of such postlicensure 
changes in vaccine use without necessarily con-
ducting such clinical trials. 

Postapproval  surveillance studies
To improve the ability to detect adverse events that 
are not detected during prelicensure trials, most 
recently licensed vaccines in developed countries 
have undergone formal postapproval surveillance 
studies on populations with sample sizes of 100 000.
These studies have usually used computerized data 
from cohorts in health maintenance organizations 
supplemented by diary or telephone interview. 
These methods were fi rst extensively used after 
the licensure of polysaccharide and conjugated 
Hib,340–342 DTaP, 118 and varicella vaccines (including 
multiyear evaluation for disease incidence, herpes 
zoster, and a pregnancy registry). 343,344 Postapproval 
studies are now routine for newly licensed vaccines 
such as MMRV vaccine, 107 human papillomavirus 

associated risk remained unchanged. 150 An 
increased reporting rate of an adverse event follow-
ing one hepatitis B vaccine brand compared to 
another was likely due to differential distribution 
of brands in the public versus private sectors, which 
have differential VAERS reporting rates (higher in 
the public sector). 323 A signal of venous throm-
boembolic events in human papillomavirus vac-
cinees in VAERS was probably due to confounding 
from concurrent use of oral contraceptives. 324

Finally, an approximately two - to threefold increase 
in 2009 H1N1 reports to VAERS as compared to 
2009–2010 seasonal infl uenza vaccine occurred, 
most likely due to heightened public awareness 
and enhancements made to VAERS for safety mon-
itoring efforts of the 2009 H1N1 vaccine. 325

These studies highlight the crude nature of the 
“signal” generated by VAERS, and the diffi culty in 
ascertaining which vaccine safety concerns warrant 
further investigation. Not only are there problems 
with reporting effi ciency and potentially biased 
reporting, but precise denominators for calculating 
true rates are usually not available. Instead, crude 
measures such as doses distributed must often be 
used as surrogates for doses administered. Because of 
these diffi culties, the requirement for manufactur-
ers to notify FDA whenever they receive increased 
number of reports has been dropped. 326

Historically, most (especially resource -limited)
countries have relied on spontaneous reporting 
systems alone for postlicensure vaccine safety mon-
itoring. The inadequacy of scientifi c information on 
vaccine safety found by the Institute of Medicine is 
related to the methodologic weaknesses inherent 
to spontaneous reporting systems. The establish-
ment of new population -based immunization 
information systems in which all vaccines admin-
istered are entered, may provide more timely sub-
mission of spontaneous reports as well as more 
accurate and specifi c denominators for doses 
administered, providing information necessary to 
calculate more accurate adverse event rates. 327,328

Clinical trials
Prelicensure clinical trials
To demonstrate that a new vaccine candidate is 
safer than a previous vaccine, the two products can 
be compared head to head in a randomized trial, as 
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ity, are costly, time -consuming, and usually limited 
to assessment of a single type of event. As with 
drug safety research (see Chapters 11–21), efforts 
have increasingly turned to record linkage between 
automated exposure (immunization records in lieu 
of pharmacy) fi les and outcome medical fi les. The 
CDC participated during the late 1980s in two 
pilot vaccine safety studies using automated large, 
linked databases in Medicaid and Managed 
Care Organizations (MCO) populations, respec-
tively. 360,361 While validating this approach for 
vaccine safety studies and providing scientifi cally 
rigorous results, these studies were limited by their 
relatively small sample sizes, inability to prospec-
tively study new hypotheses, and focus on the most 
severe reactions. 27 These limitations, the constraints 
of VAERS, and the recognition of the need for 
improved monitoring of vaccine safety, prompted 
the CDC to initiate the Vaccine Safety Datalink 
(VSD) project in 1990. 70,250,362 To help overcome the 
previously identifi ed shortcomings, the VSD pro-
spectively collects vaccination, medical outcome 
(e.g., hospital discharge, outpatient visits, emer-
gency room visits, and deaths), and covariate data 
(e.g., ethnicity and socioeconomic data in birth cer-
tifi cates, census) under joint protocol at multiple 
MCOs. Selection of staff -model, prepaid health 
plans also minimized potential biases for more 
severe outcomes resulting from data generated 
from fee -for -service claims, a problem prior to 
implementation of diagnosis -related group (DRG) 
billing.363 To increase patient confi dentiality, the 
VSD shifted from annual data tape submissions 
from the MCOs for data pooling and analysis at 
CDC to a distributed network data management 
model; in parallel, VSD is also increasing transpar-
ency via public access data sharing and external 
input.364

Originally, the VSD conducted active surveil-
lance on approximately 500 000 children from 
birth through 6 years of age (75 000 birth cohort, 
approximately 2% of US population in these age 
groups).250 Expansion to eight MCOs (including 
data on all age groups at three MCOs) was accom-
plished in 2000. 362 The VSD focused its initial efforts 
on examining potential associations between 
immunizations and 34 serious neurologic, allergic, 
hematologic, infectious, infl ammatory, and meta-

vaccine,345 and second -generation rotavirus vac-
cines.346,347 Postapproval studies in Mexico and 
Brazil have found an increased risk of intussuscep-
tion in the newer rotavirus vaccines, albeit one -
tenth that of the fi rst -generation vaccine. 348

Requirements for postapproval evaluation have 
even been extended to less frequently used vac-
cines, such as Japanese encephalitis vaccine. 349 A 
large postlicensure randomized trial for this vaccine 
was also completed in China to improve the avail-
able data on its short -term safety. 350

Ad hoc epidemiologic studies
Historically,  ad hoc epidemiologic studies have been 
employed to assess signals of potential adverse 
events generated by spontaneous reporting systems, 
the medical literature, or other mechanisms. 
Traditional analyses of secular trends (ecologic 
studies), cohort studies, and case –control studies 
have been used to gather information necessary to 
measure or compare risks of an adverse event fol-
lowing vaccination with risk in the absence of vac-
cination. Occasionally, data collected for other 
study outcomes may be reanalyzed to see if vaccine 
was causally related or not. 351 Examples of  ad hoc
follow-up studies to signals of vaccine safety 
issues are: the investigations of poliomyelitis after 
inactivated77 and oral polio vaccines; 248 SIDS 
after DTP vaccination; 27,153,352–354 encephalopathy after 
DTP vaccination; 59,355 meningoencephalitis after 
mumps vaccination; 144,356 injection site abscesses 
postvaccination;357 intussusception after Rotashield 
vaccine;66,67,66,67 vaccinations and autism; 358,359 GBS 
after infl uenza vaccine; 54,55,150 and GBS after menin-
gococcal conjugate vaccine. 264 Many such studies 
have been compiled and reviewed by the Institute of 
Medicine.27,28,34,36–40 While automated large, linked 
databases (see below) provide a more cost -effective
and fl exible framework for hypothesis testing,  ad hoc
epidemiologic studies may still be needed in settings 
without automated large, linked databases, 106,132 or 
where the statistical power of the automated large, 
linked databases may be inadequate to answer a 
question in a timely manner. 149,150,317

Automated large, linked databases
Ad hoc epidemiologic studies of vaccine safety, 
while potentially informative about vaccine causal-
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RCA team developed a statistical method known as 
the maximized sequential ratio probability test 
(MaxSPRT) to detect safety signals in near -real
time, while accurately accounting for repeated 
testing of the data. 373 The fi rst application of 
MaxSPRT was in safety assessment of the newly 
licensed meningococcal conjugate vaccine in 
2005.277 RCA methods also were used to detect a 
twofold increased risk for febrile seizures following 
MMRV vaccination compared to MMR and vari-
cella (MMR + V) administered separately. 281 This 
fi nding precipitated changes in US immunization 
policy for MMRV and MMR  + V in children. 

The VSD has some limitations. While diverse, 
the population in the MCOs currently in the VSD 
is not wholly representative of the United States in 
terms of geography or socioeconomic status. More 
importantly, because of the high coverage attained 
in the MCOs for most vaccines, few non -vaccinated
controls are available. Therefore, the VSD often 
relies on some type of “risk-interval” analy-
sis360,361,374 (Box  26.2). The capability of this 
approach to assess associations between vaccina-
tion and adverse events with delayed or insidious 
onset (e.g., neurodevelopmental or behavioral out-
comes) is limited. 16 The VSD also cannot easily 
assess adverse events that do not result in a health -
care visit, and therefore are not currently captured 
in existing MCO databases, because they do not 
result in a health -care consultation (e.g., fever). 250

The current VSD is also not large enough to 
examine modest increased risks of extremely rare 
events such as GBS after each season ’s infl uenza 
vaccine. Finally, because the VSD relies on epide-
miologic methods, it may not successfully control 
for confounding and bias in each analysis, 121 and 
inferences on causality may be limited. 375

Despite these potential shortcomings, the VSD 
provides an essential, powerful, and relatively cost -
effective complement to ongoing evaluations of 
vaccine safety in the United States. In view of the 
methodologic and logistical advantages offered by 
automated, large, linked databases, Denmark, 33

the United Kingdom, 103,144,376,377 and Canada 378

have also developed large automated databases 
linking immunization registries with medical fi les. 
Europe30 and Taiwan 298 anticipate they will eventu-
ally convert their 2009 H1N1 vaccine safety 

bolic conditions. The VSD is also being used to test 
new ad hoc vaccine safety hypotheses that arise 
from the medical literature, 16,147,148,170,365–367 from 
VAERS, 67,323 from changes in immunization sched-
ules,368,369 or introduction of new vaccines. 281,340,342,370

In addition, the VSD databases have been used to 
conduct infl uenza vaccine safety studies in which 
large cohorts of children are screened for evidence 
of increased medically attended events following 
vaccination.167,168 The size of the VSD population 
also permits separation of the risks associated with 
individual vaccines from those associated with 
vaccine combinations, whether given in the 
same syringe or simultaneously at different body 
sites.281,369 At the time of this writing (2010), 
ongoing surveillance is currently being conducted 
on the following combination vaccinations: 
MMR-V, Tdap, DTaP -IPV, and DTaP -IPV/Hib.

When the VSD identifi es an adverse event as 
being associated with vaccine, data on the inci-
dence rate attributable to vaccine are availa-
ble,67,170,281 permitting accurate risk –benefi t 
assessment by both the public and policymakers. 371

Subgroup analyses may permit identifi cation of risk 
factors for adverse events (or vaccine failures), 
which may be useful in identifying contraindica-
tions to vaccinations. 372 Data from VSD have been 
useful in calculating background rates of illnesses 
in the absence of vaccination that can serve as 
expected rates when comparing rates of vaccine -
associated events in SRS. 299 Also, incidence rates of 
vaccine-associated adverse events derived from 
VSD can be used to evaluate the sensitivity of 
passive reporting systems. The VSD data also aid 
the Vaccine Injury Compensation Program in 
determinations of what events should be compen-
sated as vaccine “injuries.”92

In addition to ad hoc epidemiologic studies, a 
Rapid Cycle Analysis (RCA) team was formed 
within the VSD to conduct near -real-time active 
surveillance on newly licensed vaccines. The RCA 
relies on analytic data sets that are created weekly 
from the automated MCO data. The weekly ana-
lytic data sets are used to investigate potential asso-
ciations between vaccines and adverse events that 
are defi ned  a priori. Statistical analysis for signal 
detection is conducted with methods that account 
for the multiple testing of accumulating data. The 
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been required since 1988 for certain routine child-
hood vaccinations.  207   This requirement, along 
with improvements in technology, has prompted 
many organizations to automate their vaccination 
records.  328   

 Although vaccination records can be manually 
retrieved and reviewed for any study design, auto-
mated vaccination records greatly ease the logistics 
of organizing such studies. Whenever sampling is 
necessary in the design, automated records also 
ease the selection of samples that are representa-
tive. Assessing the accuracy of such automated 
data is important in any study.  380,381   When people 
receive their vaccinations from several providers 
(not uncommon in the United States), their expo-
sure status may be misclassifi ed.  382   This error 
could be minimized if a centralized Immunization 
Information Systems (IIS) were implemented to 
track all vaccinations from birth. Such an IIS has 
been implemented in Denmark,  33   most of the 

surveillance into large, linked databases for routine 
vaccinations. The fi rst such pilot database in a less 
developed setting has been established in Vietnam.  379   
Given that many vaccines against many poverty 
related diseases such as rotavirus, malaria, and TB 
will be introduced fi rst in such countries, there is a 
need to develop VSD - like infrastructures there, 
too.  126     

  Methodologic  a pproaches for 
 o bservational  e pidemiologic  s tudies 
  Exposures 
 In countries where vaccinations are required for 
entry into daycare, kindergarten, schools, and/or 
colleges, documentation via vaccination cards or 
medical records is usually available and of good 
quality for most infants and children. In the United 
States, documentation of the vaccine type, date of 
vaccination, manufacturer, lot number, and vaccine 
provider in a permanent medical record has 

 Box 26.2   Example of method for risk - interval analysis of association between a universally 
recommended three - dose vaccine (with few unvaccinated people for comparison) and adverse 
event 
       1     Defi ne  “ risk interval ”  for adverse event after vaccination (e.g., 30 days after each dose).  
  2     Partition observation time for each child in the study into periods within and outside of risk intervals, and sum 

respectively (e.g., for a child observed for 365 days during which three doses of vaccine were received; total risk 
interval time    =    3    ×    30 person - days    =    90 person - days; total non - risk interval time    =    365    −    90    =    275 person - days). 

 
o———————x====—————x====——————x====———//———>

365 daysDose 3Dose 2Dose 1Birth     

  3     Add up (i) total risk interval and non - risk interval observation times for each child in the study ( =    person - time 
observed; for mathematical convenience, the example below uses 100 and 1000 person - months of observation), and 
(ii) adverse events occurring in each time period to complete 2    ×    2 table (for illustration, the example below uses 3 
and 10 cases):

        Adverse event     Person - time observed (months)     Incidence rate  

  Vaccinated in risk interval: yes    3    100    0.03  
  Vaccinated in risk interval: no    10    1000    0.01  
  Total    13    1100      

 Incidence rate adverse event vaccinated     =    3/100    =    0.03 
 Incidence rate adverse event unvaccinated     =    0/1000    =    0.01 
 Relative risk vaccinated: unvaccinated    =    0.03/0.01    =    3.0 
 Probability fi nding due to chance:  < 5/100 
 Conclusion: There is a threefold increase in risk for developing the adverse event within the interval following 

vaccination     
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ICD-9 diagnostic codes for the condition of interest. 
The ICD -9 codes typically represent medical 
encounters in the inpatient, outpatient, and emer-
gency department settings. Additional data sources, 
such as laboratory and pharmacy fi les, can also be 
used to identify potential cases. This initial screen-
ing defi nition tends to be highly sensitive but less 
specifi c. After the electronic cases have been identi-
fi ed, the medical records of the patients are often 
reviewed by a trained abstractor, blinded to vacci-
nation status. On a standardized data collection 
form, the abstractor records detailed clinical infor-
mation on presenting symptoms, sequelae, medica-
tions, underlying health conditions, diagnostic test 
results, and potential confounding variables. For 
outcomes with insidious onset such as multiple 
sclerosis, multiple dates (e.g., fi rst symptom, fi rst 
medical visit, fi rst diagnosis) and sources of infor-
mation (patient recall, medical chart) may also 
need to be collected. 161,389 In the last step of the case 
ascertainment process, clinical experts review the 
abstracted medical information to determine if 
patients meet the fi nal study case defi nition. For 
diffi cult diagnoses such as GBS, a panel of special-
ists may also be asked to review the medical records 
after exposure status has been masked. 65

This process minimizes the likelihood of a false 
negative conclusion (due to bias towards the null) 
by ensuring that only cases meeting the most spe-
cifi c case defi nition are included in the analysis. It 
is also possible, however, that using such a nar-
rowly focused outcome defi nition may miss broader 
syndromes or groups of symptoms related to the 
outcome. Follow -up analyses of rhesus rotavirus 
vaccine reports to VAERS suggest that intussuscep-
tion213 may have been just the tip of the  “iceberg”
of a broader syndrome that also included bloody 
stool, vomiting, diarrhea, and abdominal pain. 306

Adverse neurologic outcomes other than GBS were 
reported among the 1976 –1977 and 2009 H1N1 
infl uenza vaccinees. 390,391 Unfortunately, whether 
these associations are causal remains unknown 
and controversial, as formal studies have not been 
done.

Should the concern be a new, previously 
undescribed syndrome, analyses of existing data-
bases may be inadequate. A study of “Gulf War 

United Kingdom, 327 and state/regional IIS are under 
development in the United States, 328 Canada, 383 and 
Australia.384

The availability and quality of vaccination 
records generally decrease as people age. Some vac-
cines for older people (e.g., tetanus –diphtheria
boosters in emergency rooms, hepatitis B vaccina-
tions for health -care personnel) may be adminis-
tered in settings other than primary health care. In 
addition to review of primary medical records, 
interviews or a review of data from secondary vac-
cination sites may therefore be necessary to accu-
rately ascertain exposure status in adverse event 
studies of these vaccines in older populations. To 
increase the accuracy of exposure data in a study 
of adverse reactions to plasma -derived hepatitis B 
vaccine among Alaskan natives, 385 medical records 
from the village, the hospital, and the regional 
public health nurse, in addition to the automated 
vaccination record, were reviewed. 385,386 Studies of 
GBS and H1N1 infl uenza vaccine relied on patient/ 
family interview, hospital medical record, and/or 
validation with primary care providers for exposure 
ascertainment.55 Interestingly, reliance on provider 
verifi cation may lead to under -ascertainment of 
vaccination status, either because of poor record 
keeping382 or concerns about liability in vaccine 
safety studies. 150

Standards should be developed to further 
improve the accuracy and effi ciency of transfer of 
vaccine identifi cation information from the vaccine 
vial to either automated or paper immunization 
records, including: (i) abbreviations for new vaccine 
antigens and vaccine manufacturers, (ii) peel -off
labels, (iii) bar codes, (iv) lot numbers, (v) immu-
nization records, and (vi) presentation of key iden-
tifi er information on vaccine packaging (as on the 
nutrition label). WHO has recently identifi ed as a 
priority the development of a vaccine dictionary 
that will allow differentiation of vaccine formula-
tions from various manufacturers. 387

Outcomes
To ensure both high sensitivity and specifi city for 
an AEFI, a multistep approach is usually required 
for case ascertainment. 167,168,170,365,388 In step one, 
the automated databases are screened to identify 
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are either seasonal or highly dependent on age. 
When the outcome is rare, however, the cohort 
design can be costly to implement, and, for child-
hood vaccines that are universally recommended, 
there may be too few unvaccinated children for the 
comparison group. The design is also susceptible to 
selection bias that can be introduced by comparing 
vaccinated and unvaccinated populations, as these 
groups may differ by factors frequently missing 
from large, linked databases such as ethnicity, soci-
oeconomic status, and underlying health state. 121

In contrast to the cohort design, case –control
studies are conducted by fi rst identifying individu-
als who experienced a particular event over a pre-
defi ned time period. This group of cases is then 
compared to a control group of outcome -free indi-
viduals from the same time period. Cases are often 
matched to controls by variables such as sex, age, 
MCO site, and calendar time. 66,160,396 This design 
tends to be more economical than the cohort 
design, and it is well -suited for rare illnesses. As 
with the cohort method, however, the case –control
design is limited when vaccine coverage rates are 
high and few unvaccinated cases and controls are 
available for analysis. In contrast to the cohort 
design, matching on confounding variables in a 
case–control study will bias the results to the null 
hypothesis (i.e., toward no effect) if not explicitly 
adjusted for in the analysis. 394

To address some of these limitations, alternative 
methods known as the risk -interval (or vaccinated 
cohort) and self -controlled case series (SCCS) study 
designs have been developed for vaccine safety epi-
demiology. 66,106,166,170,173,174,397–401 These designs differ 
from more traditional epidemiologic methods in 
that time intervals both before and after vaccina-
tion within the same individual are used to classify a 
person as exposed or unexposed. In the risk -
interval design, incidence rates for risk and non -
risk time periods are compared, but only vaccinated 
individuals are included in the analysis. A time 
period immediately following vaccination is defi ned 
as the risk interval, and events that occur during 
this period are classifi ed as exposed cases. Time 
periods outside of the risk interval —before and 
after the vaccination —are considered the non -risk
(or control) periods, in which occurrences of events 

syndrome” and vaccinations relied on a thorough 
interview of patients meeting a de novo complex 
case defi nition before linkage with vaccination 
history. 392

In the context of real -time surveillance, infl u-
enza vaccine safety monitoring is hindered by the 
rate at which large, linked databases capture 
medical encounter data. In the VSD, for example, 
some of the MCO sites contract with independent 
hospitals to provide inpatient care. Therefore, there 
is often a considerable lag between the inpatient 
encounter and the date at which the encounter 
(outcome) is captured in the databases. At some 
sites, the average lag can be as long as 4 months. 393

For infl uenza vaccine safety monitoring, the infl u-
enza season may be over by the time the outcome 
data are fully captured, thereby rendering the real -
time analysis moot. 

Study design and analytic methods
Different analytical strategies are needed depend-
ing on how a vaccine is used in the population. For 
vaccines used infrequently and typically in vac-
cinees who are generally no different than non -
vaccinees (e.g., travel vaccines), comparison 
between two groups with adequate matching or 
adjustment is relatively straightforward. For 
example, in a cohort study, groups of vaccinated 
and unvaccinated individuals may be matched on 
several factors such as sex, MCO, age, high -risk
condition, and calendar time. The cohort of vacci-
nated and unvaccinated individuals is then fol-
lowed forward in time, and the incidence of events 
in the two groups is compared within predefi ned 
exposure windows following vaccination. These 
exposure windows are defi ned  a priori based on 
current understanding of the most plausible bio-
logic mechanism, should such an association actu-
ally exist. For most acute events, exposure windows 
of 0 –2, 1 –14, 1 –30, and 1 –42 days are often 
used.157,166,168,170 This study design provides a direct 
estimate of effect (the incidence rate ratio, IRR), is 
well-suited for rare exposures (but not rare out-
comes), and can be used to analyze multiple out-
comes.394,395 Matching on age and calendar time 
helps to adjust for time -varying variables that can 
confound the results when the vaccine and outcome 
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vaccination—such as GBS, idiopathic thrombocy-
topenia, anaphylaxis, and HIV —may have their 
immunizations either delayed or withheld indefi -
nitely. In such a situation, the SCCS design would 
be limited since only cases (i.e., those with an 
event) are followed forward in time, and time 
periods before vaccination could not be included in 
the analysis. This assumption of event -independent
exposure (vaccination) is not required for the more 
traditional epidemiologic methods because vacci-
nation status is ascertained retrospectively from the 
date of diagnosis in a case –control study, and the 
onset of an event is ascertained prospectively from 
the date of vaccination in a cohort study. A recent 
analytic method has been developed to account for 
the postevent dependence in an SCCS analyses 
when the postvaccination risk period is short and 
when the event is both rare and non -recurrent.399

Simulation analyses demonstrated that the estima-
tion method helped to correct for bias associated 
with event -dependent exposures, but it also pro-
duced IRR estimates that were attenuated to the 
null hypothesis (i.e., they underestimated the true 
effect). Future research is needed to develop this 
analytic technique further. 

The characteristics of cohort, case –control, risk 
interval, and SCCS designs have been compared 
empirically with simulation studies. 174,397 In a study 
using VSD data and simulated cases of a rare, acute 
illness (immune thrombocytopenic purpura or ITP) 
after MMR vaccination, the risk -interval, SCCS, 
and case –control study designs produced valid IRR 
estimates that were within 3% of a cohort gold 
standard. The case –control design, however, pro-
duced estimates that were less powerful, less 
precise, and biased by unmeasured fi xed confound-
ing when compared to the other study designs. The 
SCCS and risk -interval, in contrast, were as power-
ful as the cohort design and produced unbiased 
estimates in the presence unmeasured fi xed con-
founding. Of note, the SCCS design displayed 
similar characteristics to those of the risk -interval
and cohort, but required only a fraction (0.01%) of 
the study population for analysis. On average, the 
size of the simulated cohort, risk -interval, and 
SCCS study populations were 2.7 million, 1.4 
million, and 200 individuals, respectively. 

are classifi ed as unexposed cases. Because only vac-
cinated individuals are included in the study, the 
design eliminates biases associated with fi xed 
factors that remain constant over time in the same 
individual but differ between vaccinated and 
unvaccinated populations. In addition, because 
control time periods both before vaccination and 
after the risk period are included in the analysis, 
the design is used to examine the risk of acute, 
self-limiting events following vaccination. 

The SCCS method is a similar design in which 
incidence rates for risk and non -risk time periods 
are compared, but only cases with an event are 
included in the analysis. 173,358,397,398,402 The study 
population comprises cases that occur over a pre-
defi ned observation period, and each case acts as 
its own control, thereby controlling for both meas-
ured and unmeasured confounding variables that 
do not vary over time (i.e., fi xed confounding). 
With the SCCS method, multiple occurrences of 
independent events within an individual can be 
analyzed. Since only cases are required for the 
analysis, the SCCS study population is considerably 
smaller than that of the cohort, case –control, and 
risk-interval designs. As discussed below, the SCCS 
has nearly as much statistical power as the cohort 
approach when a high proportion of the population 
is vaccinated. 

Possible limitations of the risk -interval and 
SCCS methods stem from their inability to implic-
itly control for time -varying confounders, such as 
seasonality or age. In contrast to the matched 
cohort analysis, these time -varying variables must 
be explicitly defi ned as either continuous functions 
or categorical variables and added to parametric 
Poisson regression models. 397,400 Mis -specifying
such variables can lead to biased results —
particularly when the event is rare. 402 Alternatively, 
it has also been shown that semiparametric Poisson 
regression models can be used to analyze SCCS 
data in which the time -varying effects of age do not 
have to be explicitly defi ned before analysis. 398

An additional important limitation of the SCCS 
is that bias can be introduced if the occurrence of 
an event infl uences the probability of receiving 
vaccination. For example, individuals with a history 
of contraindicating or precautionary conditions to 
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those vaccinated early, a large percentage of the 
vaccinated may have co -morbidities, placing them 
at high risk for infection resulting in them being 
targeted for vaccination; for those vaccinated later, 
after universal recommendations, the inherent dif-
ferences between the vaccinated and unvaccinated 
populations may change. Moreover, in large, linked 
MCO databases, it is possible that a certain propor-
tion of the population received an infl uenza vac-
cination outside of the MCO, which may not be 
captured in the automated databases. 393 As 
described earlier, these potentials for selection bias 
and exposure misclassifi cation are problematic for 
the cohort and case –control designs. 

The future 

Although considerable progress has been made in 
the development of vaccine safety analytic methods, 
several challenges remain. Areas of particular 
importance include the following: (i) minimizing 
seasonal time -varying bias, (ii) identifying optimal 
risk windows, (iii) detecting a lifetime dose response 
from multiple infl uenza and tetanus -containing
vaccinations, (iv) evaluating the safety of simul-
taneous vaccination, and (v) data mining for 
unknown AEFIs in real -time active surveillance. 

As described, accounting for seasonal time -
varying bias is particularly challenging in safety 
studies of infl uenza vaccination. Because a large 
majority of infl uenza vaccinations are administered 
in October and November, there may not be enough 
variability in the temporal distribution of vaccina-
tion to control for seasonal fl uctuations in the 
outcome of interest. A potential strategy is the case -
centered approach. 403 This strategy has been used 
to assess infl uenza vaccine effectiveness in the 
elderly. In cases occurring during an infl uenza 
season, the method uses data from the entire 
cohort (cases and non -cases) to calculate the prob-
ability of exposure (vaccination) for the day of the 
event. The logit of this probability is then placed 
into logistic regression model as an offset term. In 
essence, this method provides a seasonal adjust-
ment for exposure by conditioning on the odds of 
vaccination over the course of an infl uenza season. 

Using similar simulation analyses, the character-
istics of these four designs were evaluated in the 
context of real -time, active surveillance of AEFI. 280

When the exposure and outcome were acute, the 
cohort proved to be the best study design for active 
surveillance, in terms of bias, statistical power, and 
signal detection time. When selection bias was a 
concern, the risk -interval design was shown to be 
a valid alternative. Of all the designs, the case –
control design had the longest signal detection time 
and most biased relative -risk estimates. Although 
the SCCS lagged behind the cohort and risk -interval
designs in signal detection time, it was acceptably 
accurate and powerful and required only a 
minimum of data. Thus, the results from these 
simulation studies demonstrate that the SCCS 
design is a valid, powerful, and economic epide-
miologic tool for studying vaccine safety. 

Clearly, the current methods for studying 
vaccine safety have contrasting strengths and limi-
tations. In some instances, researchers employ 
multiple methods to address the various factors 
that can bias the results. 106,170,393,400 Studying the 
safety of the infl uenza vaccine, as an example, 
poses multiple methodologic challenges that cannot 
be addressed with one particular design. In a typical 
infl uenza season, more than 85% of the vaccines 
are administered in October and November. 393,403 It 
is also likely that certain conditions of interest —
such as febrile seizures, gastrointestinal disorders, 
or rash —have a seasonal distribution across the 
infl uenza season from October through April, with 
the incidence peaking in winter months. Such dis-
tributions would make season a strong confounder, 
as it would be highly associated with both vaccina-
tion and the outcome of interest. The correlation 
may, in fact, be so high that one could not disen-
tangle the individual effects of vaccination and 
season in the analysis. Although little can be done 
to rectify this potential dilemma with any design, 
the SCCS and risk -interval designs are particularly 
susceptible to this type of seasonal bias. 

In addition to seasonality, studying the safety of 
infl uenza vaccination is challenged by the potential 
for selection bias, since it can be assumed that indi-
viduals who receive infl uenza vaccination are dif-
ferent from those who do not. For example, for 
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the risk associated with a particular dose can be 
explained by age. To study adequately the relation-
ship between dose number and the risk of adverse 
events, new methods for disentangling the correla-
tion between dose and age are needed. 

An increasing number of parents are choosing 
to either decline or delay immunizations for their 
children.405,406 This implies that there may be a 
certain amount of variability in the timing at which 
routine childhood vaccines are administered in the 
fi rst 5 years of life. This variability may in turn 
present a natural experiment where the risk of 
adverse events in an otherwise healthy population 
of children on alternative schedules can be com-
pared to a cohort of healthy children on the recom-
mended schedule. It is also possible, however, that 
children on alternative schedules have different 
health-care utilization patterns than children who 
are up -to-date, thereby creating a selection bias. 407

Large, linked databases represent an ideal resource 
to explore this potential natural experiment. 

Lastly, data mining methods have been devel-
oped to identify signals for unexpected AEFI. These 
methods for vaccine safety have been applied to 
passive surveillance systems and ad hoc epidemio-
logic studies. 168,408 In these respective settings, 
however, data mining analyses have been limited 
by reporting bias, lack of denominator data, and 
low statistical power for rare events. Conducting 
data mining analyses in large, linked databases 
with real -time active surveillance will address some 
of these limitations. Such methods would be a 
natural complement to targeted active surveillance, 
in which adverse events are specifi ed  a priori. For 
targeted active surveillance (see Chapter 46),
sequential testing methods have been developed to 
protect against false -positive signals (Type I error 
rates) when data are analyzed on a weekly or 
monthly basis. The potential for Type I error, 
however, will increase signifi cantly when multiple 
unspecifi ed outcomes are analyzed at the same 
time. New analytic tools for using large, linked 
databases to identify unsuspected adverse events in 
real time are needed. These methods should be 
sensitive enough to detect potentially serious 
adverse events but also conservative enough to 
protect against too many false signals. Such methods 

Future work needs to focus on how to apply this 
method in studies of vaccine safety, where the 
study population is young and healthy, and both 
the exposure and outcome are acute and transient. 
Moreover, the method could be developed for use 
in real -time active surveillance of newly licensed 
vaccines.

Although risk window lengths are often based 
on prior biologic knowledge, they are also some-
what arbitrarily defi ned (e.g., 0 –2, 1 –14, 1 –42 days 
after vaccination). Inaccurate specifi cation of the 
risk window can result in either including the true 
control period in the risk window or including a 
segment of the risk window in the control period, 
both of which would introduce bias. After an ele-
vated risk has been identifi ed in a prespecifi ed risk 
window, a two -step data -driven approach to iden-
tify the period of greatest risk has been proposed. 
Step 1 begins by specifying a minimum risk window 
length, for which a risk estimate is calculated using 
an appropriate regression model. The risk window 
is incrementally lengthened and risk estimates are 
generated for each subsequent window. The risk 
estimates are plotted versus the variable risk 
window lengths, and the researcher notes where 
risk is maximized. If the specifi ed risk window is 
longer than the true risk window, an analytic 
approach is possible in step 2. Preliminary simula-
tion and theoretical work has shown that there is 
a linear relationship between the calculated risk 
and risk window length. 404 The analytic approach 
calculates an optimal risk window length based on 
maximum likelihood methods and the study design 
of interest. Thus far, this approach has been applied 
to the SCCS design with conditional Poisson regres-
sion. Future work should focus on applying the 
approach to other study designs and regression 
models.

Unlike all other vaccines, infl uenza vaccine is 
administered on an annual basis indefi nitely. It is 
currently not known if the risk of certain adverse 
events increases with each subsequent dose. For 
children in particular, studying this relationship is 
problematic since dose number is likely to be 
strongly correlated with age. In other words, since 
both age at vaccination and dose increase over 
time, it would be diffi cult to explain how much of 
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Epidemiologic Studies of Medical 
Devices: Methodologic Considerations 
for Implantable Devices 
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Spring, MD, USA 
2 Department of Biostatistics, Harvard School of Public Health and Harvard Medical School, Boston, MA, USA 
3 Weill Cornell Medical College, New York, NY, USA 

Introduction 

Recent decades have seen a dramatic growth in 
medical device technology worldwide. 1 It has been 
estimated that the US medical device market 
exceeded $100 billion in 2008, representing roughly 
42% of the worldwide device market. 2 In addition 
to the new generations of conventional devices, 
groundbreaking innovations in the areas of nano-
technology, telemedicine, minimally invasive/ 
non-invasive procedures, and sophisticated health 
information technology continue to offer new 
diagnostic and therapeutic options to patients and 
clinicians.

Naturally, the expansion of such a diverse tech-
nology has created a demand for methodologic 
approaches for optimal study and timely informa-
tion on device benefi ts and risks. Hence, the impact 
of device innovation in the context of modern 
medicine has sharpened the focus on medical 
device epidemiology, a relatively new discipline 
within the fi eld of epidemiology. Medical device 
epidemiology is not only well suited to study the 
extent of utilization of medical devices, but also to 
study utilization patterns and identifi cation of 
risk for certain outcomes in defi ned populations. 

Furthermore, an attractive feature of modern 
device epidemiology involves implementation of 
techniques to integrate information available from 
the growing body of heterogeneous data. Operating 
at the very intersection of scientifi c knowledge 
and health care, it is the practice of epidemiology 
that ensure consistently reliable approaches to 
combine and update information in order to maxi-
mize quality, minimize bias, and to reduce the 
uncertainty in understanding risk –benefi ts of new 
devices.

What is a medical device and how is it
different from a  drug?
The defi nition of a medical device varies somewhat 
by country (Table  27.1). The US government 
defi nes a medical device as  “an instrument, appa-
ratus, implement, machine, contrivance, implant, 
in vitro reagent or other similar or related article, 
including any component part or accessory which 
is: (i) recognized in the offi cial National Formulary, 
or United States Pharmacopeia or any supplement 
of them; (ii) intended for use in the diagnosis of 
disease or other conditions or in the cure, mitiga-
tion, treatment, or prevention of disease in men 
or other animals; or (iii) intended to affect the 
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controls, well documented case histories, by quali-
fi ed experts, and reports of signifi cant human expe-
rience from a marketed device. ”10–12

Other countries have similar classifi cations. In 
Canada, devices of Classes III and IV are subject to 
in-depth regulatory evaluation while Class II 
devices require only the manufacturer ’s declaration 
of device safety and effectiveness and Class I devices 
are exempted from premarket submission. In the 
European Union, manufacturers of devices of 
Classes II and III, as well as devices of Class I with 
either measuring function or sterility requirements, 
must submit to the regulator (competent author-
ity): (i) a Declaration of Conformity to the 
appropriate EC Directives, and (ii) details of the 
conformity assessment procedure followed. In 
addition, for higher risk class devices that require 
design examination or type examination, the cor-
responding EC Certifi cates issued by a notifi ed body 
must also be submitted to the competent authority. 
In Australia, all “registrable” devices must undergo 
rigorous premarket evaluation before market entry. 
“Listable” devices are less rigorously regulated, but 
may be evaluated for safety (not effi cacy) if there 
are regulatory concerns about the risk profi le of the 
product. In Japan, all devices above Class II must 
obtain a central government license for market 
entry. 4

The common regulatory theme underpinning 
the classifi cation and requirements across regions 
and countries is the level of risk, despite the differ-
ences in how the risk is defi ned. 

In this chapter, we concentrate on implantable 
devices (US Class II and Class III) because of their 
signifi cant public health impact, high risk for 
adverse events, and uncertainties surrounding the 
long-term exposure. 

Implantable medical devices comprise an impor-
tant device category in the very heterogeneous 
world of medical devices. As true of other devices, 
implantables share characteristics that distinguish 
them not only from other devices, but also from 
regulated drugs. Table  27.2 highlights the charac-
teristics that are further distinguished between 
medical devices or drugs in general. 

Implantable devices, most of which are in Class 
III (highest risk), can be further differentiated. This 

structure or any function of the body of man or 
other animals, and which does not achieve its 
primary intended purposes through chemical 
action within or on the body of man or other 
animals and which is not dependent upon being 
metabolized for the achievement of any of its prin-
cipal intended purposes. ”3 Defi nitions used in the 
European Union, Canada, Australia, and Japan are 
slightly different (Table  27.1).3–9

The Global Harmonization Task Force, formed 
in 1992 in an effort to respond to the growing need 
for international harmonization in the regulation 
of medical devices, produced a harmonized defi ni-
tion of medical device. 9

While there are similarities among countries 
regarding medical device defi nitions and classifi ca-
tions, the differences exist in the rigor required for 
device approval. For example, before a medical 
device is allowed to enter the US market, a reason-
able assurance of its safety and effectiveness must 
be established. Depending upon the complexity of 
the devices and their intended use, there are variety 
of issues to be evaluated which determine the type 
and the depth of the premarket data necessary for 
approval. Based on the varying level of benefi t –risk
evidence needed over different categories, devices 
are classifi ed into three regulatory classes. Class I 
devices present minimal potential for harm to the 
patient and require neither clinical testing nor 
special controls (e.g., standards) to establish rea-
sonable assurance of safety and effectiveness (e.g., 
elastic bandages, gloves, manual surgical instru-
ments). Class II devices by defi nition are higher -
risk (e.g., infusion pumps, diagnostic ultrasound 
machines) and as such are subject to additional 
regulatory control including special controls and, 
for certain device groups, clinical testing to demon-
strate safety and effectiveness. Medical devices with 
the highest level of risk (e.g., implantable deep 
brain stimulators, coronary stents, and hip resur-
facing systems) are categorized as Class III and 
receive the highest level of scrutiny for regulatory 
approval The effectiveness and safety of these 
devices have to be determined based on a valid 
scientifi c evidence defi ned as  “ evidence from 
well controlled investigations, partially controlled 
studies, studies and objective trials without matched 



472   Part IV: Selected Special Applications of Pharmacoepidemiology

ends at the time of device removal, but may not be 
“clear cut ” if part of the device remains (e.g., in case 
of silicone leakage in the case of ruptured breast 
implants, or if absorbed over time such as with 
biologically-based dermal fi llers or barrier adhesion 
devices).

Outcomes associated with implantable devices 
are affected not only by underlying patient factors 
and device factors (such as biomaterials), but also 

device category, in general, has longer product life 
cycles although incremental changes do occur. 
Implantable devices may be comprised of multiple 
components (such as a total hip implant) or single 
components (such as a pacemaker lead). Exposures 
to such devices are typically chronic (exception 
being temporary implantables, such as inferior 
vena cava fi lters), with the onset of exposure 
clearly defi ned at time of implantation. Exposure 

Table 27.2 Characteristics of medical devices as compared to drugs ( US Regulations) 

Characteristic Characteristics of medical devices as compared to drugs 

Device Drug

Product life cycles Short to long Short
Incremental changes Common Rare
Equivalence Technological 

(Class I and II) 
Therapeutic
(for generics) 

Clinical trials required N = 1 (Class III, some II) N = 2 (NDAs) 
Trial reimbursement Frequent Rare
Orphan designation 4000 200000
Assuring manufacturing quality ISO 9000 Good Manufacturing Practices 

(cGMP)
Required postmarket studies Postapproval studies 

Section 522 studies 
Phase IV studies 

Product identifi cation Product codes 
Unique device identifi ers 

NDC codes 

Components/ingredients Single or multiple 
(may change over time) 

Single or multiple 

Exposures Acute, chronic, intermittent, episodic Similar
Stopping exposure Simple to complex Typically simple 
User interface Patient or clinician Typically patient 
Users of same product Single or multiple Single
How used Single use/disposable, 

reusable, implantable, durable 
Typically multiple use 

Product effects Typically localized, 
Acute or chronic 

Systemic,
Typically acute 

Product hazards Human factors Less prominent 
Non-compliance Same
Interactions More prominent 
Malfunctions (manufacturing) Drug quality problems 
Environmental hazards Same
Toxic/allergic More prominent 
Packaging defects Same
Software glitches 
Poor maintenance 
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Risk–benefi t  profi le in a  real-word 
setting
When randomized clinical trials (RCTs) for new 
devices are designed, often elite investigators are 
selected to participate. For example, in the RCTs of 
devices used in surgery the operators are typically 
early adopters, highly skilled, and quick learners, 
which impacts the “learning curve. ” The learning 
curve can be defi ned as a constant proportional 
improvement in performance such as clinical out-
comes of medical procedure, with each doubling of 
cumulative experience. 16 The rate of learning (the 
shape of the learning curve) and interaction with 
other variables for an average surgeon is very dif-
fi cult to gauge from the RCT that includes only elite 
surgeons. It is only once the approved device enters 
clinical practice, where observational data are col-
lected on patient outcomes for a wide range of 
surgeons and hospitals, is it possible to estimate the 
learning curve effect on patient outcomes. 

The operator ’s learning curve can be steep, pro-
tracted, or anywhere in between, and can have a 
substantial impact on patient outcomes. Tradi-
tionally, the learning curve is studied using the 
volume–outcome relationship. Some volume –
outcome studies have demonstrated that increased 
surgical volume has an inverse relationship with 
the likelihood of poor outcomes such as complica-
tions, revision surgery, length of stay, and 
mortality. 17–19 Other studies have shown a volume 
threshold for procedures, above which increasing 
volume is no longer associated with improved out-
comes.20,21 Lastly, others have noted a trimodal 
institutional learning curve (rapid initial phase, fol-
lowed by declining success —representing new 
adopters, and then recovery to an improved steady 
state) (Resnic FS, 2009, personal communication). 
These observations indicate three distinct compo-
nents of the volume –outcome relationship that can 
be studied: (i) lifetime experience (operator ’s
volume), (ii) operator ’s annual volume, and (iii) 
hospital volume where operators practice. Other 
factors, beyond volume, that relate to learning 
curve include type of procedure (e.g., diagnostic vs. 
interventional) and practice setting (e.g., institu-
tional teaching status) are also readily available in 
many observational databases and can be studied. 

importantly by user interface (e.g., operator tech-
nique, operator experience). Adverse effects of 
implantable devices are typically localized, but may 
be more systemic (e.g., secondary to toxic, allergic, 
autoimmune effects). Additional hazards may be 
related to human factors (e.g., proper programming 
of pacemakers) and interactions (e.g., MRI interac-
tion with deep brain stimulator leads). Lastly, mal-
functions may derive from several sources, 
including manufacturing problems, design -induced
errors, and anatomic or engineering effects (e.g., 
repetitive fl exing of an implantable cardioverter 
defi brillator lead causing fracture). 

Clinical problem to  be addressed 
by pharmacoepidemiologic
research 

Diffusion to  clinical practice
and utilization
Introduction and adoption of new medical devices 
can often induce a breakthrough transformation of 
clinical practice. 13 Diffusion of medical device tech-
nology to practice is infl uenced by a large number 
of factors including device complexity, a relative 
advantage when compared with similar available 
treatments, positions of opinion -leading organiza-
tions, health -care reimbursement decisions, com-
mercial competition, evidence -based guidelines, 
publication of key research papers, regulatory 
actions, medical liability issues, and legislative envi-
ronment.14 Accordingly, adoption of different new 
devices and their dissemination into routine clinical 
practice often follow different, and sometimes 
unpredictable, patterns. These diffusion pathways 
may contribute considerably to variations in patient 
outcomes and may have a prominent impact on the 
frequency of adverse events seen in usual health -
care settings when compared to patient experience 
in premarket clinical trails. A thoughtful epidemio-
logic assessment of factors that can potentially 
infl uence the adoption of new technology can 
inform regulatory science (both premarket and 
postmarket), help the development of clinical 
guidelines and policies, and can signifi cantly shape 
national reimbursements strategies. 15
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tures, methods, and processes but in all of them 
CER is an effort that is aiming to address the needs 
of payers, patients, clinical professionals, and poli-
cymakers. A rapid growth of new medical devices, 
modifi cations of existing models, and dramatically 
shorter device life cycles will continue to create 
demands for dynamic and up -to-date comparative 
effectiveness and safety efforts. 30,31 Epidemiologic 
research will play a prominent role in medical 
device evidence synthesis in the context of health -
technology evaluation. 

Long-term safety and effectiveness 
Device premarket clinical trials are typically of 
short duration, and generate limited information 
on long -term safety and effectiveness. Due to the 
inherent complexity of implantable devices, it is 
often diffi cult to predict fully their long -term safety 
and effectiveness based solely on the preclinical 
testing and premarket clinical trials. FDA ’s post-
market attention is therefore increasingly directed 
towards ensuring that studies of suffi cient size and 
length of follow -up are conducted in the postmar-
ket setting to better predict and illustrate the 
problems occurring long term. 32 Other countries 
have established national registries of procedures 
involving implanted medical devices that collect 
long-term patient outcomes and device perform-
ance (e.g., orthopedic registries in Sweden, 
United Kingdom, Australia, Canada, and other 
countries).33–36

Methodologic problems to  be
solved by pharmacoepidemiologic
research 

Evidence generation for implantable medical 
devices requires taking into account unique issues 
that typically do not arise when evaluating benefi ts 
and risks of drugs. The key issues are the interac-
tion of device, operator, and the interventional area 
in which the device is being used. Furthermore, the 
device design, its complexity, and its specifi c 
mechanical characteristics, can be as important as 
the clinical details such as type of the lesion being 
treated, severity of the disease, and concomitant 

Adequate study of learning curves can establish 
thresholds for profi ciency based on background 
expertise related to physicians ’ specialties. 22 This 
has been the case with stenting of carotid arteries 
by operators from varying specialties (e.g., radiolo-
gists, cardiologists, and neurosurgeons). 

By the nature of their design, RCTs involve 
select, non -representative populations (see Chapter 
3). A number of studies have highlighted the dis-
parities in disease prevalence, progression, and 
health outcomes of medical device technology in 
subgroups of the population. 23,24 Premarket medical 
device trials often lack suffi cient representation of 
important patient populations (women, children, 
elderly, racial and ethnic minorities, and others), 
which hampers the application of the results to 
real-world populations. Well -designed observa-
tional studies can provide more information on 
device performance in the subpopulations of inter-
est in a real -world setting. 25,26 The public health 
utility of observational studies has been increasing 
25 with advances in medical device data capture in 
medical records, electronic databases, and prospec-
tive registries, and the development of innovative 
analytical tools using observational data. 26

Recent increase in national interest in compara-
tive effectiveness facilitated by the American 
Recovery and Reinvestment Act of 2009 and sub-
sequent health -care reform legislation, 27 has begun 
focusing the national attention on building methods 
and infrastructure for emerging Comparative 
Effectiveness Research (CER, see Chapter 32). CER, 
as defi ned by the US Institute of Medicine (IOM), 
is a “generation and synthesis of evidence that 
compare the benefi ts and harms of alternative 
methods to prevent, diagnose, treat and monitor or 
improve the delivery of care ” to  “assist consumers, 
clinicians, purchasers and policy markers to make 
informed decisions that will improve health care at 
both the individual and population levels. ” CER is 
vital for the improvement of the health -care quality, 
better regulatory decisions, and thoughtful guide-
lines for clinicians and patients. 28

In recent years, several other countries have 
established agencies to evaluate health technolo-
gies and inform health -care policy decisions. 29

These organizations are different in terms of struc-
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tries, national surveys, nationally representative 
samples of providers, market data, etc. In addition, 
these sources differ in their level of device -specifi c 
granularity (e.g., by device group in claims data 
compared to specifi c brand in registries). While 
these sources differ in the level of completeness and 
reliability, they may complement each other. 37

Challenges in comparative studies
Epidemiologic/ population -based research relies on 
non-experimental rather than RCT data to develop 
evidence about safety and effectiveness of medical 
products. While there is a recognition of the limita-
tions related to observational data as compared to 
RCTs, 38 we also need to recognize two facts. 

First, methodologic concepts of randomization, 
allocation concealment, masking/ blinding, with-
drawal/follow-up, and intention -to-treat analyses 
that are recognized as critical components of high 
methodologic validity, are applicable to pharma-
ceutical studies but only some can be reasonably 
applied to evidence development for medical 
devices.31

Second, observational data will frequently com-
plement randomized data rather than replace ran-
domized data. Aside from recognized limitations of 
clinical trials (e.g., select study subjects, small 
sample sizes, short duration), the need for data 
observed in routine clinical practice arises because 
of learning -curve issues, product modifi cations, 
and risks of adverse events. These features are very 
real issues that affect the safety and effectiveness of 
medical devices but are only partially applicable to 
pharmaceuticals.

Addressing  issues of sample size, and real-
world performance
Typically, premarket clinical trials are powered 
fi rst and foremost for effectiveness outcomes. 
Powering the RCTs for less common or rare but 
serious side effects is not feasible in most instances 
(see Chapter 4). RCT of devices, due to small 
sample size and participant selection, often lack 
generalizability, which is defi ned as the extension of 
research fi ndings and conclusions from a study 
conducted on a sample population to the popula-
tion at large. 39

therapy provided. In the commonly used pharma-
coepidemiologic research databases these details 
are often only partially available and sometimes are 
missing.

Challenges in individual patient
exposure  assessment
In general, there are two major obstacles, among 
others, to accurately determine individual patient 
exposure to a medical device. First, unlike pharma-
ceuticals where the National Drug Code (NDC) 
Directory has been established and broadly used, 
there is no common medical device nomenclature 
utilized by all stakeholders. The routine capture of 
device information, such as the name of manufac-
turer, brand, or model, linked to device group 
terms, would allow proper identifi cation and easier 
data management. Second, devices are frequently 
approved or used as systems involving several com-
ponents; device components are often used in com-
bination with components of the same or different 
brand. Thus, capturing complete device exposure 
information is far more complex for devices than it 
is for drugs. Signifi cant efforts toward consolidating 
all existing medical device terminologies, develop-
ing unique device identifi cation codes, and promot-
ing their routine documentation in medical records 
will continue. Once adopted, such a robust, widely 
incorporated medical device nomenclature will sig-
nifi cantly enhance safety surveillance and epide-
miologic studies of medical devices. 37

Challenges in national population
exposure  assessment
Incident and prevalent exposure data provide the 
necessary context for interpretation of the possible 
relationship between device exposure and outcome. 
Therefore, strategies to develop the necessary infra-
structure will have to include incorporation of 
unique device identifi ers (UDIs) into data systems, 
including electronic health records, and routine 
documentation of device use and patient problems 
associated with that use. Currently, in the less 
than ideal national surveillance environment, the 
population exposure data for medical devices have 
to be derived from a variety of sources including, 
among others, medical billing claims data, regis-
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Several analytical methods are available to deal 
with selection factors and confounding. 40 These 
methods involve stratifi cation, regression models, 
or a combination of the two using propensity 
scores.41,42 Each approach relies on a set of statistical 
assumptions which may or may not be appropriate 
in the particular setting. When it is felt that there 
is unmeasured confounding present beyond that 
accounted for in the collected information, another 
potential approach is that of using instrumental
variable - based methods43,44 (see Chapter  47).

Currently  available solutions

Passive surveillance
Once a device is launched onto the market, manu-
facturers must follow Good Manufacturing Practices 
and monitor the safety of their products, including 
keeping a complaint fi le and forwarding reports of 
adverse events to the regulatory authorities. 

For example, in the United States manufacturers 
are required to submit reports of device -related
deaths, serious injuries, and malfunctions to the 
FDA. Health -care providers and consumers submit 
reports voluntarily (through MedWatch). 45 These 
reports, obtained through passive surveillance (see 
also Chapter 10), are housed in the Manufacturer 
and User Facility Device Experience (MAUDE) 
database, established in 1996. As of June 2010, 
MAUDE contained more than 3 million reports. 
The vast majority of reports in MAUDE (about 
200000 individual per annum) are from manufac-
turers, with a small percentage from user facilities, 
voluntary sources, and importers. 46

Regulatory agencies participating in the Global 
Harmonization Task Force monitor the safety of 
devices by reviewing adverse event reports from 
users, sponsors, other available data sources, and 
scientifi c literature. 47

In assessing these reports, in addition to specifi c 
patient characteristics, regulatory bodies consider 
the following factors: failure potential resulting 
from design or manufacturing problems; use error 
potential from improper device assembly, misread-
ing instructions, or improper surgical technique; 
incorrect clinical use; or inadequate instructions for 

Systematic reviews with meta -analyses (see 
Chapter 40) are observational studies that attempt 
to capitalize on the detailed data collection within 
each study. We support the use of systematic 
reviews as one mechanism to address the small 
study problems of the RCTs. Systematic reviews 
with meta -analysis are based on the premise that 
most of the individual RCTs of devices and surgery 
carefully record relevant clinical outcomes and 
offer a great opportunity to conduct evidence 
appraisal and synthesis when a reasonable number 
of studies are available. 

Well -designed observational studies are often 
large and involve consecutive patient enroll-
ment and data collection that is comprehensive. 
They are the best suited tools to evaluate the safety 
and effectiveness of the devices in real -world
populations and are based on a solid scientifi c 
knowledge accumulated in recent decades. With 
large observational studies, one can evaluate rele-
vant subgroup effects as well as rare safety and 
effectiveness endpoints that can not be captures 
by RCTs. 

Ensuring comparability of study groups 
Cohort designs offer the opportunity to create com-
parable groups of patients exposed to devices of 
interest. Optimally, these designs are based on pro-
spective and consecutive patient enrollment, pro-
spective data collection, and a study that is 
hypothesis driven. These observational studies 
should take advantage of statistical adjustments for 
known and measured confounders and methods 
that help characterize the impact of residual con-
founding on results must be incorporated into the 
analytical strategy (see also Chapter 47).

We have good tools to address unequal distribu-
tion in observed patient characteristics (predictors) 
that is not severely confounded by indication (see 
Chapter 47). Most of the adjustment techniques 
deal with imbalances in prognostic factors between 
the study groups. In addition to addressing known 
imbalances, one can also theoretically remove the 
bias related to unobserved prognostic factors if 
the unobserved factors are highly correlated with 
the measured prognostic factors. 40 Of course, this is 
an assumption that cannot be tested. 
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within MedSun to focus on device -specifi c issues. 
Through its ongoing bidirectional interactions, 
including educational fora, problem solving and 
posting of reports, and targeted surveys, this 
enhanced surveillance network helps amplify 
potential safety signals in real time. 

To gain further insight into hospital surveillance 
dynamics FDA collaborated with a sophisticated 
tertiary care facility to examine different modes of 
surveillance (including online incident reporting, 
computer fl ags, and methods using discharge claim 
diagnosis codes). The rate of detection of adverse 
events varied markedly by mode, from 1.6/1000 
discharges for the online mode to 64.6/1000 for the 
claims mode. 54 Others have examined surveillance 
in more targeted settings, such as medical and sur-
gical ICUs. 55

Reports received through passive and enhanced 
systems have resulted in signifi cant public health 
notifi cations, including those related to injuries: (i) 
from transvaginal placement of surgical mesh; 56 (ii) 
associated with use of recombinant bone morpho-
genetic protein in cervical spine fusion; 57 and (iii) 
from MRI -induced interactions in patients with 
implanted neurological stimulators. 58 Reports 
received have also spurred the development of sig-
nifi cant observational studies elucidating risk 
factors for meningitis associated with cochlear 
implants59 and hemorrhagic complications associ-
ated with use of hemostasis devices, including one 
high-risk device. 60,61

Active surveillance
When means are available, FDA occasionally uses 
active surveillance to monitor high -risk devices, 
such as in a national registry of implanted 
ventricular -assist devices (VADs) or in  de novo
studies fulfi lling postapproval study requirements 
(see also Part IIIc). The INTERMACS registry 
attempts to collect complete, detailed, and high 
quality information on VAD -associated procedures 
and outcomes, including expected as well as unan-
ticipated device -related adverse events. 62 Designated 
subsets of these adverse events are adjudicated by 
external experts. 

Another evolving FDA active surveillance 
effort effectively utilizes the Consumer Product 

use. Possible packaging errors, support system 
failure, adverse environmental factors, mainte-
nance error, adverse device interactions such as 
electromagnetic interference, or toxic/ idiosyn-
cratic reactions are also considered. 48 Some manu-
facturers conduct failure analyses on retained or 
returned products (including implantables) in the 
event of a reported device problem. 

To enhance the usefulness of reported data, sta-
tistical tools are used to assist in detecting new 
signals49,50 (see Chapter  46). Bayesian and other 
data mining methods are used to estimate the rela-
tive frequency of specifi c adverse event –device
combinations as compared to the frequency of the 
event with all other devices (in the same group) in 
the database. To aid this effort, and reporting and 
signal detection in general, an extensive hierarchi-
cal vocabulary for adverse device outcomes (e.g., 
high impedance in pacemakers) also has been 
developed.51

Passive reporting systems have noticeable weak-
nesses including: (i) data may be incomplete or 
inaccurate and are typically not independently 
verifi ed; (ii) data may refl ect reporting biases driven 
by event severity or uniqueness or publicity and 
litigation; (iii) causality cannot be inferred from 
any individual report; and (iv) events are generally 
under -reported and this, in combination with lack 
of denominator (exposure) data, precludes deter-
mination of event incidence or prevalence. The 
latter point is particularly important for implanta-
ble devices, since reports may capture device -
associated events (such as thrombosis, infection, 
stroke, revision, or replacement) for which estima-
tion of incidence is of paramount importance. (See 
also Chapters 10 and  33.)

Enhanced surveillance
To enhance understanding of clinical issues for 
medical devices, the Medical Product Safety 
Network (MedSun) was established to provide 
national medical device surveillance based on a 
representative subset of user facilities in the US. 52,53

MedSun currently includes approximately 350 
hospitals nationwide. Specialty networks in areas 
such as electrophysiology devices (HeartNet) and 
pediatric ICU devices (KidNet) have emerged 
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Mandated postmarket studies
FDA has a unique statutory authority to mandate 
postmarket studies either as a condition of approval 
or “for cause ” later in the postmarket period. For 
Class III devices, the FDA may utilize its premarket 
approval (PMA) authority under Section 513(a)(3)
(C) of the Act; 21 U.S.C. § 360c(a)(3)(C)); 21 C.F.R. 
Part 814.82(a)(2). A major regulatory/ public 
health challenge the FDA is facing is to fi nd an 
appropriate balance for obtaining clinical data pre-
market to prevent delays in device approval and 
ensure that only safe and effective devices enter the 
marketplace. The appropriate postmarket questions 
that can be answered in a mandated postapproval 
study include long -term safety and effectiveness, a 
real-world experience of the device as it enters 
broader user populations (clinicians and patients), 
effectiveness of training programs and learning 
curve effect, and the device performance in certain 
subgroups of patients not well studied in the pre-
market clinical trials. Depending on the nature of 
postmarket questions, a variety of study designs 
and approaches can be employed. Designing scien-
tifi cally sound but practical studies and achieving 
adequate patient and physicians ’ recruitment rates 
through adequate minimization of loss to follow -
up can be particularly challenging for implantable 
device studies. 

In 2005, the FDA Center for Devices and 
Radiological Health (CDRH) established the Medical 
Device Post -Approval Studies (PAS) Program to 
consolidate the review, tracking, and oversight 
functions for all medical device postapproval studies 
imposed by the PMA order. Since then, the CDRH 
has signifi cantly raised expectations for the quality 
of new PAS, established a PAS electronic tracking 
system and a publicly available website posting the 
study status, begun inspection of selected studies, 
and instituted routine updates to the Advisory 
Panels. In parallel, CDRH epidemiologists launched 
signifi cant efforts to build a robust infrastructure 
and new innovative epidemiologic methods suita-
ble for PAS. 

In addition, Section 522 of Safe Medical Device 
Act of 1990 and added regulation (21CFR 822) and 
Section 307 of the FDA Amendments Act of 2007 
(FDAAA) (Pub. L. 110-85) allows FDA to require 

Safety Commission ’s (CPSC) National Electronic 
Injury Surveillance System (NEISS), a sentinel 
system designed to capture information on 
consumer -product and other product -related inju-
ries that are seen in hospital emergency depart-
ments. FDA collaborated with CPSC to use NEISS 
to establish the fi rst national estimates of device -
related adverse events resulting in visits to emer-
gency departments. 63 More recent efforts focused 
on examining reasons for device -related visits 
to emergency departments involving pediatric 
populations.64

To provide more robust surveillance, the FDA 
launched the Sentinel Initiative in 2007 65 (see 
Chapter 30). The principal aim of the FDA ’s Sentinel 
Initiative is to complement limited FDA postmarket 
monitoring systems and capabilities with a national, 
integrated, electronic health -care infrastructure for 
medical product active surveillance. The surveil-
lance utilizes national, distributed data sources 
(with populations totaling in the tens of millions), 
transformed to a common data model(s), against 
which FDA queries (including active surveillance 
protocols) can be run, and aggregate data received. 
In preparation for Sentinel efforts, and to inform 
them, exploratory device work is being conducted 
using the Massachusetts statewide coronary inter-
vention registry. 66 In -hospital safety signals (such 
as myocardial infarction) for recently introduced 
interventional cardiovascular devices (such as 
drug-eluting coronary stents) are being explored 
using an automated computerized safety sur-
veillance system, DELTA (Data Extraction and 
Longitudinal Trend Analysis system), which was 
designed to support fl exible prospective safety sur-
veillance applicable to a broad range of medical 
devices.67,68

In other countries, national registries of proce-
dures involving implanted medical devices have 
signifi cantly augmented national surveillance 
efforts.33–36 Experience from these registries used 
for surveillance and observational research will not 
only provide valuable insights into development of 
sentinel efforts in the United States, but will also 
serve as a solid platform for building novel inter-
national surveillance infrastructure for regulatory 
evidence synthesis. 
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tifi cation and comparative effectiveness and safety 
studies. The complexity and scientifi c rigor of a 
registry can vary from those designed to evaluate 
quality of health care delivered, those specifi cally 
established to study sustained effectiveness and 
safety of a specifi c procedure, and those designed 
to systematically collect long -term data on many 
different types of treatment, including risk factors, 
clinical events, and outcomes in a defi ned popula-
tion. Once the framework of a registry is in place, 
studies with various designs can be performed 
using the registry data (cohort, case –cohort, case –
control, cross sectional, quasiexperimental), both 
mandated and discretionary. 

Major limitations of the registries in general are 
their voluntary nature and short duration of follow up 
of patients. For implantable medical devices in particu-
lar, the modes of follow -up are critical. Therefore 
linking the registry data to other data sources is often 
necessary to ensure the longitudinal data. 71

Using novel methods these registries can be 
linked to other databases, including administrative 
billing data. The linkage of clinically rich proce-
dural and intrahospital data captured by the regis-
try to follow -up data from administrative databases 
(such as Medicare and Medicaid databases, see 
below) can substantially augment the value of reg-
istries for postmarket assessment of nationally rep-
resentative samples of implantable devices. 72

Over time, the regulatory agencies have 
increased efforts to work with the clinical commu-
nity, other public health agencies, and academia to 
foster the development of clinical registries as a 
valuable postmarket tool for capturing utilization 
of devices, identifying early signals, and studying 
postmarket performance of medical technology. 
Examples of long -standing collaborative efforts 
include those between FDA/CDRH and profes-
sional society databases such as the American 
College of Cardiology National Cardiovascular Data 
Registry (NCDR), resulting in one of the largest 
observational studies on hemostasis devices using 
NCDR registry data. 60,61 In addition, the FDA has 
collaborated with Duke University and the Society 
of Thoracic Surgeons (STS) to study the outcomes 
of transmyocardial revascularization procedures 
using the STS Adult Cardio Thoracic Database. 71

postmarket surveillance study for Class II and Class 
III devices that are: (i) intended to be implanted in 
human body for longer than a year; (ii) life sustain-
ing or life supporting (and used outside of the user 
facility); (iii) reasonably likely to have serious 
health consequences if device failure occurred; or 
(iv) anticipated to have signifi cant use in the pedi-
atric population. Possible study designs vary from 
detailed review of complaint history and the litera-
ture, non -clinical testing, use of registries, observa-
tional study designs, and randomized clinical trials. 
By statute, the duration of these studies is limited 
to 3 years patient follow -up, with an exception of 
longer duration in the studies involving pediatric 
population and there are consequences for not 
meeting the study requirements. 69

Registries
A recognition that RCTs cannot fi ll all the gaps in 
clinical evidence for implantable devices is not 
new but has recently regained interest as registries 
have emerged as powerful tools to harness the 
full potential of observational studies (see also 
Chapter 21).

The Agency for Healthcare Research and Quality 
defi nes a patient registry for evaluating outcomes 
as “an organized system that uses observational 
study methods to collect uniform data (clinical and 
other) to evaluate specifi ed outcomes for a popula-
tion defi ned by a particular disease, condition, or 
exposure, and that serves a predetermined scien-
tifi c, clinical, or policy purpose(s). ”70

Patient registries constitute great infrastruc ture 
for conducting large -scale medical device studies. 
One important value that registries add is their 
ability to collect data on large numbers of patients, 
clinical settings, and outcomes over time (see 
Chapter 21). Depending on the questions to be 
addressed, the registries can be designed to capture 
data on the conditions or exposures to a specifi c 
device; a type of health -care service delivered (e.g., 
surgical treatment or diagnostic procedure); or 
outcome (e.g., adverse event, disorder, or disease). 

In the absence of a unique device identifi cation 
code, the added value of registries for medical 
devices surveillance include capturing brand/ 
model-specifi c information crucial for signal iden-
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well as clinical and device outcomes. For instance, 
in the case of total hip replacements, Zhan et al.81

reported that advanced age, co -morbidities such 
as heart failure and diabetes, and non -elective
admissions were associated with inferior patient 
outcomes. However, advanced age is also associ-
ated with increased use of metal -on-polyethylene
hip systems compared to hip systems constructed 
from other bearing surfaces. 80 The primary reason 
for the device implant also drives the clinical 
endpoints.

Surgeon and  c enter  v ariation (Z). Surgeon and surgi-
cal center skills may have a large impact on the 
type of hip replacement surgery and clinical out-
comes. Several features of the surgical procedure 
in which the device is implanted vary. For example, 
orthopedic surgeons may opt to use tissue sparing 
surgery when implanting a total hip replacement 
system. This technique, which differs from the 
standard lateral direct Hardinge approach, involves 
smaller incisions and less tissue disruptions that are 
associated with less pain, reduced blood loss, and 
shorter hospital stays. However, complications can 
increase if the surgeon is still early in his or her 
learning curve. 82 Surgical volume of the surgeon 
and of the center relate to procedural success. 
Other features of the surgery can impact the clinical 
success of the procedure. For example, computer -
assisted navigation can increase the accuracy of the 
positioning of the device. 

Device  v ariation (D). Several measurable character-
istics of devices have been shown to be predictive 
of device use and outcome. Returning to hip 
replacement systems, the type of bearing surface is 
related to revision rates. In particular, hard femoral 
head and hard cups, such as metal -on-metal or 
ceramic-on-ceramic, result in lower wear rates. 
Additionally, large diameter femoral head size may 
result in lower dislocation rates. The process of 
implantation fi xation to the bone also results in 
variations in clinical outcomes. Hip systems can be 
implanted with bone cement that helps position 
the implant within the bone or the system may 
have a porous surface that permits bone to grow 
into its surface. 

Administrative claims data
The use of administrative databases for epidemio-
logic research has the strengths of studying large 
numbers of patients with diverse characteristics 
and wide varieties of clinical practices, as well as 
inclusion of longitudinal data from the continuum 
of clinical care, and good representation of vulner-
able populations, leading to increased external 
validity (generalizability) 73,74 (see Part IIIb). The 
large number of diverse patients present opportu-
nities to study treatment effect heterogeneity and 
to advance methods such as high -dimensionality
propensity scoring and instrumental variables. 
With regard to medical devices, limitations of 
administrative databases include the lack of unique 
device identifi ers, potential inaccuracy of coding of 
diagnosis, and type of revision procedure per-
formed. The lack of clinical information in the 
administrative billing data can be supplemented by 
linking the billing data to data from registries or 
other clinically rich data from other data sources. 
CDRH has used these data to estimate patient char-
acteristics and in -hospital mortality rates associated 
with aortic valve replacements and pacemaker 
implantation.75,76 Others used the data to perform 
studies on artifi cial hips. 77–81

Methods for implantable device
outcome evaluation
A methodologic framework for implantable device 
epidemiology and surveillance involves under-
standing factors impacting the decision to implant 
the device, identifying the comparison group(s), 
and estimating the safety and effectiveness of the 
device compared to the alternative strategies. In the 
context of multiple clinical issues and methodologic 
challenges noted previously, we believe that a key 
issue in addressing these goals relates to the multi-
ple sources of variability that exist with implantable 
devices. These sources relate to systematic and 
random variations due to the patient, to the surgeon 
and the center, and to the device itself. 

Sources of  variation
Patient  v ariation (X). Measurable patient character-
istics may predict what type of device is received as 



Chapter 27: Epidemiologic Studies of Medical Devices   481

incorporation of an additional variance compo-
nent. An understanding of the factors associated 
with device use will identify comparable patients 
in terms of measurable characteristics for estimat-
ing safety and effectiveness for particular cohorts of 
patients.  

  Estimating  c omparative  e ffectiveness 
and  s afety 
 Estimation of the treatment assignment algorithm 
provides a scalar summary to validate assumptions 
required to estimate causal effects. These assump-
tions relate to unmeasured confounding, positivity 
of device or treatment assignments, and additive 
device effects. The positivity assumption  84   asserts 
that an individual subject is eligible to receive all 
the devices under study. For example, if a device 
comes in different sizes, some subjects may never 
receive a particular type of device as the device is 
simply too big. In this situation, the positivity con-
dition is violated and the researcher would need to 
eliminate the subject from the comparison as a 
causal effect for the subject is not defi ned. The addi-
tive treatment effect assumes that the outcome for 
a subject implanted with device 1 differs by a con-
stant amount from the outcome had the subject 
been implanted with device 2. The defi nition of 
a favorable device effect in this setting requires 
modifi cation. 

 Semiparametric estimators, such as matching 
estimators, weighted estimators, or double - robust 
estimators that augment weighted estimators with 
regression estimators  85   can then be used to make 
inference.  

  Simultaneously  c ombining  a ll 
 a vailable  e vidence 
 Assume rather than a single study, many studies 
involving a device are available. These studies may 
refl ect different populations, such as registries from 
different countries or from similar patient popula-
tions, or different comparison groups. Novel 
methods involve assembling all the available evi-
dence in order to reduce uncertainty about per-
formance of any particular device. To do this 
requires the assumption that particular relation-
ships among the devices exist although uncertainty 

  Understanding the  t reatment 
 a ssignment  m echanism 
 A key principle we adopt to utilizing observational 
data for surveillance is to view observational studies 
as approximations to randomized studies. As such, 
a fi rst step involves determining how devices are 
 “ assigned ”  to patients. In an RCT, the investigator 
has control over the assignment, whereas in the 
surveillance setting this mechanism must be 
estimated. 

 With this in mind, assume data have been col-
lected in an observational setting. Let Y ij  

m  denote 
the mth outcome for the jth subject treated by the 
ith surgeon. Some of the outcomes may be con-
tinuous and some may be discrete. Let T ij  denote 
the device implanted in the jth subject and, for ease 
of discussion, assume two treatments are of interest 
so that T ij  is a binary - valued variable. The alterna-
tive treatment strategy may involve another device 
or a therapeutic strategy. When comparing one 
device to one non - device, the defi nition of the 
treatment (D) and surgeon (Z) characteristics 
requires identifi cation of commonly - defi ne factors. 
In comparing multiple devices with multiple non -
 devices, treatment and surgeon characteristics 
within each type of treatment strategy can vary. 

 In the observational setting, the treatment 
assignment mechanism is unknown and requires 
estimation. In the case of two different devices, a 
natural choice to model device selection is a logistic 
regression that accounts for surgeon - specifi c 
random effects:

   
Logit P T X Z Dij 1 ij i i( ( ))= = + + + +1 0 2 3β β β β ε

 

  where  ε  i  is a surgeon - specifi c random effect 
assumed to be symmetric, for example N(0,  τ  2 ). 
With more than two devices, extensions using 
multinomial or nested logit models can be esti-
mated.  83   In the latter case, device characteristics 
can be included to differentiate among devices 
within a similar class of devices. For example, the 
treatment options may include the use of a number 
of different hard - on - hard total hip replacement 
systems compared to other types of hip replace-
ment systems, such as metal - on - polyethylene. 
Center - specifi c effects can be included through the 
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  The  f uture 

  Epidemiology and  e vidence -  i nformed 
 p ractice and  p olicy 
 Modern epidemiology, defi ned as the basic science 
of public health based on the best available evi-
dence,  86   is strikingly becoming the essential link 
between an exploding demand for the knowledge 
derived from diverse evidence and the decisions 
made in health - care policy and practice settings. In 
the larger public health context, the imminent 
future of device epidemiology will be to integrate 
and infer from massive amounts of heterogeneous 
and multidimensional data available from disparate 
data sources. In doing so, medical device epidemi-
ology will continue to draw from advances in elec-
tronic health records, electronic data capture, 
standard taxonomy, global patient identifi ers, inte-
grated security, and privacy services. Thus, contem-
porary device epidemiology will be able to mobilize 
the advances of translational health research sci-
ences through new methods that combine basic 
science and clinical data, leading to the choice 
of best available treatment targeted to specifi c 
populations. 

 Notably, there is no unifi ed, agreed framework 
for combining evidence from diverse data sources 
regarding medical device implants. The strengths 
and limitations of systematic review, quantitative, 
interpretive, narrative, sequenced, and other syn-
thesis approaches should be evaluated in the 
context of specifi c public health policy and health -
 care settings toward an accepted framework for 
evaluation of medical devices.  

  Epidemiology and  r egulatory  s cience 
 The FDA launched, in 2010, the Medical Devices 
Epidemiology Network (MDEpiNet) Initiative, with 
the objective to identify evidence gaps and ques-
tions, datasets, and approaches for conducting 
robust analytic studies to improve understanding of 
clinical outcomes and performance of medical 
devices through strategic consortium with aca-
demic centers. This effort is uniquely focused on 
medical devices and it comes at a particularly 
opportune time when many recent developments, 

about the relevance of these relationships remains. 
These uncertainties may relate to: how device 
performance characteristics of different devices 
relate to patient outcomes; how devices that have 
been compared in other studies on  similar  out-
comes but not to each other are related; and how 
devices that have been compared in other studies 
on  different  outcomes but not to each other are 
related. 

 Assume Y sjkm  denotes the mth outcome associ-
ated with the kth device for the jth group of patients 
within the sth study. A model that refl ects hetero-
geneity among the outcomes assumes the expected 
or average outcome, denoted E(Y sjkm ), can be 
modeled linearly using a link function g(.), generi-
cally as:

   
g E Y a b c dsjkm m k mk s j s k s m s( ( )) ( ) ( ) ( )= + + + + + +α β γ

 

  where  α  m   =  average for mth outcome;  β  k   =  the 
effect of kth device in the average study and for the 
average outcome;  γ  mk   =  deviation from the average 
of device  k  on outcome  m ; a s   =  main effect of sth 
study; b j(s)   =  study - specifi c effect of jth group within 
sth study; c k(s)   =  study - specifi c effect of treatment  k  
within sth study; and d m(s)   =  study - specifi c effect of 
outcome  m  within the sth study. The observed out-
comes are summaries, for example the average 
failure rate, rather than at the patient - level, 
although it is a simple modifi cation to include 
patient - level data. The model assumes that the 
observed outcomes are connected in that any 
observed outcome defi ned by (s,j,k,m) is related or 
 “ reached ”  from any other outcome defi ned by 
(s * ,j * ,k * ,m * ). This assumption permits borrowing 
of information from like - devices studies to better 
estimate performance of particular devices. 
Heterogeneity among outcomes is permitted by 
assuming  γ  mk , a s , b j(s) , c k(s) , and d m(s)  are random 
effects. Fixed characteristics of the device, D, and 
of the patient groups, X, can be easily included in 
the model. Expected differences in outcomes for 
one device compared to another device averaged 
over all patient groups can be obtained as functions 
of the parameters in the model.    
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opportunities for the development of novel methods 
for epidemiologic studies. The methods for harmo-
nization, sharing, and combining data are not 
well developed and require innovative approaches. 
Furthermore, making conclusions and recom-
mendations when device performance varies 
from country to country is a unique challenge, 
often beyond statistics or current paradigms in 
epidemiology. 
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CHAPTER 28 

Studies of Drug -Induced Birth Defects 
  Allen A.     Mitchell  
Slone Epidemiology Center at Boston University, Boston University Schools of Public Health and Medicine, Boston, MA, USA 

Introduction 

Teratogenesis is a very different phenomenon from 
other drug -induced hazards, and it therefore 
requires special consideration. Although the fetus 
may experience a wide range of adverse effects 
as a result of antenatal drug exposure, such as 
mental/ motor defi cits and learning and behavioral 
problems, for reasons that include their rarity, 
often dramatic presentation, and their associa-
tion with thalidomide, this chapter will confi ne 
itself to issues surrounding drug -induced physical 
malformations.

The nature of  birth defects and their
relation to drugs
Birth defects are part of the human condition, 
having been observed throughout history. Major 
birth defects, typically defi ned as those that are life 
threatening, require major surgery, or present a 
signifi cant disability, affect approximately 3 –4% of 
liveborn infants. 1,2 Minor malformations are of 
lesser clinical importance, and estimates of their 
prevalence vary considerably because of substantial 
differences in defi nition and detection. 

Over the centuries, the “deformities” that char-
acterize most birth defects frequently have been 
viewed as a punishment to the mother or family 
for some fault or transgression on their part. This 
view was undoubtedly reinforced by the rarity of 
birth defects, their unpredictable occurrence, and 

the absence of known causes. Perhaps because 
these factors have not changed very much over 
time, elements of this primitive view persist today, 
largely in the form of guilt. Parents tend to search 
their memories to identify some factor —any
factor—that might account for their misfortune. In 
developed societies, attention often focuses on 
drugs taken in pregnancy. 

This concern, of course, is not without founda-
tion. While it was believed that the placenta pro-
tected the fetus from noxious agents as recently as 
70 years ago, that belief was shattered in 1941 by 
the recognition that maternal rubella infection in 
pregnancy produced a distinctive pattern of birth 
defects among exposed infants. 3 Two decades later, 
the thalidomide disaster demonstrated that drugs, 
too, could be teratogenic. 4 Many thousands of 
infants were born with major limb reductions and 
other defects, and the tragedy of this epidemic was 
etched into the consciousness of medical practition-
ers and the public alike. In the years that followed, 
other drugs were shown to be teratogenic, ranging 
from valproic acid to isotretinoin. Additional drugs 
were alleged to be teratogenic, and although many 
of those allegations were unsupported by subse-
quent studies, they served to reinforce the general 
concern about the teratogenic effects of marketed 
drugs.

Teratogenesis is a unique kind of adverse drug 
effect, since it affects an organism (the fetus) other 
than the one for whom the drug was intended (the 
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indicated in pregnancy, but the numbers targeted 
to assess benefi t are insuffi cient to identify risks of 
specifi c birth defects. More typically, trials that may 
now include women of childbearing potential will 
take pains to assure that study subjects are at 
minimal risk of becoming pregnant. 

A note about over -the-counter drugs
Over -the-counter (OTC) drugs present a unique 
situation. Whatever caution physicians might exer-
cise in their prescribing of drugs to pregnant 
women, they have little control over what consum-
ers purchase OTC. It can reasonably be assumed 
that women of childbearing age, like other con-
sumers and their physicians, consider OTC drugs to 
be safer than prescription products, and they may 
assume the same is true for use of these drugs in 
pregnancy. While prescription drugs tend to become 
available OTC on the basis of a history of wide use 
and safety in the general population, the process of 
switching to OTC availability rarely takes into 
account a drug ’s risk or safety with respect to the 
fetus (usually because such data are unavailable). 
This is particularly the case for drugs that became 
available OTC decades ago. As noted below, tera-
togenicity is more diffi cult to assess when a drug is 
used without prescription, and it is ironic that we 
may know less about the teratogenic hazard of 
drugs available OTC than we do about prescription 
drugs.

The important reality is that we lack an under-
standing of the teratogenic effects of newly mar-
keted and most established prescription drugs as 
well as most OTC drugs. The opportunity to gain 
such knowledge comes from postmarketing experi-
ence, where pharmacoepidemiology can and must 
play a crucial role. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

Like other adverse drug effects, teratogenesis is a 
critical aspect of a drug ’s benefi t/ risk profi le, and 
such information obviously should be available to 
prescribers and consumers. Unlike other adverse 

mother). In a benefi t/ risk consideration, the fetus 
may at best indirectly benefi t from a medication 
given to its mother (e.g., by an improvement in the 
mother’s health), but the fetus alone is at risk for 
birth defects. That “innocent bystander ” status of 
the fetus raises profound medical, moral, and legal 
issues. It also poses serious concerns about the con-
sequences of allegations that a given drug may be 
teratogenic.

Can teratogenesis be predicted  prior
to marketing a drug?
Under ideal circumstances, one would identify the 
teratogenic potential of drugs before they were 
used in humans. Unfortunately, our ignorance 
about the basic mechanisms of organ formation has 
constrained development of predictive in vitro tests. 
Testing in animals may be helpful in certain cir-
cumstances; for example, vitamin A and its conge-
ners produce consistent patterns of malformations 
across many different species. However, for most 
known human teratogens, results of animal tests 
vary so much as to seriously limit their predictive 
value.5 Further, understanding of the structure/ 
activity relationships of a particular agent can help 
predict that drug ’s effi cacy and some adverse 
effects, but it does not necessarily help predict its 
teratogenic potential. Because there are no theo-
retical, in vitro, or animal models that can reliably 
and consistently provide meaningful information 
about the likelihood of human fetal risk, we are 
usually completely unaware of a given drug ’s tera-
togenic potential when it is fi rst used in humans. 

Clinical premarketing studies cannot be expected 
to provide this information either. Information 
derived from experience among non -pregnant
adult women is not informative when the concern 
is teratogenesis, and might even provide a false 
sense of reassurance —it is worth recalling that tha-
lidomide was used as a sedative in pregnant women 
specifi cally because of its  “safety profi le ” in non -
pregnant adults. Traditionally, women of childbear-
ing age were excluded from early clinical studies, 
specifi cally because of concerns about potential 
teratogenicity. Newer guidelines are designed to 
reverse many of these exclusions; pregnant women 
will be enrolled in rare instances where a drug is 
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such drugs, information about teratogenicity is pro-
vided to physicians, who are expected to discuss 
the benefi ts and risks with their patients, who in 
turn can make informed decisions about their drug 
treatment. In some settings, a drug may be restricted 
to prescription by selected physicians (see thalido-
mide example below); however, until follow -up
data are available, the effectiveness of this approach 
remains unclear. It should be noted that considera-
tions in these doctor –patient discussions may differ 
according to each woman ’s risk of becoming preg-
nant while on the drug. 

The third approach utilizes a formal risk man-
agement program designed to minimize the risk 
of exposures during pregnancy (see Chapter 29).
Such programs may involve education of physi-
cians and patients that is combined, in some cases, 
with restricted access to the drug. The educa-
tional component is intended to assure that physi-
cians and their patients are informed about the 
drug’s teratogenicity and the importance of avoid-
ing pregnancy. The fi rst such effort, in the US, 
was initiated in late 1988 by the manufacturer 
of isotretinoin (Accutane ®), a high -risk teratogen 
that is uniquely effective in the treatment of 
severe acne. 7 Preliminary data from this voluntary 
“pregnancy prevention program ” suggested some 
success in achieving both educational objectives, 
reducing the number of exposed pregnancies 
from about 4 per 1000 courses of therapy in 
1989 to about 1 per 1000 in 2002. 8,9 While more 
restrictive approaches have since been applied to 
Accutane and its generic equivalents , 10,11 it is as 
yet unclear whether they have further reduced the 
rate of pregnancy among isotretinoin -exposed
women.

In July 1998, newly identifi ed uses for thalido-
mide prompted the US Food and Drug Administration 
to approve, for the fi rst time in the US, marketing 
of the drug (as Thalomid, ® to prevent skin symp-
toms of erythema nodosum leprosum), but only 
with an unprecedented FDA -regulated program 
sponsored by the drug ’s manufacturer, Celgene 
Corporation. This program included an educational 
component similar to that used for Accutane ®, but 
also restricted prescription and distribution of the 
drug to registered prescribers and pharmacies, 

drug effects, however, teratogenesis raises uniquely 
important and controversial clinical issues. First, 
the fetus is the “innocent bystander ” with respect 
to its mother ’s therapy. Second, teratogenesis is not 
a concern limited to women who are pregnant 
when drug treatment is initiated; since roughly half 
of pregnancies (at least in the US) are unplanned, 
teratogenesis must also be a concern among women 
who might become pregnant while taking a medi-
cation. Finally, unlike other adverse outcomes, 
teratogenic effects can be prevented by avoidance 
of pregnancy, and the birth of a malformed infant 
can be avoided by termination of pregnancy. Our 
understanding of a drug ’s teratogenic risk therefore 
has important consequences for how a given drug 
is used clinically, and options the treated patient 
might elect. 

Drugs known to be teratogenic
Experience has shown that human teratogens tend 
to fall into two broad categories. 6 Drugs that 
produce major defects in a high proportion (roughly 
25%) of exposed pregnancies can be considered 
“high-risk” teratogens (e.g., thalidomide and 
isotretinoin). More common are “moderate risk ”
teratogens, which increase the rate of specifi c birth 
defects by perhaps 5 - to 20 -fold (e.g., carbamazepine 
and neural tube defects). In the latter situation, for 
example, the background rate of neural tube defects 
of 1 in 1000 pregnancies might be increased to 10 
in 1000. The differences between high -risk and 
moderate-risk teratogens have relevance for how 
these drugs are considered in the clinical setting. 

Generally speaking, there are three approaches 
applied to the few drugs known to be human tera-
togens. In rare instances, such as was the case for 
thalidomide in most countries, a drug may be pro-
hibited or removed from the general market once 
its teratogenicity becomes known; for thalidomide 
in the 1960s, this approach was justifi ed by the fact 
that this high -risk teratogen posed a large absolute 
risk to the fetus but did not offer important or 
unique therapeutic benefi ts to the women using 
the drug. 

Most known teratogens, such as phenytoin and 
valproic acid, pose moderate risks and are often 
considered to fi ll an important clinical need. For 
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Drugs for which teratogenesis is
alleged . . . and clinical consequences
At one time or another, a large number of drugs 
have been alleged to be teratogenic, and the 
clinical consequences can be profound. In one 
notorious situation, allegations of teratogenicity 
resulted in a widely used drug being withdrawn 
from the market. In the late 1970s and early 1980s, 
the antinausea drug Bendectin ® (Debendox ®,
Lenotan®), used widely to treat nausea and vomit-
ing of pregnancy, was alleged to cause a variety of 
birth defects; the history of this experience has 
been reviewed. 12 Ironically, the aggregate data on 
the teratogenic hazards of Bendectin ® have ulti-
mately provided the strongest evidence of safety for 
any medication used in pregnancy. Despite that 
evidence, however, the manufacturer withdrew 
the drug from the market because of active and 
potential litigation. At least one study suggests that 
hospital admissions for hyperemesis gravidarum 
increased signifi cantly following the drug ’s with-
drawal,13 and there is concern that, in the absence 
of Bendectin ®, women will be treated with other 
antinausea drugs (e.g., odansetron), for which the 
teratogenic risks are largely unknown. 

Other clinical aspects of unproven allegations 
are given too little attention. Upon learning that a 
drug she took in pregnancy might be teratogenic, 
a woman who has given birth to a malformed 
infant may become overwhelmed with feelings of 
guilt. Further, an exposed woman who is currently 
pregnant may develop considerable anxiety that 
can lead to a number of clinical consequences, 
ranging from medical consultations, to diagnostic 
procedures (e.g., amniocentesis), to elective termi-
nation of the pregnancy. An experience in the mid -
1970s involving a non -drug exposure is instructive. 
Following widely publicized allegations that spray 
glue adhesives were teratogenic, a US regulatory 
agency withdrew the product from the market. 
Although the allegations were subsequently found 
to be without basis, a survey of genetic counseling 
centers identifi ed 1100 inquiries from pregnant 
women prompted by concern about exposure to 
these agents; moreover, 11 underwent amniocen-
teses and because of this exposure, nine women 
had therapeutic abortions (one had vague evidence 

respectively; it also mandated that all patients 
participate in a follow -up survey designed to 
monitor and enhance compliance with the manu-
facturer’s “System for Thalidomide Education and 
Prescribing Safety (STEPS). ” Experiences derived 
from that effort led to a revision in the program in 
2001, in which patients and prescribers complete a 
telephone-based screening before initial therapy 
and with each subsequent prescription. This screen-
ing provides an authorization number to the pre-
scriber; that number, placed on the prescription 
and verifi ed by the pharmacist, is designed to 
assure compliance with the risk management 
program. While this approach is more rigorous 
than those that were used for isotretinoin or other 
teratogens, it is important to recognize that most 
women of childbearing age who receive thalido-
mide have multiple myeloma and other resistant 
forms of cancer, and it remains an open question 
whether the low rates of pregnancy encountered 
in this risk management program can be projected 
to other populations. 

It appears that no single formula for pregnancy 
prevention will apply to all human teratogens, but 
the efforts focused on isotretinoin and thalido-
mide will, with appropriate, rigorous, and inde-
pendent evaluation, advance our understanding 
of how best to balance the therapeutic benefi ts of 
known human teratogens against the risks of fetal 
exposure.

Drugs for which teratogenic
risk is unknown
For reasons described above, the vast majority of 
prescription drugs and virtually all non -prescription
drugs fall into the category of drugs for which tera-
togenic risk is unknown. Their labels may include 
a general warning against unnecessary use in preg-
nancy or to consult a physician (who cannot 
provide meaningful advice in the absence of data!), 
but such cautions hardly contribute to rational 
drug therapy. In settings where the true teratogenic 
risk is nil, these warnings discourage potentially 
useful therapy; where the true risk is elevated (but 
unidentifi ed) for a particular drug, the  “standard”
warning offers little practical discouragement to its 
use in pregnancy. 
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suffi ciently important to warrant particular atten-
tion. These have to do with sample size considera-
tions, defi nitions of exposure and outcome, 
confounding, and biologic plausibility. 

Although serious birth defects occur in approxi-
mately 3 –4% of liveborn infants, we cannot con-
sider “birth defects ” as a single, homogeneous 
outcome. In fact, physical birth defects include a 
wide range of malformations that vary in many 
ways, including their gestational timing, embryo-
logic tissue of origin, and mechanism of develop-
ment. As examples of variations in timing of 
occurrence, chromosomal abnormalities generally 
predate conception; neural tube defects develop in 
the earliest weeks of gestation; cleft palate develops 
later in the fi rst trimester; and microcephaly can 
develop relatively late in pregnancy. As an illustra-
tion of variations in embryologic tissue of origin, 
some cardiovascular malformations (but not others) 
are derived from the neural crest cells that migrate 
from the area surrounding the primitive neural 
tube. Variations in mechanisms of development 
include inhibition, disruption, or alteration of the 
embryologic tissue that is responsible for normal 
structural development. From a theoretical per-
spective, then, one would predict that the malfor-
mations produced by a drug would vary according 
to the timing of exposure, the sensitivity of the end 
organ (i.e., embryologic tissue), and the mecha-
nism of its teratogenesis. 

Experience supports what would be predicted 
from biology. Even a brief review of known tera-
togens reveals a fact that is highly relevant in phar-
macoepidemiologic studies: teratogens do not 
uniformly increase the rates of all birth defects, but 
rather increase rates of selected defects. Thus, the 
“classic” high -risk teratogen thalidomide produces 
defects in about 25% of exposed infants, but that 
overall increase is largely the result of increases in 
limb, spine, and central nervous system malforma-
tions;16 another high -risk teratogen, isotretinoin, 
affects a similar proportion of liveborn infants, but 
again, that overall rate is the result of increases in 
rates of selected specifi c defects (ear, central nervous 
system, and cardiac). 17 Moderate -risk teratogens 
also increase the rate of specifi c defects (though to 
a lesser degree): valproic acid most notably increases 

of chromosomal damage and eight had no evidence 
of malformation). 14 These unique and potentially 
serious clinical consequences of false -positive alle-
gations argue for heightened attention to scientifi c 
rigor and caution in the teratologic assessment of 
drugs.

The fallacy of “class action”
teratogenesis
Another clinically important concern specifi c to 
teratogenesis is the issue of “class action. ” It is 
widely recognized that an understanding of 
structure/activity relationships shared by members 
of a given drug class can be helpful in predicting a 
given class member ’s effi cacy and adversity (indeed, 
this view is incorporated into regulatory action in 
the form of class labeling). However, class -based
pharmacologic effects cannot be assumed to hold 
when the adversity at issue is teratogenesis. Given 
our ignorance about the causes of most birth 
defects, we cannot know whether it is the chemical 
structure common to the class that is responsible 
for teratogenesis or whether the responsible com-
ponent is that part of the structure that differenti-
ates one class member from another. For example, 
thalidomide and glutethimide (Doriden ® and other 
brands) are both glutarimides, and both are seda-
tive/ hypnotics. Despite their structural and clinical 
similarities, thalidomide is clearly a high -risk tera-
togen and glutethimide is not. 15 Thus, we cannot 
assume that if one drug is a high -risk teratogen, all 
other members of its class will share that effect; 
conversely, we cannot assume that reassurance 
about the safety of one drug can be extended to 
other members of that drug ’s class. 

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

In many ways, the epidemiologic issues involved in 
the study of birth defects are similar to those of 
other adverse outcomes; these are considered in 
detail elsewhere in this text (see Chapters 3 and  4,
and Part V). However, there are a number of con-
siderations that are unique to birth defects or are 
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these agents have comprised the majority of drug 
exposures in pregnancy. 21–23 Use of herbal products 
by pregnant women 24,25 raises additional concerns, 
given the almost unregulated nature of these agents 
and the fact that the precise contents and purity of 
these products are often unknown. It is therefore 
important that pharmacoepidemiologic research 
include consideration of the wide range of non -
prescribed drugs. 

In this context, “non-prescribed” can include 
prescription drug products that were “borrowed”
from friends, neighbors, and relatives: more than 
25 years ago, we found that over 20% of exposures 
to selected prescription drugs (e.g., Darvon [pro-
poxyphene]) can come from such “non-prescribed”
sources.26 Others have since documented that 
about 25% of adults 27 and 20.1% of teenage 
girls28 reported borrowing or sharing prescription 
medications, and nationally representative US data 
refl ected that 36.5% of women of reproductive age 
acknowledged borrowing or sharing prescription 
medications.29 Such exposures, of course, are 
unlikely to appear in a pregnant woman ’s medical 
record. For prescription drugs, one might question 
the validity of drug exposure information derived 
from records (medical, billing, insurance, etc.) 
versus that derived from patient interviews (see 
Chapter 41), but there is little question that infor-
mation on the use of OTC, herbal, or borrowed 
prescription drugs must be obtained directly from 
the patient. 

Illicit drugs represent a distinct but important 
subset of non -prescribed drugs. Use of these 
drugs is seriously under -reported, whether infor-
mation is drawn from records or interviews. 
Except in rare settings where exposure may be 
identifi ed through systematic screening of biologic 
samples (e.g., urine, blood), epidemiologic studies 
have major limitations in identifying teratogenic 
(and confounding) effects of illicit drug use in 
pregnancy. 

Medications identifi ed as  exposures 
but not taken
While the medical record may not capture expo-
sures to various drugs, including borrowed pre-
scription drugs, prescription medications that do 

rates of neural tube defects, 18 warfarin increases 
the rate of cartilage defects, 19 and ACE inhibitors 
increase rates of renal defects. 20

Sample size considerations
The fact that pharmacoepidemiologic studies must 
consider rates of specifi c birth defects has a dramatic 
effect on sample size requirements, both for esti-
mating risk and providing assurances of safety. 
With respect to risk in a population of women 
taking a given drug, a cohort study with a sample 
size of a few hundred exposed pregnancies might 
be suffi cient to identify a doubling of the 3 –4%
overall rate of birth defects; ruling out a doubling 
of the overall rate would require larger numbers, 
but these would still be within the same order of 
magnitude. However, each specifi c defect occurs 
with far less frequency, ranging from about 1 per 
1000 live births for oral clefts to 1 or fewer per 
10000 for biliary atresia. For a cohort study to detect
a doubling of risk for a relatively common specifi c 
birth defect (e.g., 1/1000) requires a sample size of 
over 20 000 exposed pregnancies (see Chapter 4
and Appendix A). To  rule out a doubling of risk for 
the same defect, one would need a far larger sample 
size of exposed pregnancies. 

Exposure —and exposure 
misclassifi cation 
There are aspects of random exposure misclassifi ca-
tion that require special consideration in birth 
defects studies. One relates to medications which, 
though taken, are not identifi ed as exposures, and 
another relates to medications identifi ed as expo-
sures that were not taken. 

Medications taken but not identifi ed 
as exposures 
Most pharmacoepidemiologic research focuses 
attention on prescribed drugs not only because (as 
noted above) OTC drugs are widely perceived as 
“safe” but also because many studies utilize data 
sources with missing or inadequate information on 
non-prescribed drugs. As a category, non -prescribed
drugs also includes herbal, vitamin/ mineral, and 
supplement products, and their effects on the fetus 
are also largely unstudied. Ironically, for decades 
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of drug -induced birth defects. Thus, in a setting 
where drug exposure is in fact identical among 
mothers of normal and malformed infants, one 
might predict that recall of exposure will be more 
complete among the latter than among the former, 
creating a false association between the drug and 
the birth defect. Concern about recall bias is more 
than theoretical —such bias may well explain a 
number of drug –defect associations 33,34 that have 
subsequently been refuted. 35,36 On the other hand, 
evidence supporting the role of recall bias is incon-
sistent, and the issue of when and to what extent 
recall bias is present remains an unresolved contro-
versy (see Chapter 41).

Despite this concern, the simple possibility of 
recall bias does not invalidate interview -based
studies, and there are a number of approaches to 
reducing and dealing with this problem. These 
include the choice of controls, the design of the 
questions, and direct attempts to identify poten-
tially biased recall. 

There are differing schools of thought regarding 
what constitutes an appropriate control for a mal-
formed infant —should controls be infants without 
malformations, or should they be infants with 
malformations other than the one under study? 
Some argue that normal infants should be used 
because of the possibility that a drug might increase 
the risk of all malformations, a fi nding that would 
be missed if only malformed controls were used. 37

Others argue that, since no known teratogen uni-
formly increases the risk of all malformations, 
normal controls may be unnecessary; further, use 
of normal controls might increase the opportunity 
for differential recall of exposure between mothers 
of normal and malformed infants. They argue 
that controls should comprise infants with a wide 
range of malformations other than the ones in 
the cases. 38 By assuring that the controls include a 
wide range of malformations, one reduces the 
likelihood that the controls will be biased by inclu-
sion of a large proportion of defects that might be 
associated with the exposure under study. By 
restricting comparisons of exposures to those 
reported by mothers of malformed infants (whether 
cases or controls), one limits the likelihood of 
recall bias. 

appear in the medical record may not refl ect actual 
exposure; fi rst, women may not fi ll prescriptions 
issued—a recent study of electronic prescription 
records in Massachusetts found that 28% of almost 
200000 prescriptions written were not fi lled. 30 This 
problem of primary non -adherence is compounded 
by the widespread but diffi cult -to-document
problem of secondary non -adherence—that is the 
failure of patients to take the medications as 
recorded on the prescription (see Chapter 42).

Gestational timing of exposures 
As noted above, various organs form at different 
times in gestation, and for that reason, timing of 
exposure takes on particular importance. An expo-
sure cannot cause a birth defect involving a given 
organ after that organ ’s formation is complete, and, 
in general, exposures that occur well before devel-
opment of a given organ are unlikely to cause mal-
formations of that organ. Random misclassifi cation 
of exposures with respect to gestational timing 
reduces the likelihood of detecting teratogens, so 
timing of drug use takes on particular importance 
in birth defects research. Since data sources vary in 
the accuracy of information on pregnancy onset, 
they also will vary in the accuracy of gestational 
timing.31

Recall bias
Because of the sample size requirements described 
above, many researchers have turned to the case –
control approach for the study of specifi c birth 
defects. Such studies generally (though not always) 
rely on maternal interviews for exposure informa-
tion, and this approach raises concern both about 
the overall accuracy of recall (see also Chapters 3
and 41) and its susceptibility to bias. More than 
other drug -induced adverse outcomes, the birth of 
a malformed child carries an emotional burden and 
guilt that may affect recall of exposures in preg-
nancy. When compared to a mother of a normal 
child, the mother of a malformed infant may be 
more likely to recall carefully every possible act, 
event, and drug exposure in pregnancy. 32 This ten-
dency is reinforced by repeated inquiries from phy-
sicians, nurses, genetic counselors, and relatives, as 
well as by media and legal attention on the subject 
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of a malformed control group or by asking specifi c 
questions about drug use. In an effort to identify 
women who might be most at risk for biased recall, 
we began, in 1976, to ask routinely whether a 
woman has heard that any drug affects the risk of 
any defect. (This series of questions is asked at the 
end of the interview, so as not to itself affect report-
ing of exposures and events.) Our a priori assump-
tion is that a woman who acknowledges that a 
particular drug causes (or prevents) a particular 
defect is more at risk for differential recall than one 
who does not. This approach has enabled us to 
identify indirect evidence of biased recall: in our 
study of the possible protective effects of folic acid 
on the development of neural tube defects, we 
observed different risk estimates when we stratifi ed 
subjects according to their knowledge of the 
hypothesis.39 By simply asking women about their 
perceptions of the teratogenic effects of drugs, one 
might obtain insight into the nature of biased recall 
in the study population. 

Outcome
Given the etiologic heterogeneity of malforma-
tions, some have attempted to classify birth defects 
according to specifi c categories. We were among 
those who, more than two decades ago, classifi ed 
defects by organ system, such as “musculoskeletal”
or “cardiovascular. ”1 However, classifi cation in this 
way has little embryologic or teratologic basis, and 
a more appropriate approach is to create categories 
that refl ect the embryologic tissue of origin. For 
example, neural crest cells in the earliest stages of 
embryogenesis migrate to form a variety of struc-
tures, including those of the face/ears, parts of the 
heart, and the neural tube. 40 Interference with the 
normal development of the neural crest would 
therefore be expected to produce malformations of 
tissues derived from neural crest, and that phe-
nomenon has been observed in a number of animal 
experiments. In fact, these patterns have also been 
observed for certain human teratogens, the most 
striking example of which is the retinoid isotretin-
oin, which interferes with neural crest cell 
migration/ development and leads to specifi c mal-
formations of the ear, heart, and neural tube. 17

Both approaches are imperfect. Although no 
teratogen has yet been identifi ed that uniformly 
increases the risk of all specifi c defects, the history 
of teratology is replete with examples of assump-
tions that proved to be false. We used to think that 
the fetus was protected by the placenta from 
noxious agents, and only 30 years ago it was incon-
ceivable to some that a drug (diethylstilbestrol) 
could produce cancers in the adult offspring of 
exposed mothers, or birth defects in the children of 
women exposed to the drug in utero. In an effort to 
avoid such hubris, some researchers, 38 including 
ourselves, have elected to use two control series, 
one of malformed and one of normal infants. Since 
we believe that concern about recall bias exceeds 
concern about failing to identify an “across-the-
board” teratogen, we usually give primary consid-
eration to fi ndings derived from comparisons with 
malformed controls. 

By defi nition, recall bias cannot exist if reporting 
of drug exposure is complete among cases and con-
trols. The closer one comes to that ideal, the less 
the likelihood of recall bias. It thus becomes critical 
how one elicits exposure information. Studies 
that use open -ended questions about drug expo-
sure invite differential recall between mothers of 
malformed and normal infants. 33 As might be pre-
dicted, the more specifi cally one asks questions 
about drug use, the more likely one is to obtain 
complete information (see also Chapter 41). Recall 
is also substantially increased when women are 
asked about use according to various indications, 
and it is further increased when drugs are asked by 
specifi c names 26 (see also Chapter  41). This 
approach is not likely to result in exaggerated recall 
(i.e., false positives), as demonstrated by the fact 
that use of a specifi c drug ascertained by such a 
questionnaire was the same as that estimated from 
the manufacturer ’s marketing data; in addition, 
women do not tend to report exposure to a non -
existent drug. 35 In short, by improving ascertain-
ment of drug exposure among both cases and 
controls, a carefully designed questionnaire can 
substantially reduce the opportunity for recall bias. 

Unfortunately, the possibility of recall bias 
cannot be eliminated completely, either by the use 
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Biologic plausibility
Our ignorance about the biologic mechanisms by 
which most human birth defects occur complicates 
our ability to determine when a fi nding may be 
biologically plausible. There are a few instances 
where in vitro and animal experiments support the 
biologic plausibility of drug –defect associations: 
these include the increased risk of defects derived 
from neural crest cells among infants exposed to 
retinoids,17 the decreased risk of neural tube defects 
among infants exposed to folic acid 45 and the 
increased risks of those defects among infants 
exposed to folic acid antagonists, 46 and the increased 
risk of defects resulting from vascular disruption 
among infants exposed to aspirin and possibly 
pseudoephedrine.47,48 However, biologic mecha-
nisms remain unknown for most well -accepted
drug–defect associations. 

In light of this inconsistency, how does one 
evaluate the importance of biologic plausibility in 
relation to newly observed associations? On the 
one hand, a requirement that every association 
have an identifi able biologic mechanism would 
have led to dismissal of virtually every accepted 
human teratogen. On the other hand, some aspects 
of biologic plausibility must be met. For example, 
it is implausible that a defect could be caused by an 
exposure if that exposure fi rst occurs after the ges-
tational development of the defect has been com-
pleted. While less absolute, it is unlikely that an 
exposure would produce a range of defects which 
span gestational timing from preconception to late 
pregnancy and which do not share embryologic 
tissue of origin. Thus, we cannot dismiss hypoth-
eses simply because they lack a biologically plausi-
ble explanation; however, until they are supported 
by subsequent studies, such hypotheses must be 
considered more speculative than those hypotheses 
for which there is a strong biologic basis. 

Currently  available solutions

There are a variety of approaches that are used to 
generate and test hypotheses regarding drugs and 
birth defects. The purpose of this section is not to 

Similarly, certain defects are believed to result from 
disruption of the embryonic vasculature. 41,42

Although our ignorance about the origins of most 
birth defects may limit our ability to create catego-
ries that share a common etiology, it is preferable, 
whenever possible, to classify birth defects accord-
ing to an understanding of their embryologic 
origins.43

Confounding
As with any other aspect of pharmacoepidemio-
logic research (see Chapters 3 and  47), confound-
ing must be taken into account in studies focused 
on birth defects. Among those variables that require 
routine consideration are maternal age, race, geog-
raphy, and socioeconomic status. An understand-
ing of the epidemiology of a given defect or 
exposure often identifi es other variables which 
may act as confounders in a specifi c analysis. For 
example, ethnic background is strongly related to 
the risk of neural tube defects, maternal age is a 
strong risk factor for gastroschisis, and alcohol con-
sumption has been associated with defects derived 
from neural crest. Since medication use may be 
associated with various other health behaviors 
(e.g., vitamin use is more common among non -
smokers than smokers), one may need to consider 
health behaviors, including nutrition, in studies of 
certain exposures and outcomes. Further, it may be 
critically important to separate the teratogenic risk 
of a drug from the underlying risk associated with 
the condition for which the drug is taken, some-
thing called “confounding by indication ”44 (see 
Chapters 3, 37, and 47).

Finally, an issue unique to the epidemiologic 
study of birth defects is the possibility of pregnancy 
termination. As more malformations become 
detectable at earlier stages of pregnancy (and as 
more such pregnancies are terminated), studies of 
liveborn and stillborn infants will increasingly 
underestimate the prevalence of such defects. In 
addition, there are a number of instances where 
terminations (whether spontaneous or induced) 
must be considered as a potential confounder (e.g., 
periconceptional vitamin exposure and neural tube 
defects).
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database, a major weakness of even cohorts in the 
tens of thousands is the small sample sizes of infants 
with specifi c malformations. For example, there 
were approximately 2200 infants with any major 
malformation in over 50 000 pregnancies followed 
by the CPP. Among these, there were only 31 with 
cleft palate (CP) and 11 with tracheoesophageal 
fi stula (TEF). This weakness is further compounded 
by limited numbers of women exposed to most 
drugs. For a commonly used drug, taken by as 
many as 10% of the women, the expected number 
of exposed infants with CP and TEF would be three 
and one, respectively; if a drug were used by 3% 
of pregnant women, the expected numbers would 
be one and 0.3. Such cohorts may be large enough 
to identify some high -risk teratogens; however, 
based on experience with the CPP, even cohorts 
twice the size are likely to have inadequate power 
to identify moderate -risk teratogens among com-
monly used drugs, and power is routinely inade-
quate to identify such teratogens among the vast 
majority of other drugs. Further, these large cohorts 
typically limit enrollment and data collection to a 
few years; yet, because patterns of drug use change 
over time, the clinical relevance of the available 
data becomes limited. 

Use of data sets created for  other purposes
In recent years, researchers have focused increasing 
attention on cohorts identifi ed from databases pro-
duced for purposes other than for epidemiologic 
research by organizations or governments involved 
in medical care (see Part IIIB). The strengths and 
weaknesses vary with the nature of the specifi c 
data set. All have the advantage of identifying 
exposures independent of knowledge of the 
outcome, some may have good reporting of mal-
formations, and some may be derived from large 
populations. Like most other cohorts, studies based 
on data from health maintenance organizations 
(HMOs) or insurance plans may be limited by their 
small samples of specifi c malformations. For 
example, a study from Group Health Cooperative 
in Seattle, Washington, identifi ed almost 7000 
pregnancies in which 33% of women fi lled a pre-
scription for Bendectin ®. Among these women, 
there were a total of 80 malformations identifi ed, 

list every available design or data set, but rather to 
describe the types of resources and their respective 
strengths and weaknesses. For convenience, these 
may be divided into cohort and case –control
designs. Approaches that involve the monitoring of 
birth defects without the systematic collection of 
exposure information are not directly applicable to 
pharmacoepidemiologic study, and are not consid-
ered in this chapter; interested readers are referred 
to an excellent review. 49

Cohorts
Broadly speaking, there are three types of cohorts 
relevant to the pharmacoepidemiologic study of 
birth defects. These are studies designed to follow 
large populations exposed to various agents, the 
use of data sets created for other purposes, and 
follow-up studies of selected exposures. 

Studies designed to follow large populations
exposed to various agents
This approach involves the identifi cation of a popu-
lation of pregnant women to be followed, with 
periodic collection of information on demographic 
characteristics, exposures, and potential confound-
ers, as well as formal evaluation of the offspring at 
birth and perhaps at some years later. A number of 
studies of this kind have been conducted in various 
countries.50–53 An example is the US Collaborative 
Perinatal Project (CPP), which enrolled over 58 000
women between 1959 and 1965, obtained detailed 
information on their pregnancies, and followed the 
children until age 7. 1 More recently, researchers in 
Denmark have assembled a cohort of 100 000 preg-
nancies,54 and, in the US, the National Children ’s
Study 55 has initiated a similar effort. The strength 
of this type of approach lies in the prospective, 
systematic, and repeated collection of informa-
tion that includes exposure to a wide variety of 
medications taken by a diverse population, many 
potential confounding variables, and good outcome 
information.

In the CPP, there was suffi cient power for com-
monly used drugs (such as aspirin in the 1960s) to 
assess risks for malformations overall as well as for 
certain subgroups of malformations. 56 However, 
despite the large number of pregnancies in the 
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ing to other exposures and potential confounding 
variables. These follow -up studies, often called 
pregnancy registries, have had strong support in 
the US from the Food and Drug Administration, 
and sponsors of selected new prescription drugs 
have been encouraged to establish such registries 
for those products. 62 The potential value of these 
cohorts is refl ected in the dramatic observation 
among only 36 women who were followed after 
fi rst -trimester exposure to isotretinoin: 17 there 
were 28 liveborn infants, and fi ve (18%) were mal-
formed. More striking than the overall rate of mal-
formation was the distribution of defects: each of 
the fi ve affected infants had at least one of the 
specifi c malformations hypothesized (from premar-
keting animal studies) to result from isotretinoin 
exposure (ear, palate, chin, certain heart, and 
certain brain defects). These fi ndings have been 
supported by a subsequent study of 94 prospec-
tively identifi ed exposed pregnancies that resulted 
in live births. 63

Cohorts of a few dozen to a few hundred 
exposed pregnancies are highly effi cient and effec-
tive for identifying —and for ruling out —high-risk
teratogens.64 However, such cohorts are quite 
limited in their ability to identify a drug as a 
moderate-risk teratogen or to rule out such an 
effect. For example, researchers identifi ed 174 
women who sought counseling because of fi rst tri-
mester exposure to fl uoxetine. While that study 
provided relatively early evidence of neonatal com-
plications among the offspring of women with in
utero exposure to fl uoxetine, there were few infants 
with any kind of major malformation. 65 For a spe-
cifi c defect (e.g., oral cleft) with a baseline rate of 
1 in 1000 births, such a sample would easily miss 
increases in risk in the order of 30 -fold. On the 
other hand, even small numbers of exposed/ mal-
formed may have value; for example, that report 
identifi ed two exposed cases of a rare outcome 
(persistent pulmonary hypertension of the newborn 
[PPHN]); this signal was later supported by a large 
case–control study of PPHN. 66

Pregnancy registries may be limited by problems 
of self -referral bias and losses to follow -up (with 
biases introduced if response to follow -up is related 
to whether the infant is malformed or normal). In 

of which only 24 were exposed to the drug in
utero.57 Typically, a given exposure is far less preva-
lent, and sample size constraints are even more 
striking. 58

Record linkage systems, such as those from 
Scandinavia, and particularly Denmark, 59,60 offer 
promise of better information on exposure and 
outcome variables. Like other automated data sets, 
however, they lack important information on 
potential confounding variables and other factors 
of potential importance (see below). 

In the US, the Sentinel Network represents an 
ambitious effort underway to take advantage of 
multiple sources of electronic medical records (See 
Chapter 30), and an amalgamation of data from a 
US HMO network has been initiated specifi cally to 
consider drug risks in pregnancy (called MEPREP). 61

However, both Sentinel and MEDPREP have yet to 
demonstrate their validity and utility as tools to 
generate and test hypotheses. Besides the general 
challenges of capturing accurate information on 
exposure, outcomes, and confounding variables, 
the study of birth defects poses additional chal-
lenges, among which are the need to effectively 
link maternal and infant records, identify gesta-
tional timing of exposure with relative accuracy 
and, as noted above, to include information on 
potential confounders such as diet, alcohol, 
smoking, and use of OTC folate and multivitamins 
at the time of conception. They are also unlikely to 
identify exposure to non -prescription drugs, which 
may be of importance both as potential confound-
ers and as primary exposures. 

Follow-up of selected exposures 
Various mechanisms may be used to identify 
cohorts of women exposed to specifi c drugs. 
Pregnant women can be enrolled in registries by 
physicians or by the women themselves, often on 
the basis of a call to a teratogen information service. 
The strength of such approaches lies in the ability 
to identify women exposed to a drug of interest 
early in pregnancy and, most importantly, to iden-
tify and enroll the woman before the pregnancy 
outcome is known. This design offers the additional 
advantage of providing an opportunity to prospec-
tively collect other information, such as data relat-
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Study” conducted by our own group, 35 and the 
more recently established National Birth Defects 
Prevention Study, involving a number of state birth 
defects surveillance programs and coordinated by 
the US Centers for Disease Control and Prevention. 67

From the unique perspective of birth defects, 
case–control studies can have the statistical power 
required for the assessment of both risk and safety. 
At the same time, however, they have the potential 
limitation of biased recall. There are numerous 
examples that illustrate both issues, but the follow-
ing is among the most instructive. 

In a study of spermicidal contraceptives, 
researchers using data from an HMO found the 
prevalence of birth defects among 763 infants born 
to exposed mothers to be 2.2% ( n = 17), whereas 
the rate among infants born to non -exposed
mothers was 1.0%. The excess was attributed to 
four different defects: chromosomal defects, limb 
reduction defects, hypospadias, and neoplasms. 68

Other investigators used different cohorts to test 
the hypothesis. Although two analyses involving 
populations of about 35 000 and 50 000 pregnant 
women failed to confi rm an overall increase in 
malformation risk, 69,70 neither study had suffi cient 
power to rule out, with reasonable confi dence, an 
increased risk for each of the specifi c defects identi-
fi ed in the fi rst study. Therefore, two case –control
studies were mounted specifi cally to test the 
hypothesis. One identifi ed about 100 to 400 cases 
of each of the outcomes of interest, and for a variety 
of exposure duration intervals found odds ratios 
close to unity; more importantly, the upper 95% 
confi dence intervals were 2.2 or lower. 71 The other 
identifi ed 151 fetuses with trisomy, including 92 
with trisomy 21; point estimates for various expo-
sure duration intervals approximated unity, and 
the study had suffi cient power to rule out more 
than a twofold increase in the risk of trisomy in 
relation to spermicide use. 72

While statistical power is a major strength of the 
case–control approach, power does not assure 
validity. There are numerous issues that relate to 
validity (see Chapters 19 and  41); in studies of birth 
defects, the one that requires particular considera-
tion is recall bias. We previously cited a study of 
the protective effects of folic acid supplements in 

addition, there may be diffi culties in making com-
parisons between the drug -exposed cohort and 
those “unexposed.” Some registry investigators 
compare observed rates of defects to rates reported 
in various other populations, and others compare 
the observed rates to those among pregnancies 
with exposures to no drugs or to other drugs (e.g., 
presumed “non-teratogenic” drugs); both are 
imperfect, and comparisons rarely consider con-
founding by indication —the risk of birth defects 
due to the condition for which the drug in question 
was taken. 44

These methodologic concerns aside, all cohort 
studies have a common limitation: as is clear from 
the earlier discussion, cohorts are well suited to 
identify and rule out high -risk teratogens and may 
occasionally identify meaningful “signals” related 
to specifi c birth defects, but it is extremely diffi cult 
for such studies to achieve sample sizes suffi ciently 
large to provide the broader range of critical infor-
mation about a drug ’s risk or safety; such inquiry 
requires information not only on the risk of birth 
defects overall, but must also include suffi ciently 
large samples to permit study of risks of specifi c 
defects, most of which have background rates 
ranging from 1 per 1000 to 1 per 10 000. Thus, 
while a cohort of 100 or even 1000 exposed preg-
nancies might provide reassurance that the drug is 
not another thalidomide or isotretinoin, such a 
cohort cannot assure that a drug is relatively safe 
with respect to oral clefts, gastroschisis, or other 
specifi c birth defects. 

Case–control  studies
The rarity of birth defects in general, and of specifi c 
defects in particular, argues for the use of the case –
control design in pharmacoepidemiologic studies of 
birth defects when there is a high enough preva-
lence of exposure to the drug(s) of interest. Of 
course, the strengths and limitations of these 
studies are similar to those for case –control studies 
of other outcomes (see Chapter 3), and will not be 
reviewed here. Such studies may be conducted on 
an ad hoc basis or within the context of case –control
surveillance (see Chapter 19). Examples of the 
latter are few; in North America, two current 
examples include the longstanding “Birth Defects 
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Blood and urine have long been available for this 
purpose, but detection is largely limited to the 
interval shortly following exposure. For case –
control studies in particular, where the mother is 
typically identifi ed some time after delivery, such 
sampling is of no value for detecting exposures in 
early pregnancy. Researchers have explored the 
usefulness of other tissues, such as meconium 73 and 
hair74 in which drugs or their metabolites may 
persist and accumulate. Although these techniques 
are still under evaluation and currently lack the 
ability to estimate timing precisely, they may enable 
researchers at least to confi rm the presence or 
absence of certain exposures during pregnancy. 

With respect to the role of drugs in the etiology 
of birth defects, there is no question that the most 
exciting biologic development is the rapid expan-
sion of research focused on genetic factors (see 
Chapter 34), including those related to variations 
in fetal drug metabolizing enzymes (DMEs). It has 
puzzled many that known human teratogens do 
not produce malformations in all (or even most) 
exposed fetuses, and many believed that this 
“incomplete penetrance ” was due to differences in 
host susceptibilities. In 1985, researchers demon-
strated that such a phenomenon was likely to 
account for the inconsistent effect of at least one 
such teratogen —phenytoin.75 These workers found 
that a genetic variant in the detoxifi cation of arene 
oxide (a radical metabolite of phenytoin) was 
strongly related to the risk of the major defects 
associated with phenytoin. Since then, the fi eld has 
exploded. In anticipation, we and others have 
added DNA samples to ongoing studies of risk 
factors for birth defects. Improved understanding 
of genetic factors will dramatically enhance the 
identifi cation of subsets of the population who are 
at increased risk for certain birth defects and the 
identifi cation of drugs that might warrant particu-
lar study. 

By analogy with the process of screening for 
rubella susceptibility or for genetic diseases, one 
can reasonably look forward to a time when women 
of childbearing age can be screened for genetic 
factors which may place them at particular risk for 
having a malformed infant if they are exposed to 
a particular drug. Information of this kind has 

relation to neural tube defects, in which we found 
different risk estimates among women who 
reported, at the end of the interview, that they 
were aware of the hypothesis under study. 39 We 
believe that this study supports concern about 
recall bias. As stated above, however, the simple 
possibility of such bias does not necessarily invali-
date a case –control study; rather, it requires that 
investigators consider its existence and make rea-
sonable attempts both to minimize and identify it 
in their study population. 

We cannot review issues in the epidemiologic 
study of birth defects without alluding to a concern 
that cuts across all study designs. Birth defects 
are complex outcomes, and the study of medica-
tions in relation to birth defects only adds to this 
complexity. For all the reasons described in the 
introduction to this chapter, the rigorous pharma-
coepidemiologic evaluation of birth defects requires 
considerable understanding and experience not 
only of epidemiology, but also of related disciplines 
(e.g., pharmacology, embryology, teratology). 

The future 

There are two important developments that have 
major implications for the future of pharmacoepi-
demiologic studies of birth defects. Our knowledge 
of teratogenicity can be dramatically enhanced by 
the increasing integration of epidemiology and 
biology, and it may be diminished by the legal and 
regulatory climate in which epidemiologists will 
operate.

Integration of epidemiology and 
biology
A major frustration among those who conduct epi-
demiologic studies of congenital malformations is 
the dearth of understanding of the mechanisms, 
both structural and molecular, by which defects 
occur. Advances in molecular biology (such as 
those related to understanding the role of retinoic 
acid) will markedly enhance our ability to classify 
defects in biologically meaningful categories. We 
may also see advances in the feasibility of using 
human tissue to identify antenatal drug exposures. 
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tion to legitimate researchers. At the same time, the 
public must be reassured —and researchers must 
accept—that violations of this shared trust will 
be accompanied by serious penalties. (See also 
Chapter 35 for a discussion of bioethics in 
pharmacoepidemiology.) 

Steps toward an  integrated approach 
As noted above, there are a number of broad con-
cerns regarding teratogenesis. The fi rst, both in 
theory and in practice, is to identify high -risk tera-
togens (exemplifi ed by thalidomide and isotretin-
oin); the second is to identify moderate -risk
teratogens (exemplifi ed by phenytoin and valproic 
acid); the third is to provide evidence, where pos-
sible, of relative safety. Although not widely appre-
ciated, a combination of the approaches described 
above can provide much of the information needed 
to respond to these concerns. 6 Cohorts of exposed 
subjects, preferably in the form of patient -based
pregnancy registries, can identify high -risk tera-
togens in a timely way. In most instances, the 
extremely large risks associated with drugs such as 
thalidomide or isotretinoin tend to overwhelm the 
distinct methodologic limitations inherent in these 
approaches. If a drug makes it past that fi rst line of 
defense, case –control surveillance (or focused case –
control studies) can provide the power and rigor 
necessary to identify whether a drug is associated 
with specifi c defects or, if it is not, provide suffi -
ciently narrow confi dence limits around the null to 
provide assurance of relative safety. Sample size 
considerations will continue to limit our ability to 
demonstrate safety with respect to relatively rare 
exposures (or very rare outcomes), but an inte-
grated approach that combines cohort and case –
control surveillance offers an effective step towards 
resolving these two teratogenic concerns. 

In the US, such an effort was initiated in 2009. 
Called the Vaccines and Medications in Pregnancy 
Surveillance System (VAMPSS), 77 this collaborative 
approach operates under an infrastructure provided 
by the American Academy of Allergy, Asthma, and 
Immunology (AAAAI), and currently utilizes data 
and analyses provided by two well -established data 
collection arms —a cohort design that follows women 
exposed to vaccines or medications of interest, con-

obvious usefulness in selecting (and avoiding) spe-
cifi c drugs for the treatment of women who are 
pregnant or at risk for becoming pregnant. (See 
also Chapter 34 for a more detailed discussion of 
molecular pharmacoepidemiology.) 

The legal and regulatory climate
Whatever their design, studies of exposures in 
pregnancy in relation to birth defects ultimately 
depend on the ability to link exposure and outcome 
information. To accomplish such linkage, research-
ers require access to information that identifi es 
women who have become pregnant, the outcomes 
of those pregnancies (including spontaneous and 
therapeutic abortions), and details as to the pres-
ence or absence of malformations. The issue of 
whether and how such information might be dis-
closed to researchers has become highly conten-
tious in many countries (see also Chapter 35). For 
case–control studies in particular, the enrollment of 
malformed and/or non -malformed subjects requires 
that hospitals, other health providers, or govern-
ment agencies make identifying information avail-
able to researchers, who then contact eligible 
subjects in order to invite them to participate in an 
interview. 

At present, there is considerable public anxiety —
and even anger —regarding the erosion of confi -
dentiality, especially with respect to fi nancial and 
related data. Parents of children with birth defects, 
and particularly those who have undergone thera-
peutic abortions, are exquisitely sensitive to the 
disclosure of information on their pregnancies and 
outcomes. Despite the fact that there is little evi-
dence to suggest that medical researchers have 
compromised confi dentiality, there is a real possi-
bility that epidemiologic research into drug -induced
birth defects may be constrained or even elimi-
nated by actions and laws intended to protect 
confi dentiality, without consideration to the sub-
stantially different societal roles played by medical 
research and commercial interests. 76 It is therefore 
critical that the public be educated about the extent 
to which epidemiologic research serves the public 
health, and that they recognize that this benefi t can 
only be accomplished by the provision, under strict 
controls, of limited confi dential medical informa-
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ducted by the Organization of Teratogen Information 
Specialists (OTIS), and a case –control surveillance 
arm that includes infants born with the wide range 
of specifi c major birth defects (the Slone Epidemiology 
Center’s Birth Defects Study). VAMPSS also includes 
an Independent Advisory Committee to review the 
collected data and, when appropriate, to offer rec-
ommendations. Although its initial focus is on 
asthma medications and infl uenza vaccines and 
antiviral medications used in the prophylaxis and 
treatment of infl uenza in pregnant women, the 
design of the system provides a highly cost -effective 
structure that can easily expand to include other 
vaccines and prescription drugs —as well as OTCs, 
vitamins/supplements, and herbal products. If sus-
tained, this system can provide, for the fi rst time, a 
comprehensive and ongoing approach focused on 
birth defects and the risks and relative safety of all 
medications taken by pregnant women. 
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Introduction 

Risk management is widely used across a variety of 
settings to identify and assess risks, and to institute 
measures to mitigate these risks. Such measures 
can be used to minimize medical errors in health -
care settings; limit fi nancial liability in the business 
sector; minimize or eliminate work -related or 
recreation-related injuries in industrial and leisure 
settings, respectively; reduce transportation -related
accidents in the airline, automobile, and railroad 
industries; and for many other purposes. Because 
of the wide -ranging scope of risk management 
endeavors, the methods of assessing risk vary 
according to the specifi c setting. Similarly, the 
measures used to mitigate risk vary across settings, 
again depending on the specifi c risk being managed. 
While specifi c measures may vary from setting to 
setting, at their core, these risk mitigation measures 
involve a structured approach —generally in the 
form of some combination of policies, procedures, 
processes, or engineering solutions —designed to 
reduce or eliminate one or more specifi c risks. 

With regard to the use of medicines, risk man-
agement is used to ensure that the potential ben-
efi ts of a medicine exceed its potential risks, and to 
minimize those risks. As in other fi elds, risk man-
agement of medicines is not new, though it has 

received increased attention in the past two 
decades, particularly in the past decade. Current 
understanding of the risks of medicines is based on 
the premise that the risk of a medicine derives not 
only from the inherent properties of the medicine, 
but also from how the medicine is used, or misused, 
in actual clinical practice. Thus, current risk man-
agement efforts are geared toward understanding 
not only the harm that can result from the intrinsic 
properties of the medicine, but also from the harm 
that can result from inappropriate use of a medi-
cine in a complex medical care system. 

In the context of human medicines in the United 
States, the Food and Drug Administration (FDA) 
has defi ned risk management as  “an iterative 
process of (1) assessing a product ’s benefi t –risk
balance, (2) developing and implementing tools to 
minimize its risks while preserving its benefi ts, (3) 
evaluating tool effectiveness and reassessing the 
benefi t -risk balance, and (4) making adjustments, 
as appropriate, to the risk minimization tools to 
further improve the benefi t –risk balance. This four -
part process should be continuous throughout a 
product’s lifecycle, with the results of risk assess-
ment informing the sponsor ’s decisions regarding 
risk minimization. ”1

In Europe, the concept of risk management is 
established in legislation. Article 1 (28b) of Directive 

The views expressed in this chapter are those of the authors, and not necessarily those of the US Food and Drug Administration 

or the European Medicines Agency.
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ways, the usage of certain medicines. This chapter 
will explore these efforts in more detail. 

The complexities of the medication
use system
The medication use system is a complex network 
of stakeholders, including patients, their families, 
physicians, nurses, pharmacists, other health pro-
fessionals, health -care organizations and facilities 
(e.g., hospitals, clinics), manufacturers, and regula-
tory agencies. Not only does each have a role in 
ensuring the safe use of a medicine, the interac-
tions among them do as well. Thus, risk manage-
ment strategies must consider not only the 
individuals and groups, but also the entire medica-
tion use system. The complexity of the medication 
use system implies that individual risk manage-
ment measures must be directed at the appropriate 
part or parts of the system specifi c to the risk being 
managed. The accurate identifi cation of these parts 
of the system will vary from one drug to the next, 
will depend on the specifi c risk, and will depend on 
how the medicine is used within the health -care
system. In this context, the approach to risk man-
agement must span the entire lifecycle, be proac-
tive, be scientifi cally driven, and engage all relevant 
stakeholders.

Because the risks of medicines can occur at any 
point in the complex drug use system, managing 
the risks of medicines requires that the entire 
drug use system be involved. Involvement of the 
entire system can pose challenges, and some parts 
may be harder to involve than others. It is diffi cult, 
though perhaps not impossible, to compel each 
part of the system to do what it must to manage 
the risk of a medicine. While the involvement of 
the entire system is a strength of risk management 
systems, reliance on each part of the system is a 
limitation.

The sources of  risk from  medical
products 
There are several sources of risks from medical 
products (Figure 29.1). The known risks of a 
product are based on prior experience or, in some 
cases, on the pharmacologic or other properties of 

2001/83 EC as amended, defi nes a risk manage-
ment system as: “a set of pharmacovigilance 
activities and interventions designed to identify, 
characterize, prevent or minimize risks relating to 
a medicinal product including the assessment of the 
effectiveness of those interventions. ”2 Thus, in 
Europe, risk management incorporates (i) an over-
view of what is known, and not known about the 
risks of the drug, (ii) the planning of pharmacovigi-
lance activities to identify additional risks and also 
characterize the risks, that is seriousness, frequency, 
risk factors, and public health impact, (iii) measures 
to minimize the risks including the measurement 
of the effectiveness, and (iv) a feedback process so 
that new information about the risks or risk mini-
mization is incorporated into the overview and 
pharmacovigilance and risk minimization activities 
adjusted accordingly. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

All medicines have risks. For marketed medicines, 
at the time of authorization the benefi ts of the 
medicine are judged to outweigh the risks, pro-
vided that the medicines are used according to the 
licensed indication. Knowledge of a medicine ’s
benefi ts and risks is developed prior to approval, 
and refi ned after approval when its true risk :benefi t 
profi le emerges as a result of  “real-world” usage. 
The traditional tools used to manage the risks of 
prescription medicines have been the prescription 
status itself (i.e., whether the drug was approved 
for prescription only use or whether it could be 
obtained without a prescription), labeling for 
health-care professionals, and the requirement that 
manufacturers monitor and report to regulatory 
authorities adverse events that occur with use of 
the medicine once it is marketed. In the past 20 
years or so, additional steps have been taken to 
manage more actively the risks of certain medica-
tions. These measures have included increased 
communication to patients as well as to health -care
professionals, and measures to restrict, in various 
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venting more serious harm. For example, a drug 
may be known to cause hepatic damage but its 
occurrence in a specifi c patient may not be predict-
able or preventable. In this case, risk minimization 
activities might be directed towards regular moni-
toring of hepatic enzyme levels to identify any 
hepatic damage as early as possible and so prevent 
serious hepatitis or hepatic failure. 

 In addition, risk management efforts can be 
used to ensure that medications are not adminis-
tered to patients at higher risk for a serious adverse 
event, or administered only to patients for whom 
the benefi ts outweigh the risks, including the 
unpreventable risks. Thus, removing all risks from 
the use of all medicines is not the overall goal of 
managing the risks of medicines, nor is it achiev-
able. Rather, careful consideration of risk – benefi t 
balance both for the individual patient and for the 
target population is an important consideration of 
risk management. 

 Managing the known risk of medicines is a core 
activity of risk management programs. For most 
products, this can be achieved through product 
labeling; in some cases, as will be discussed later 
in this chapter, additional steps are needed. 
Other sources of preventable adverse events are 

the medicine. In some cases these risks are prevent-
able, while in others they are not. Preventable risks 
can occur when a product is administered under a 
condition of use that imparts a risk that would not 
be present under a different condition of use. For 
example, if drug A, when used in combination with 
drug B, results in an unacceptable risk that is not 
present when either drug is used alone, this unac-
ceptable risk is preventable by ensuring that 
drug A and drug B are never co - administered. 
Contraindicating concomitant use is a regulatory 
step that can be used to warn against concomitant 
use; actual avoidance of concomitant use can only 
be achieved by health professionals ’  adherence to 
this recommendation. Risk management efforts 
can be used to ensure that preventable adverse 
events are minimized.   

 Unavoidable risks are those that occur when all 
the known necessary conditions for safe use of a 
product are followed. An unavoidable risk may 
become a preventable risk once it is identifi ed as a 
risk but there will always be some risks, which 
although known cannot be prevented. In these cir-
cumstances, risk minimization activities might be 
directed towards identifying the adverse conse-
quences as early as possible with the aim of pre-

     Figure 29.1     Sources of risk from medical products.  
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review group to check that there are no products 
licensed with similar names in Europe, which could 
lead to confusion. In the centralized procedure, the 
European Commission (based on a scientifi c 
assessment by the Committee for Medicinal 
Products for Human Use, CHMP) issues one license 
which covers all the Member States, Norway, 
Iceland, and Liechtenstein. The layout, format, and 
wording on the immediate and outer packaging 
of the product are also reviewed as part of the 
evaluation procedure of the medicine and these 
form part of the authorization. Any change to any of 
these aspects requires regulatory review and 
agreement.

Product quality problems occasionally result in 
adverse events. 7,8 These problems are unusual in 
both the United States and Europe because of the 
great attention paid to product quality control 
and quality assurance during manufacturing. A dis-
cussion of measures to mitigate manufacturing -
associated risks is beyond the scope of this chapter. 

Because not all the risks of a medicine are 
known at the time the product is approved, risk 
management efforts must continue throughout the 
lifecycle of a medicine, as discussed below. 

Risk management strives to be
scientifi cally  driven
Risk management plans can be scientifi cally driven, 
to the extent that there is available science to 
inform each component of the plan. The science of 
risk identifi cation and risk assessment, while still 
evolving, is well developed, and indeed much of 
this book describes this science. The science of risk 
communication is also well developed in general, 
though its application to communicating the risks 
of medicines is still being developed (see Chapter 
43). The scientifi c basis of minimizing risks of medi-
cines is much newer, as is the science of assessing 
the impact of risk management plans. The scientifi c 
approach to risk management requires integrating 
data from various studies and disciplines that, 
when taken together, can promote the safe and 
effective use of a medicine. The scientifi c approach 
also compels manufacturers and regulators to 
examine, throughout the lifecycle of the medicine, 
the critical gaps in knowledge that exist. Such gaps 

medication errors and, occasionally, injury from 
product quality defects. 

Medication errors (also see Chapter 45) are 
defi ned by the National Coordinating Council 
on Medication Error Reporting and Prevention 
(NCCMERP) as follows:

A medication error is any preventable event that may 
cause or lead to inappropriate medication use or 
patient harm while the medication is in the control 
of the health -care professional, patient, or consumer. 
Such events may be related to professional practice, 
health-care practice, procedures, and systems, includ-
ing prescribing; order communication; product labe-
ling, packaging, and nomenclature; compounding; 
dispensing; distribution; administration; education; 
monitoring; and use. 3

Because they are, by defi nition, preventable, 
medication errors are well suited to risk manage-
ment efforts. A landmark study published in 2000 
estimated that as many as 98 000 people die each 
year in the United States from medical errors occur-
ring in hospitals. 4 A signifi cant number of those 
deaths were the result of medication errors. 
Potential sources of medication errors can include 
the product ’s proprietary name (if it is similar to 
the name of another medicine, especially if the two 
medicines have other similar characteristics), the 
established name, and the design of the container, 
carton, and packaging. Errors can also occur if the 
product labeling for health -care professionals or 
patients is not clear. 

Because medication errors can occur anywhere 
in the medication use chain, efforts to minimize the 
risk of medication error must involve multiple 
stakeholders. In the United States, FDA reviews 
proposed proprietary names of medications to 
ensure that these names are not similar in spelling 
or pronunciation to the proprietary or established 
names of other medicines. 5,6 In addition, FDA 
reviews the proposed carton, container, and pack-
aging to ensure that these do not have features that 
could lead to medication errors. Many professional 
organizations also have recommendations to mini-
mize medication errors. 

Similarly in Europe, medicines authorized through 
the centralized procedure have their invented (or 
brand) name approved by the (invented) name
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severity of risks vary from medicine to medicine. 
For example, at one end of the spectrum, many 
antineoplastic agents have agranulocytosis as a 
common side effect. This life -threatening side effect 
must be carefully managed in order for the poten-
tial benefi ts of the drug to outweigh this risk. At 
the other end of the spectrum, many topical over -
the-counter medicines have very few side effects. 
The management of these risks is clearly much less 
intense. In the middle of this spectrum are the vast 
majority of medicines, mainly prescription medi-
cines, for which a measured approach to risk man-
agement must be taken. 

For most prescription medicines, the most 
common side effects are generally not life -
threatening. Rather, many are mild and self -limited.
Others are bothersome, and some are so clinically 
signifi cant that they require the medicine to be 
stopped. Examples of these types of side effects 
whose signifi cance depends upon severity are 
nausea, headache, and rash. For many medicines, 
the most serious side effects are relatively rare. 
Examples of rare but serious side effects are acute 
liver failure, aplastic anemia, torsade de points, and 
certain serious skin reactions, such as Stevens –
Johnson syndrome. Along this continuum are 
other side effects that may be severe but generally 
not life -threatening, and that are also more 
common than the most serious side effects. 

Over -the-counter medicines are drugs that have 
been found to be safe and appropriate for use 
without the supervision of a health -care profes-
sional such as a physician, and they can be pur-
chased by consumers without a prescription. Most 
over -the-counter medicines are for symptomatic 
relief of conditions that consumers can diagnose 
and manage themselves. When these medications 
are taken properly, many of their side effects are 
generally mild. However, there can be serious, even 
life-threatening or fatal, side effects of over -the-
counter medications when they are not taken 
properly. For example, acetaminophen (paraceta-
mol), one of the most widely used over -the
-counter analgesics, is a generally very safe over -
the-counter medication when taken as recom-
mended on the product ’s label. Overdose, however, 
can result in acute severe liver injury, which can 

may concern the pharmacologic properties of the 
medicine, clinical outcomes related to its use, 
including that in higher risk populations, or the 
way the medicine is used in actual practice. Any of 
these areas could lead to further postapproval 
studies, the results of which would lead to changes 
in labeling or other changes that could enhance the 
safe and effective use of the medicine. However, as 
noted in the example of cisapride in Chapter 8,
changes in labeling do not always result in changes 
in prescribing practices. 

Risk management proceeds 
throughout a  product ’s lifecycle
Knowledge about a product ’s safety profi le is 
always limited to some extent at the time of product 
approval, because of recognized practical limita-
tions in the drug development process. For example, 
rare side effects and long -term side effects may not 
be known when a product is approved because of 
the relatively small size and short duration of clini-
cal trials. Because some populations are generally 
not studied in preapproval clinical trials (e.g., preg-
nant women, children, people with diseases or con-
ditions other than the studied indications for use) 
or are minimally studied (e.g., geriatric patients), 
side effects may be discovered if these groups are 
treated with a product after it goes on the market. 
Even after a product has been marketed for a 
decade or more, uncertainties will remain. For 
example, a study of new molecular entities 
approved for use by the US FDA between 1992 and 
2006 indicated that safety -related labeling changes 
were being made as long as 12 years after the prod-
ucts were approved. 9 Because of this lifecycle 
approach, all stakeholders —patients, practitioners, 
manufacturers, and regulators —must remain vigi-
lant about the benefi t –risk profi le of a medicine. 
Such vigilance is critical for informed decision 
making, which is an important component of the 
safe and effective use of medications. 

Risk management applies to all
medicines
All medicines have risks. No medicine is free from 
harm in all persons who take it under all actual 
conditions of use. The magnitude, frequency, and 
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“passive” systems (also see Chapter  10). While such 
systems can be used in reactive ways, these systems, 
along with other sources of postapproval drug 
safety data, can also be used in proactive ways to 
learn about the safety of a medicine in as effi cient 
a manner as possible. A carefully designed risk 
management plan can identify risks, manage risks, 
communicate risks, and assess the effectiveness of 
these efforts in a proactive way. Like the lifecycle 
approach noted above, the proactive nature of risk 
management planning demands the constant vigi-
lance of all stakeholders. 

Risk management is an iterative
process  involving multiple related
activities
Managing the risks of medicines is not a single 
activity or the province of a single profession or 
stakeholder group. Rather, it is an iterative process 
that involves a set of inter -related activities. In 
broad categories, these activities include risk assess-
ment, risk mitigation, evaluation of risk mitigation 
measures, and risk communication. These activities 
occur throughout the product ’s lifecycle, and are 
adjusted and refi ned as new risk assessments 
provide new information and as evaluations of risk 
mitigation activities provide data upon which risk 
mitigation activities can be improved or modifi ed. 

Risk assessment
Risk assessment consists of identifying, character-
izing, and quantifying the risks associated with the 
use of a medicine. The nature, frequency, and 
severity of the risks are assessed. In addition, if 
possible, the conditions under which the risk is 
more likely to occur are identifi ed. For example, if 
a drug causes a serious adverse reaction only when 
used in conjunction with another specifi c medi-
cine, it is important to identify this drug –drug inter-
action, so that risk management efforts can be 
directed at minimizing the use of the two medicines 
together. 

Risk assessment occurs throughout the premar-
keting and postmarketing phases of a product ’s life. 
Premarket, or preapproval, risk assessment, is gen-
erally a very extensive process that involves pre-
clinical safety assessments (e.g., animal toxicology 

lead to acute liver failure, and sometimes death or 
the need for liver transplantation. While this is a 
rare complication relative to the widespread use of 
acetaminophen, the fact that the use is so wide-
spread means that this drug is the leading cause of 
drug-induced acute liver failure in the United 
States.10

While much attention is paid to medicines that 
are known to have life -threatening, fatal, or disa-
bling side effects at therapeutic doses, there are also 
risks from medicines that do not have these serious 
side effects when taken properly, but which can 
cause serious side effects when taken improperly. 
For example, bromfenac sodium capsules, an oral 
non-steroidal anti -infl ammatory agent, were intro-
duced in the US in July 1997 for treatment of pain 
for 10 days or less. Despite the labeled recommen-
dation for a treatment duration of 10 days or less, 
many patients received treatment courses of 30 
days or longer. FDA received several reports of 
hepatotoxicity resulting in death or liver transplan-
tation attributable to bromfenac; in all cases, the 
patients had taken the medicine for longer than the 
recommended 10 -day duration of treatment. In 
July 1998, the manufacturer voluntarily withdrew 
bromfenac sodium capsules from the US market. 11

This example illustrates that improper use of a 
medicine—in this case treatment durations that 
exceeded the labeled duration of use —can give rise 
to serious adverse events. 

Risk management is a proactive 
process 
Risk management systems must be proactive to be 
optimally effective. The current framework of risk 
management systems allows a proactive approach 
in many ways. The ability to identify risks in the 
preapproval period allows manufacturers to work 
with regulators on risk management planning 
during the drug development phase. A proactive 
approach in the postapproval phase demands that 
manufacturers, regulators, and practitioners have 
in place systems to identify new risks, manage 
known risks, assess the effectiveness of the risk 
management efforts, and modify them as needed. 
Traditional pharmacovigilance systems based on 
spontaneous reports are sometimes referred to as 
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intended duration of use. The preapproval clinical 
safety program should also explore safety -related
dose effects and, for chronically administered medi-
cations, the temporal profi le of adverse events. It 
should use the available data to explore unantici-
pated drug –drug interactions, drug –demographic
interactions, drug –disease interactions, and drug –
herbal interactions. In some drug development 
programs, comparative safety data can be obtained 
if an active comparator is used. 

Because even large clinical development pro-
grams cannot identify all risks associated with a 
product, it is imperative that risk assessment con-
tinues in the postapproval period, when large 
numbers of persons will be exposed to the medi-
cine, including many with co -morbid conditions or 
on concomitant medications not present in clinical 
trials. Postapproval risk assessment can be based on 
either non -experimental data or on clinical trial 
data. Non -experimental data include individual 
case reports of suspected adverse drug reactions 
(spontaneous reports), case series of such reports, 
databases of spontaneous reports, disease -based
registries, drug -based registries, electronic medical 
records systems, administrative claims databases, 
drug utilization databases, poison control center 
databases, and other public health databases that 
track medication usage. The use of many of these 
data sources, and the methods underlying their 
use, are covered in other chapters of this book (see 
Chapters 10–18), and will not be covered further 
here. For the purposes of this chapter, it is impor-
tant to note that new risks of a medicine will con-
tinue to be recognized after the drug is on the 
market. Some of these risks will be suffi ciently 
serious to alter the benefi t –risk balance of the med-
icine, such that postapproval regulatory action will 
be needed. Possible regulatory actions include 
updates to the professional labeling, development 
of or updates to the patient labeling, use of addi-
tional means of communicating risk to patients or 
professionals, introduction of checklists or moni-
toring requirements to prevent inappropriate pre-
scription, restrictions on the use of the medicine, 
or, rarely, market withdrawal. 

Risk assessment of medicines, both in the preap-
proval and postapproval phases, often concentrates 

testing), clinical pharmacology assessments, and 
clinical trials. Animal toxicology studies are per-
formed prior to the fi rst human exposure to a new 
medicine to establish the general toxicity profi le of 
the drug and to guide initial human dosing. Further 
animal studies continue throughout the drug 
development process, and address areas such geno-
toxicity, carcinogenicity, immunotoxicity, and 
reproductive toxicity. Additional animal studies 
may be needed in specifi c situations. In addition 
to animal studies, preclinical testing typically 
involves the use of in vitro bacterial and cell prepa-
rations, which can look at effects on enzymes, 
metabolic pathways, receptors, mutability, and 
some interactions. 

Clinical pharmacologic studies establish the 
pharmacokinetic profi le of the medicine, exposure –
response relationships, and can be used to assess 
drug–drug interactions. Pharmacokinetic charac-
teristics of the medicine under certain clinical situ-
ations, such as impaired renal function or impaired 
hepatic function, can also be assessed. Because 
proper dosing of a medicine is an important com-
ponent of the safe use of the medication, clinical 
pharmacologic studies are an important compo-
nent of a medicine ’s risk assessment. 

Preapproval clinical trials provide the effi cacy 
and safety information that form the basis for an 
approval decision. The preapproval safety assess-
ment generally quantifi es and characterizes the 
common adverse events associated with a medica-
tion. Depending on the number of subjects exposed 
prior to approval, less common adverse events can 
also be detected. It is important to pay careful 
attention to the design of the preapproval safety 
program in order to maximize the information 
gained from clinical trials. The extent of safety 
information collected prior to approval is a function 
of the number of patients studied, the duration of 
treatment, the number of scheduled visits at which 
safety information is collected, and the specifi c 
safety evaluations performed. The design of the 
preapproval safety data collection effort depends, 
in turn, on a number of factors, including the 
novelty of the product, the relative safety of any 
available alternative treatments, the intended pop-
ulation, the condition being treated, and the 
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marketed for which there is no demonstrated 
benefi t. The requirement that certain medicines be 
available only by prescription is another form of 
risk mitigation. The premise underlying the 
prescription-only status of a medicine is that some 
medications are too dangerous to be used without 
the involvement of an appropriately qualifi ed 
health-care professional, whose judgment can be 
used to ensure that, for a particular patient, the 
potential benefi ts outweigh the potential risks. 

For most prescription medicines, the prescrip-
tion status, professional label, and information 
directed to patients are suffi cient risk minimization 
measures to ensure that the benefi ts of a medicine 
outweigh its risks. In some cases, additional meas-
ures are needed. These additional measures are 
usually designed to address one, or at most a few, 
specifi c serious risks. While specifi c measures may 
differ from one country or region to the next, these 
measures generally fall into one of three categories: 
(i) focused information for patients; (ii) additional, 
focused information for practitioners; and (iii) 
measures that restrict, in some way, the use of the 
medicine. A risk mitigation strategy may use one 
or more of these measures. 

Because additional risk mitigation measures are 
focused on only one or a few serious risks, the 
communications focused both toward health -care
professionals and patients must address these risks 
in detail, while at the same time putting these spe-
cifi c serious risks in the context of the overall risk -
and-benefi t profi le of the medicine. The details of 
the communication depend on the nature of the 
risk and the specifi c steps that can be taken to 
mitigate it. In some cases, the communication is 
focused principally on the nature of a serious risk, 
so that patients and prescribers can make an 
informed decision if the potential benefi ts out-
weigh the potential risks in their individual situa-
tion. In other cases, the communication focuses 
both on the nature of the risk as well as on specifi c 
steps that can be taken to prevent it or to recognize 
it early. 

The extent to which specifi c information about 
the risk needs to be communicated will depend 
upon the context in which it is used. For example, 
specifi c risk management for a drug that has the 

on the identifi cation of adverse reactions that are 
related to the medicine when used according to its 
labeled instructions. These newly identifi ed adverse 
reactions can either be an exaggeration of the phar-
macologic effect of the drug or an idiosyncratic 
reaction, the result of a previously unknown drug –
drug interaction, or an adverse effect in a specifi c 
patient population. 

It is also important for risk assessments to iden-
tify medication errors (see also Chapter 45), and 
the potential for medication errors, throughout the 
product’s lifecycle. The identifi cation and assess-
ment of medication errors is different in some ways 
from the identifi cation of adverse drug reactions. 
The identifi cation of a medication error generally 
requires that someone report that an error has 
occurred, though the initial report may often not 
elucidate the reason for the error. Because the 
medication use system is complex, the mere iden-
tifi cation of an error (e.g., the patient received 
twice the intended dose) is usually not suffi cient to 
understand the reason for the error. Because 
medication errors are, by defi nition, preventable 
events, risk assessment activities must focus on 
identifying the specifi c reason(s) for, or cause(s) of, 
the event. The identifi ed reasons and causes may 
relate to certain characteristics of the product itself, 
to the larger medication use system in which the 
product is used, or to an interaction of the two. 
Only once the specifi c set of reasons and causes 
that led to the error are understood can appropriate 
risk mitigation and risk communication activities 
be developed. 

Risk mitigation
Risk mitigation refers to a set of activities designed 
to minimize the risks of a medicine while preserv-
ing its benefi ts. The range of risk mitigation activi-
ties varies from one country or region to the next, 
but certain common themes emerge. First, many 
aspects of the modern drug regulatory system are, 
in fact, risk mitigation activities. The very fact that 
a drug has to be approved is, in many ways, the 
most fundamental risk mitigation activity, in that it 
prohibits the marketing of medicines that have not 
been judged to be safe and effective, thus virtually 
eliminating the risks of medicines being legally 
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the risk mitigation strategy consists of providing 
patients with specifi c information about measures 
that can be taken to minimize a particular risk, the 
process component of the assessment could consist 
of determining the proportion of patients who 
receive the information. Second, the evaluation 
can determine if certain behaviors are being fol-
lowed. In the above example, measurements of 
behavior could assess if patients read the informa-
tion they are given, if they understand the informa-
tion, and if they do the specifi c things the 
information recommends. Third, the evaluation 
can measure the frequency of the health outcome 
that the risk mitigation strategy is designed to mini-
mize. These three types of evaluation are quite 
different from each other, in terms of both the data 
needed to conduct the evaluations as well as the 
methods to analyze the data. In some cases, evalu-
ations of adherence to specifi c processes may be 
easier to conduct than other types of evaluations. 
However, it is important that the fi nal health 
outcome of interest be evaluated, since adherence 
to a process may not guarantee attainment of the 
health outcome of interest. 

Assessing the risks of a medicine, instituting risk 
mitigation measures, and evaluating the impact of 
those measures is an iterative process. As new risks 
are identifi ed, new risk mitigation measures may 
need to be put into effect. These new measures will 
then need to be evaluated, and the risk mitigation 
measures may need to be modifi ed. This iterative 
process occurs throughout the lifecycle of the 
product. Pharmaceutical manufacturers are held 
responsible for the safety of their products, so it is 
usually they who fund risk assessments and put 
in place risk mitigation procedure evaluations. 
Regulators review the results of manufacturers ’
testing, proposed risk mitigation strategies, and the 
evaluations of the risk mitigation strategies. In 
some instances, regulators may conduct inde-
pendent assessments of drug safety. As the aca-
demic fi eld of pharmacoepidemiology has grown, 
university-based researchers also conduct drug 
safety research, either independent of manufactur-
ers and regulators or in collaboration with them. 

Defi ning and setting the goals of a risk mitiga-
tion strategy presents several challenges, especially 

potential to prolong the electrocardiographic QT 
interval will probably not be necessary if the medi-
cine is one intended for use only by cardiologists. 
However, if the same risk occurs in a drug used by 
oncologists it might be appropriate for additional 
information about the need for periodic monitoring 
of electrocardiograms, risk of concomitant use with 
other QT interval prolonging drugs, etc., to be pro-
vided as a risk minimization activity. 

The design of measures to restrict, in some way, 
the manner in which a medicine is prescribed or 
used is complex and, more than other risk mitiga-
tion efforts, requires complex interactions with the 
medication distribution and use system. The details 
of how this is done in the United States are described 
later in this chapter. 

Because these additional risk mitigation meas-
ures are highly focused, it is critical that they have 
clearly specifi ed and well thought out goals. In the 
absence of clear goals, proper interventions cannot 
be designed, and the impact of these interventions 
cannot be measured. 

Evaluation of risk mitigation
measures 
Evaluation of risk mitigation activities is a critical 
component of a risk management system, and is 
also a relatively new endeavor in the context of the 
medication use system. The evaluation of a risk 
mitigation activity is closely related to the risk 
assessment activities, but it also differs in some 
ways. While traditional risk assessments are 
designed to identify, characterize, and quantify pre-
viously unknown risks, evaluations of risk mitiga-
tion activities are designed to examine the impact 
of these risk mitigation activities. It is thus impor-
tant that the measures used to evaluate a risk 
mitigation activity focus on the goals of the risk 
mitigation plan. 

Evaluation of risk mitigation measures can occur 
at several levels. There are many frameworks that 
can be used to describe these levels. One such 
framework is to evaluate risk mitigation activities 
on three levels —process, behavior, and outcome. 
First, evaluation of risk mitigation activities can 
assess if certain processes specifi ed by the risk miti-
gation strategy are being followed. For example, if 
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edge, coupled with the fact that many current 
systems are individually designed, make it diffi cult 
to implement new systems with confi dence that 
they will be effective. 

Risk management systems need to be assessed, 
but current methods of assessing risk management 
systems are not well developed. Specifi cally, 
methods to measure the impact of risk manage-
ment systems and their component parts on proc-
esses, behaviors, and most importantly health 
outcomes, need to be developed, so that effective 
measures can be continued and ineffective ones 
can be removed. 

Some aspects of the risk management system, 
especially those that impose strict restrictions on 
the use of a medicine, may be burdensome on the 
health-care system and may have unintended con-
sequences. One potential unintended consequence 
is that the burdens imposed by the system will 
deter practitioners from prescribing a medicine to 
patients for whom the benefi ts outweigh the risks 
and for whom that medicine would be the optimal 
treatment choice. There are few data at this time 
to address this potential limitation. Obtaining such 
data will be challenging, because it involves iden-
tifying patients who would be appropriate candi-
dates for a particular medicine, a task that involves 
clinical judgment, and who did not receive it, a task 
for which most current pharmacoepidemiologic 
approaches are not well suited, since they rely 
heavily on databases of drug exposure. 

Risk communication
Communicating information about the benefi ts 
and risk of medicines is central to managing the 
risks of these products. Risk communication is a 
broad fi eld, and a full discussion is beyond the 
scope of this chapter (see Chapter 43). Comm-
unication has traditionally been directed towards 
health-care professionals, but in recent years 
increasing attention has been paid to communica-
tions directed towards patients and consumers. 

The principal form of communication to health -
care professionals is the product ’s approved profes-
sional labeling, which is designed to present to the 
health-care professional information needed to 
prescribe the product in a way that the potential 

because it is critical to defi ne the overall success or 
failure or a risk mitigation strategy in terms of the 
actual health outcomes of interest. First, data on 
the actual frequency of the health outcome of 
interest may not be readily available or may not be 
reliable or representative of the entire population 
taking the medicine. Second, without prior experi-
ence with similar risk mitigation strategies, it is 
diffi cult to set a quantitative goal for the risk miti-
gation strategy. While the aspirational goal for 
mitigation of certain avoidable risk is zero occur-
rences of the event, the complexities of the medica-
tion use system, and the reliance on the behavior 
of so many individuals, may make such a goal 
impractical.

For example, if a drug is a known human tera-
togen, the aspirational goal may be no fetus exposed 
to the drug. However, no pregnancy prevention 
measure has a 100% success rate and humans are 
fallible, so a more practical goal may be no children 
born with birth defects. In this case, the strategy 
would include the provision of information about 
the teratogenic effects of the drug, identifi cation of 
patients particularly at risk of pregnancy, a preg-
nancy prevention plan, measures to identify any 
pregnancy as soon as possible, and rapid access to 
experts to assess the effect of any fetal exposure. 

Setting a true numeric goal is diffi cult. While 
prior experience may yield a reasonable estimate of 
the prestrategy frequency of occurrence, setting a 
realistic poststrategy goal is generally not an intui-
tive process. In the above example, termination of 
pregnancy may not be acceptable to some, so a goal 
of no children born with birth defects may also not 
be achievable. But equally, setting a goal of fewer 
than fi ve children born with birth defects may be 
ethically diffi cult to justify. 

Currently, the performance of many risk man-
agement systems is not well studied and not well 
understood. This is true for the system as a whole, 
as well as for the components of the systems. 
Interventions that are implemented because they 
are thought to be effective may turn out not to be 
effective. The effectiveness of risk management 
interventions is not well understood, and the char-
acteristics of effective risk management systems are 
not well catalogued. These limitations in knowl-
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can put the new information into context. Frequently, 
in Europe, the text of these letters is agreed with the 
appropriate regulatory authority and, in some cases, 
its provision to health -care professionals made a 
condition of the marketing authorization. 

Information to patients can come in a variety of 
forms. One common form is product -specifi c infor-
mation directed towards patients. This can take the 
form of approved patient labeling, which is devel-
oped by the manufacturer and reviewed and 
approved by FDA. Approved patient labeling 
includes the Medication Guide or a Patient Package 
Insert. Medication Guides are used when there is a 
need to communicate certain safety information, or 
when certain conditions of safe use must be high-
lighted.12 By regulation, FDA may require that 
Medication Guides be issued with certain pre-
scribed drugs and biological products when the 
Agency determines that one or more of the follow-
ing circumstances exists:
• The drug product is one for which patient labe-
ling could help prevent serious adverse effects. 
• The drug product is one that has serious risk(s) 
(relative to benefi ts) of which patients should be 
made aware because information concerning the 
risk(s) could affect patients ’ decision to use, or to 
continue to use, the product. 
• The drug product is important to health and 
patient adherence to directions for use is crucial to 
the drug ’s effectiveness. 

The format and content of a Medication Guide 
is specifi ed in regulation, and distribution require-
ments are set forth in regulation. 12

Patient Package Inserts are another form of 
FDA-approved patient labeling. They differ from 
Medication Guides in several important respects: (i) 
their use cannot be mandated, except in certain 
circumstances , (ii) there are no specifi ed require-
ments for content and format, and (iii) there is no 
requirement that they be distributed. 

In Europe, all medicines are required to have a 
package leafl et (sometimes also referred to as a 
patient information leafl et) which must be pro-
vided to the patient. This leafl et is based upon the 
information provided to the physician (the SmPC) 
but written in patient -friendly language. There is a 
requirement to test the readability of the package 

benefi ts outweigh the potential risks. In Europe, 
this professional information is known as the 
Summary of Product Characteristics (SmPC).There 
are several types of information in the professional 
label that can mitigate risk. First, the label often 
contains information on those clinical situations in 
which the drug should not be used, or should be 
used only with extreme caution. Second, the label 
contains information about the known risks of the 
medicine. If prescribers are aware of these risks, 
they can advise patients on the appropriate symp-
toms to look for when taking the medicine. Upon 
hearing of these symptoms from patients, prescrib-
ers can recognize a potential adverse drug reaction 
and take appropriate action, such as stopping the 
medicine or changing the dose. Third, the label 
contains information about the conditions of safe 
use of the medication, such as the proper dosing 
(including, when applicable, the dose adjustments 
needed for renal and hepatic impairment or those 
based on age), drug –drug interactions, drug –disease
interactions, use in pregnant or lactating women, 
and use in other specifi c clinical situations. Labeling 
directed to patients and consumers is also a risk 
mitigation tool in that it highlights basic informa-
tion necessary for the safe use of the product, and 
often provides instructions for actions to take when 
certain symptoms are present. Information for 
patients and consumers is relevant for both pre-
scription and non -prescription medicines. However, 
as noted in the example of cisapride in Chapter 8,
changes in labeling do not always result in changes 
in prescribing practices. 

Additional communications to health -care pro-
fessionals come in the form of so -called “Dear 
Healthcare Professional Letters ” or  “Dear Doctor 
Letters”. These letters, typically issued by a medi-
cine’s manufacturer, are usually one to a few pages 
in length, and generally focus on specifi c, newly 
identifi ed safety information. The nature of the risk 
is explained, and a summary of the changes to the 
product label is often included. The letter can also 
highlight actions that the health -care professional 
can take in prescribing and dispensing the product, 
as well as other measures that can help assure the 
product’s safe and appropriate use. Full prescribing 
information is generally attached, so that prescribers 
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ity, and directions for use. There was a wide range 
of length among the samples of written informa-
tion, even amongst the samples that scored well on 
content criteria. The authors concluded that further 
research on the best methods of presenting infor-
mation about medicines to patients is needed. 

Regulatory agencies have also been engaging in 
increasing efforts to communicate the risks of med-
icines. For example, in March 2007, FDA issued a 
guidance document entitledDrug Safety Information —
 FDA ’ s Communication to the Public.14 In it, FDA notes 
its intent to disseminate information on “emerging
drug safety information ”, which it defi nes as  “infor-
mation FDA is monitoring or analyzing that may 
have the potential to alter the benefi t –risk analysis 
for a drug in such a way as to affect decisions about 
prescribing or taking the drug (i.e., an important 
drug safety issue), but that has not yet been fully 
analyzed or confi rmed. ” In establishing this system, 
FDA recognized that there is a tension between 
providing early notifi cation about potentially 
important safety information on the one hand, and 
being certain about the fi ndings on the other hand. 
Because analyses and interpretations of drug safety 
information are often not clear cut, communica-
tion of fi ndings requires a balanced and impartial 
approach.

In Europe, the national regulatory authorities 
communicate drug safety information using differ-
ent methods, which depend upon what has been 
established for the individual country. The European 
Medicines Agency (EMA) plays a central role in 
coordinating the communications. When a drug 
safety issue has been discussed and agreed by the 
Committee for Human Medicinal Products (CHMP), 
the EMA will issue a public statement on its website 
giving information about the medicine, the risks, 
and what is being done to mitigate them. In addi-
tion, if a Member State or the European Commission 
has referred a public health issue to the CHMP for 
a scientifi c Opinion, then the start and reasons for 
the referral are also announced as well as the fi nal 
conclusions.

The EMA also coordinates the release of infor-
mation in the Member States to avoid different 
information appearing at different times across 
Europe.

leafl et with an appropriate target group of patients/ 
consumers and provide the results to the compe-
tent authorities prior to authorization. 

Both the SmPC and the package leafl et are 
approved by the Competent Regulatory Authority 
at the time of authorization and require a specifi c 
procedure, involving evaluation of the reasons for 
change, and agreement of the authority to the 
revised text to change the content. Who the 
Competent Regulatory Authority is depends upon 
how the medicine is authorized. In the centralized 
procedure it is the European Commission whereas 
for other methods of authorization it is the appro-
priate regulatory authority in the Member State. 

In addition to the mechanisms listed above, 
manufacturers use a variety of other communica-
tion tools to reach practitioners and patients. These 
can include print and broadcast advertising, web-
sites, and other communications that use electronic 
social media. In many cases, these communications 
are simply a part of a manufacturer ’s marketing 
program; in some cases, however, they may be a 
formal risk mitigation strategy. In Europe, advertis-
ing of prescription -only medicines directly to 
patients is prohibited. 

Consumer Medication Information is an alter-
native form of drug -specifi c patient information 
used in the United States. Unlike approved 
patient labeling, Consumer Medication Information 
is neither developed by the product ’s manufacturer 
nor is it regulated by FDA. Rather, it is developed 
by independent, commercial, third -party vendors 
who often sell this and other products to pharma-
cies, and is then distributed to patients in 
pharmacies.

A recent study of Consumer Medication Infor-
mation highlights the challenges in developing 
effective information for patients and consumers. 13

This study, which used professional shoppers (i.e., 
persons paid by the researchers to simulate patients 
seeking to have prescription fi lled) to fi ll prescrip-
tions for lisinopril and metformin in a national 
sample of 365 pharmacies, evaluated the informa-
tion according to explicit criteria. The study found 
that 94% of pharmacies provided written informa-
tion for these products, but that there were notable 
shortcomings regarding comprehensibility, legibil-
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ough, there are still some uncertainties about the 
complete safety profi le of a drug when it is brought 
to market. These uncertainties arise because clinical 
trials are not well suited to detecting adverse events 
that are very rare or that occur only after prolonged 
exposure to a medication or after a long latency 
period. In addition, real -world patient populations 
include patients with a broader range of co -
morbidities, on a wider variety of medications, and 
more severe underlying disease than those included 
in clinical trials. In practice, patients may be treated 
with dosing regimens or may receive the medica-
tion for uses that were not studied in clinical trials. 

Despite these widely acknowledged limitations 
of clinical trials with regard to drug safety informa-
tion, such trials can identify and characterize 
important drug safety issues that may require spe-
cialized risk management efforts. Vigabatrin, an 
irreversible inhibitor of gamma -amino-butyric
acid, was approved in the United States in August 
2009 for the treatment of infantile spasms and for 
the treatment of refractory complex partial seizures 
in adults. It had been already approved in the 
United Kingdom. Several years after its approval in 
the UK, case reports emerged suggesting that viga-
batrin was associated with peripheral visual fi eld 
defects. Subsequent publications described a slowly 
progressive, bilateral, concentric visual fi eld con-
striction. Prior to its approval in the US, the sponsor 
conducted, at the request of European Medicines 
Agency, a study to characterize better the occur-
rence of peripheral visual fi eld defects. The primary 
endpoint was formal visual fi eld testing every 4 to 
6 months for 3 years. This measure allows for 
detection of visual fi eld defects that may otherwise 
not be detected in routine practice. Data from 524 
patients who had at least one conclusive visual fi eld 
measure during the course of the study were ana-
lyzed. Amongst adults patients, 35.6% had at least 
one occurrence of bilateral concentric peripheral 
visual fi eld constriction; 24.6% had at least two 
occurrences. The corresponding fi gures in children 
were 20.0% and 15.3%, respectively. 15 These data 
demonstrate that clinical trials can be used to char-
acterize and quantify specialized drug safety ques-
tions. In the United States, the product was 
approved in August 2009 with a Risk Evaluation 

Information about every medicine (including 
the risks and benefi ts) authorized via the central-
ized procedure is provided online by the European 
Public Assessment Report (EPAR). The EPAR is a 
scientifi c document which summarizes the infor-
mation that the CHMP evaluates in giving their 
Opinion about the medicine and how the decision 
to give a positive or negative Opinion regarding 
authorization was reached. The EPAR is updated 
throughout the lifetime of the medicine. In addi-
tion, the SmPC, the package leafl et, the labeling, 
and the conditions for the authorization also appear 
on the website and similarly are updated through-
out the lifetime of the medicine. 

The requirement for an assessment report to be 
publically available also applies to medicines 
authorized by other routes (national, mutual rec-
ognition, and decentralized procedures), but the 
exact format in which it appears will vary. 

Methodologic problems to  be
addressed by 
pharmacoepidemiologic research 

The roles of pharmacoepidemiology in 
risk management
Pharmacoepidemiology can play several roles in 
risk management. The fi rst, and most fundamental, 
role is to identify and quantify the risks of a medi-
cine. Identifi cation and quantifi cation of risks can 
occur using a variety of pharmacoepidemiologic 
techniques, including clinical trials, spontaneous 
reports, case series, and observational pharmacoep-
idemiologic studies. 

At the time of approval, clinical trials are the 
principal source of drug safety data. Clinical trials 
are well suited to characterizing and quantifying 
the common adverse effects of a medication. For 
most prescription medications, the majority of 
common side effects are not so serious that they 
require risk mitigation measures beyond profes-
sional labeling and or risk assessment measures 
beyond routine collection of spontaneous adverse 
event data. 

Though the preapproval testing of a drug is very 
rigorous, and the review of the data is very thor-
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Among 87 459 patients with a new prescription for 
a combination LABA/ICS product, 69.1% had no 
prior prescription for an ICS and no indicator of 
disease severity other than mild disease in the 365 
days prior to the LABA/ICS prescription. These data 
suggested that LABAs were not being used in 
accordance with the national guidelines and that 
many patients were being exposed unnecessarily to 
the risks of LABAs. FDA has recently required new 
labels for LABA products and will assess changes in 
prescribing patterns based on data documenting 
drug use. 18

A third application of pharmacoepidemiology is 
to provide population -based assessments of the 
causes and contexts in which known harm from 
medications can occur. For these analyses, one or 
more public heath databases, as described below, 
may be especially helpful. These databases can be 
used to estimate the burden of a given drug -related
toxicity in the population. Because they are 
designed for the public health purposes of quantify-
ing health and harm in society, projected national 
level estimates are often available. Generally, these 
databases are more useful for characterizing and 
quantifying known drug risk, rather than identify-
ing new risks. They are especially useful when con-
sidering risk from a class of medications, or from a 
specifi c ingredient when it is a component of mul-
tiple medications. 

As noted earlier in this chapter, acetaminophen 
is one of the most widely used medications in the 
United States, available in several single -ingredient
and multi -ingredient, over -the-counter, and pre-
scription products. Although acetaminophen is 
generally safe when used as directed, misuse and 
overdose can cause acute liver failure, sometimes 
resulting in transplantation or death. Overdoses 
can be either intentional or unintentional. To 
provide context for risk mitigation activities, 
Nourjah and colleagues at FDA examined several 
national databases to quantify this problem. 19 Using 
the National Hospital Ambulatory Medical Care 
Survey (NHAMCS), they determined that an esti-
mated 56 000 emergency department visits occurred 
annually between 1993 and 1999 for acetami-
nophen overdoses; an estimated 12 650 of these 
overdoes were unintentional. Using data from the 

and Mitigation Strategy (REMS) to address this 
serious safety concern, as described later in this 
chapter. 

An important use of pharmacoepidemiology is 
to measure how medications are used in practice, 
especially if they are used under conditions that 
can lead to adverse outcomes (see also Chapter 24).
Examples of pharmacoepidemiologic fi ndings that 
could signal that a product is not being used appro-
priately include a fi nding that a medication is being 
prescribed concomitantly with a contraindicated 
medication, a fi nding that a drug is being used in 
a population of patients for whom the potential 
benefi ts do not outweigh the potential risks, and a 
fi nding that a medication is frequently prescribed 
for a duration of treatment that is associated with 
an increased risk of serious adverse events. There 
are many other potential scenarios that can be 
examined. For these analyses, drug utilization data-
bases, electronic medical record systems, and other 
administrative health -care data, especially those 
with longitudinal patient -level data, are often 
useful.

Examination of the prescribing patterns of long -
acting beta agonists has been informative in the 
management of the risks of these agents. Long -
acting beta agonists (LABAs) are indicated to treat, 
amongst other things, asthma. However, large clin-
ical trials and meta -analyses of clinical trials have 
demonstrated that patients treated with these 
agents have a higher risk of asthma -related death, 
intubations, and hospitalization. Some data suggest, 
but do not prove, that this risk is mitigated if the 
long-acting beta agonists are used in conjunction 
with inhaled corticosteroids or other asthma con-
troller medications. The National Asthma Education 
and Prevention Program ’s (NAEPP) Expert Panel 
Report 3 (EPR -3) recommends low -dose inhaled 
corticosteroids (ICS) as the preferred treatment for 
mild, persistent asthma and that LABAs be reserved 
for patients whose asthma is uncontrolled by ICS 
monotherapy. 16 Friedman and colleagues exam-
ined drug -use patterns and clinical indicators of 
disease severity from a commercial insurance data-
base to characterize use of LABA/ICS combination 
drugs (nearly all LABA use for asthma is in the 
form of a LABA/ICS combination product). 17
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sible that practitioners and patients adhere to the 
processes and exhibit the behaviors desired by 
the risk mitigation strategy, but that the health 
outcome of interest is not improved (i.e., the spe-
cifi c risk is not mitigated). Alternatively, it is pos-
sible that practitioners and patients do not adhere 
to the processes or exhibit the desired behaviors, 
but the desired health outcome (e.g., a reduction 
in the specifi c risk) is achieved, perhaps because 
of other interventions or factors that were not part 
of the risk mitigation strategy. In either case, a criti-
cal examination of the risk mitigation strategy 
would be necessary. In the fi nal analysis, a risk 
mitigation strategy is successful only if there is miti-
gation of the specifi c risks that are the focus of the 
strategy. 

The example of an analysis of risk mitigation 
strategy for isotretinoin illustrates how pharma-
coepidemiology can be used to assess the impact of 
various program measures on health outcomes. 
Isotretinoin is a medicine that is uniquely effective 
in the treatment of severe, recalcitrant nodular, 
cystic acne. Approved in the United States in 1982, 
it also can cause severe birth defect and intrauter-
ine fetal deaths. To minimize exposure during preg-
nancy, the manufacturer, in 1988, developed the 
Accutane Pregnancy Prevention Program. By 2000, 
FDA had concluded that the Pregnancy Prevention 
Program was not effective in minimizing exposure 
during pregnancy. The manufacturer then devel-
oped the System to Manage Accutane -Related
Teratogencity (SMART). An essential feature of this 
program was a qualifi cation sticker that was to be 
attached to a prescription for isotretinoin, which 
was to indicate adherence to certain program -
mandated steps by prescribers and female patients. 
Prescribers were required to read certain material 
about the teratogenic effects of isotretinoin and 
sign a letter attesting to their understanding of the 
measures to minimize fetal exposure to isotretin-
oin. Voluntary continuing medical education was 
made available and encouraged. Upon receipt of 
this letter by the manufacturer, the prescriber was 
eligible to receive qualifi cation stickers. Qualifi cation 
of female patients involved multiple steps. The 
fi rst step consisted of education about the tera-
togenic effect of isotretinoin, signing a consent 

National Hospital Discharge Survey (NHDS), they 
estimated that for the years 1990 to 1999, there 
were 26 000 hospitalizations annually for acetami-
nophen overdoses, with 2240 of these related to 
unintentional overdose annually. Using the 
National Multiple Cause of Death Files, they esti-
mated that 458 deaths occurred annually from 
acetaminophen overdose —100 of which were due 
to unintentional overdose. These data provide 
quantitative information on both the overall mag-
nitude of acetaminophen overdoses in the United 
States as well as on the proportion of the overdoses 
that occur unintentionally. Data such as these are 
critical, not only for targeting risk mitigation inter-
ventions, but also for monitoring their impact once 
interventions have been implemented. In the UK, 
regulators have undertaken specifi c risk mitigation 
measures related to the potential dangers of aceta-
minophen. In the US, the FDA is considering what 
steps may be taken to minimize the occurrence of 
serious liver damage related to acetaminophen use. 

A fourth, emerging role of pharmacoepidemiol-
ogy in the fi eld of risk management is the assess-
ment of risk mitigation efforts. Of all the ways in 
which pharmacoepidemiology can be used in risk 
management, understanding the best ways to 
assess risk mitigation efforts is the least developed. 
There are many challenges. First, for an effective 
evaluation, the risk mitigation activity must have a 
clearly defi ned goal that is relevant and measura-
ble, even if prespecifi ed criteria for success or failure 
are not established. Goals based on vague or impre-
cise metrics generally cannot be measured, and 
even if they are measurable, interpretations of the 
fi ndings would be diffi cult. Second, as noted above, 
assessing the effectiveness of a risk mitigation strat-
egy can be conducted at several levels, including 
processes, behaviors, and health outcomes. While 
the traditional methods of pharmacoepidemiology 
may be used to assess the third level (health out-
comes), it is quite likely that additional methods, 
such as those used in social sciences and health 
policy and management fi elds, may be needed for 
the fi rst two levels (process and behavior). Third, 
it is important to understand the relationship 
between each component of the risk mitigation 
strategy and the desired health outcomes. It is pos-
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when a sticker was present was 91%; the corre-
sponding frequency when a sticker was not present 
was 90%. For the birth control analysis, across 1788 
prescriptions, a qualifi cation sticker was present for 
1715 and not present for 73. The frequency of 
reported birth control use testing when a sticker 
was present was 97%; the corresponding frequency 
when a sticker was not present was 96%. 

The qualifi cation sticker in the SMART program 
was, in some ways, designed to be a surrogate 
marker for important conditions of safe use of the 
product. The above analysis shows that despite rea-
sonably high compliance with the placement of a 
sticker on a prescription, this measure yielded 
information no different from the lack of a sticker 
with regard to two important conditions of safe use, 
performance of pretreatment pregnancy tests and 
use of birth control. These fi ndings indicate that 
process measures that are a surrogate for clinical 
events need to be validated. 

Another role for pharmacoepidemiology is in 
the area of assessing risk communication. The 
assessment of communications is a broad endeavor, 
and can involve many disciplines and approaches. 
A survey of the evidence base for the factors that 
can contribute to improved content and format of 
patients-oriented prescription drug labeling identi-
fi ed randomized clinical trials, surveys, question-
naires, interviews, and other methods used to 
assess readability and understanding, though it 
noted that little evidence existed linking label 
design or content to measureable health out-
comes.21 To assess the relationship of various com-
munication strategies to health outcomes, Shrank 
and colleagues took advantage of a deliberate effort 
of one large pharmacy chain to improve its patients 
labeling.22 They then used administrative claims 
data from one insurance carrier in two states in the 
United States to look at various health outcomes 
for patients to whom outpatient medications for 
one of nine chronic conditions were dispensed. 
Because these data contained detailed information 
on the specifi c pharmacy at which the medications 
were dispensed, they could examine the impact of 
the new labeling strategy, which was linked to 
one specifi c pharmacy chain, on health outcomes. 
Health outcomes of interest included outpatient, 

form indicating understanding of the risks associ-
ated with the use of isotretinoin during pregnancy, 
and documentation of an initial negative serum or 
urine pregnancy test. In the second step, prescrib-
ers counseled sexually active women to select and 
use simultaneously two forms of effective contra-
ception control, from a list of primary and second-
ary methods outlined in the SMART program, for 
one month prior to initiation of isotretinoin treat-
ment, during treatment, and for one month after 
discontinuation of treatment. The third step was a 
confi rmatory negative pregnancy test within 7 days 
before the actual start of treatment. When each of 
these steps had been met, the patient was “quali-
fi ed ”, and was to present a prescription with a 
qualifi cation sticker to the pharmacist, who was to 
dispense isotretinoin only if the qualifi cation sticker 
was present. The supply was limited to 30 days, and 
was to be accompanied by a Medication Guide. 
Before additional isotretinoin could be dispensed, 
women were again to qualify by having negative 
serum and urine pregnancy tests. 

Prior to implementing the SMART program, the 
manufacturer and FDA agreed to evaluate the pro-
gram’s effectiveness during the fi rst year. 20 A 
Pharmacy Compliance Survey found that, after the 
third month of the program, compliance with the 
requirement for a sticker was generally high, above 
99% for urban pharmacies and above 90% for rural 
pharmacies. The proportion of stickers that con-
tained information on patient gender and qualifi ca-
tion date was similarly high. A patient survey, 
which enrolled 21 –26% of patients during the fi rst 
four quarter -years of SMART, revealed that 9% of 
women reported signing no consent form, 81% 
indicated they received a Medication Guide, and 
90% reported receiving a qualifi cation sticker on 
their prescription. Among women age 15 through 
45 of child -bearing potential, 91% reported at least 
one pregnancy test and 66% reported two preg-
nancy tests prior to the initiation of treatment. In 
further analyses, FDA staff examined the relation-
ship of a qualifi cation sticker to pregnancy testing 
and use of birth control measures. For the preg-
nancy test analysis, across 4400 prescriptions, a 
qualifi cation sticker was present for 4300 and not 
present for 100. The frequency of pregnancy testing 
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Subtitle A, Section 901 of the Food and Drug 
Administration Amendments Act (FDAAA (PL 
110-85)) amended the Federal Food, Drug, and 
Cosmetic Act to authorize the FDA to require appli-
cation holders to develop and comply with REMS 
if specifi c statutory criteria are met. These provi-
sions became effective on March 25, 2008. The 
new authorities apply to prescription products 
approved under New Drug Applications (NDAs) 
and Abbreviated New Drug Applications (ANDAs), 
as well as products approved under Biologics 
License Applications (BLAs). 

Prior to initial approval of an application, FDA 
offi ces responsible for review of the drug or biologic 
and for postapproval safety review determine 
whether a REMS is needed to ensure that benefi ts 
of the drug outweigh its risks. FDAAA (PL 110 -85)
requires FDA to consider certain factors (listed in 
Table  29.1) in making the determination. In the 
postapproval phase, FDA may determine that a 
REMS is needed if FDA becomes aware of new 
safety information after the drug was approved and 
determines that a REMS is necessary to ensure that 
the benefi ts of the drug outweigh its risks. New 
safety information may be derived from a clinical 
trial or study, adverse event reports, published 

emergency department, and inpatient health serv-
ices use. The sample included 23 745 users of the 
pharmacy that introduced the newly designed labe-
ling, and 162 369 matched patients who used other 
pharmacies. The study found that the introduction 
of the modifi ed labeling was not associated with a 
signifi cant change in the rates of outpatient health 
services use (event rate ratio: 0.53, 95% CI: 0.15 –
1.86) or inpatient and emergency department care 
(event rate ratio: 0.88, 95% CI: 0.62 –1.24) amongst 
users of pharmacies that incorporated the modifi ed 
labeling compared to users of pharmacies that did 
not incorporate the new labeling. However, the 
95% confi dence intervals include clinically impor-
tant event ratios, which suggest that insuffi cient 
power, and not failure of the intervention, may 
account for the lack of a statistically signifi cant 
fi nding. The authors noted the challenges in devel-
oping health literacy interventions that can have a 
measurable impact on health outcomes. 

Currently  available solutions

Regulatory framework in the 
United States 
It is important to distinguish the broad strategies 
used to manage the risks of medicines from the 
specifi c legislative initiatives that are often associ-
ated with risk management. Specifi cally, the latter 
are generally a subset of the former. 

Section 901 of the Food and Drug Administration 
Amendments Act of 2007 amended the Food, Drug, 
and Cosmetic Act by granting FDA, amongst other 
authorities, the authority to require manufacturers, 
under certain circumstances, to develop and imple-
ment a Risk Evaluation and Mitigation Strategy 
(REMS). While REMS are an important part of 
FDA ’s risk management strategy, they are not the 
only mechanism the Agency uses. REMS in the 
United States are additional risk mitigation measures 
that go beyond the prescription status of the medi-
cine, the requirement for professional labeling, and 
the occasional use of patient labeling. 

A REMS is a required risk management plan 
that utilizes tools beyond routine labeling to ensure 
that benefi ts of a drug outweigh its risks. Title IX, 

Source: Federal Food, Drug and Cosmetic Act, section 
505-1(a)(1).

Table 29.1 Factors the US Food and Drug 
Administration must consider when determining the 
need for a risk evaluation and mitigation strategy 

Estimated size of the population likely to use the 
drug involved 

Seriousness of the disease or condition that is to be 
treated with the drug 

Expected benefi t of the drug with respect to such 
disease or condition 

Expected or actual duration of treatment with the 
drug

Seriousness of any known or potential adverse events 
that may be related to the drug and the background 
incidence of such events in the population likely to 
use the drug 

Whether the drug is a new molecular entity 
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implementation system requires the application 
holder to take reasonable steps to monitor, evalu-
ate, and improve implementation of ETASU by 
health-care providers and other participants. 

The minimal timetable for submission of assess-
ments of a REMS includes assessments by 18 
months, by 3 years, and in the seventh year post -
REMS approval. FDA may require more frequent 
assessments that may be specifi ed in the REMS. 
The assessments can be eliminated after 3 years if 
FDA determines that serious drug risks have been 
adequately identifi ed, assessed, and are being ade-
quately managed. 

FDAAA (PL 110 -85) specifi ed that drugs 
approved before September 27, 2007 with ETASU 
were deemed to have REMS and were required to 
submit proposed REMS for approval by September 
21, 2008. FDA identifi ed 28 product applications 
deemed to have in effect an approved REMS. 23

Regulatory framework in the 
European Union 
The requirement for risk management in the 
European Union (EU) is specifi cally included in 
legislation. In Europe, the term “medicinal product ”
is also defi ned in the legislation and the term 
includes both chemical and biological medicines. 

Article 6 of Regulation (EC) No 726/2004 as 
amended and Article 8 of Directive 2001/83/EC as 
amended lay down the requirements for the docu-
ments to be included in an application for the author-
ization of a medicinal product for human use. Article 
8 (3)(ia) of Directive 2001/83/EC requires the inclu-
sion of: “a detailed description of the pharmacovigi-
lance, and where appropriate, of the risk management 
system which the applicant will introduce. ”

The terms “pharmacovigilance systems” and  “risk
management systems” mentioned in the legislation 
frequently cause confusion. A pharmacovigilance 
system refers to the measures that a company puts 
in place to meet the requirements in the legislation 
for pharmacovigilance. These requirements include 
the need to have within the company an “appro-
priately qualifi ed person responsible for pharma-
covigilance.” This person must reside within  “the
Community” and so is known as the EU Qualifi ed 
Person. The pharmacovigilance activities that (s)he 

literature, or other scientifi c data deemed appropri-
ate by FDA about a serious risk or unexpected 
serious risk associated with the use of the drug. This 
may include information based on a new analysis 
of existing data or an assessment of the effective-
ness of an approved REMS. 

All REMS for NDAs and BLAs must include a 
timetable for submission of assessments of the 
REMS and FDA must determine which of the fol-
lowing additional elements will be included in a 
REMS, if criteria specifi ed in the law are met:
• a Medication Guide (MG) or a Patient Package 
Insert (PPI) 
• a communication plan 
• Elements to Assure Safe Use (ETASU) 
• an implementation system. 

A Medication Guide may be required as part of 
a REMS to inform patients about serious risks asso-
ciated with the product and may also be used to 
provide patients with information necessary for the 
safe use of the product. REMS with communication 
plans are designed to ensure that health -care pro-
viders are made aware of important information for 
safe use of the drug. Elements to assure safe use 
(listed in Table  29.2) are required if they are neces-
sary to mitigate a specifi c serious risk listed in the 
labeling of a product, thus enabling access for 
patients to drugs that would otherwise not be 
approved. FDA may also require an implementa-
tion system for REMS with certain ETASU. An 

Source: Federal Food, Drug and Cosmetic Act, section 
505-1(f)(3).

Table 29.2 Risk evaluation and mitigation strategies in 
the US: elements to assure safe use 

A. Health-care providers who prescribe the drug have 
particular training or experience or are specially certifi ed 
B. Pharmacies, practitioners, or health -care settings that 
dispense the drug are specially certifi ed 
C. The drug be dispensed to patients only in certain 
health-care settings, such as hospitals 
D. The drug be dispensed to patients with evidence or 
other documentation of safe use conditions, such as 
laboratory test results 
E. Each patient using the drug be subject to certain 
monitoring
F. Each patient using the drug be enrolled in a registry 
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management plans for some products have existed 
in Europe since this date. 

 The guideline, which specifi ed how the legisla-
tion relating to risk management plans would be 
put into practice, also implemented the International 
Conference on Harmonisation (ICH) E2E Guideline 
on Pharmacovigilance Planning. The ICH guideline 
describes how the safety profi le of a medicine 
should be discussed and summarized within a 
Safety Specifi cation. This Safety Specifi cation is a 
synopsis of the entire development program, and 
any postauthorization experience with the medi-
cine, and ends with the identifi cation of safety con-
cerns. These safety concerns relate to important 
identifi ed risks, important potential risks, and areas 
where important information is missing. How these 
safety concerns will be investigated further is dis-
cussed in the Pharmacovigilance Plan. The infor-
mation in the Safety Specifi cation, and hence the 
Pharmacovigilance Plan, is updated throughout the 
product ’ s life cycle. 

 The Safety Specifi cation and Pharmacovigilance 
Plan from ICH E2E, with a few additional EU spe-
cifi c items in the Safety Specifi cation, form the fi rst 
part of the EU - RMP, as shown in Table  29.3 . Part 
II of the EU - RMP consists of an  “ Evaluation of the 
need for risk minimization activities ”  and, if needed, 
a formal risk minimization plan. Therefore in 
Europe, risk management plans effectively consist 
of complimentary parts:
    •      what is known and not known about the safety 
profi le of a medicine;    
   •      how the safety concerns will be investigated, 
other risks identifi ed, and all characterized;  
   •      what risk minimization measures are needed and 
whether a specifi c risk minimization plan is necessary.    

and the company are responsible for can be sum-
marized briefl y as:
    •      setting up a system to ensure that all reports of 
suspected adverse reactions are collected and col-
lated and accessible;  
   •      preparing and submitting reports to the authori-
ties of both individual adverse reactions and peri-
odic safety update reports as specifi ed in the 
legislation and guidances;  
   •      providing the authorities with any requested or 
any other information that relates to the benefi ts 
or risks of the medicinal product including drug 
utilization data.    

 The means whereby this is achieved is known 
as the pharmacovigilance system. A pharmacovigi-
lance system is therefore company specifi c and 
would include the adverse reaction database, the 
EU qualifi ed person, and the various processes, 
standard operating procedures (SOPs), etc. by 
which an individual company ensures compliance 
with pharmacovigilance legislation. The require-
ments for the description of the pharmacovigilance 
system are de scribed in a chapter of Volume 9A of 
the Rules Gov erning Medicinal Products in the 
European Union. 

 Whereas the pharmacovigilance system applies 
to the people and processes in a whole company, a 
risk management system is usually product specifi c. 
It describes the specifi c risks pertaining to a parti-
cular product, how they will be identifi ed, investi-
gated and characterized further, and the risk 
minimization activities which will be put in place 
to prevent or mitigate them. 

 The situations which constitute  “  where appropri-
ate  ”  and the specifi c requirements for the informa-
tion to be included in the  “  detailed description … .of 
the risk management system   “  are laid down in the 
Guideline: Requirements for risk Management 
Systems for Medicinal Products for Human Use, 
which forms Chapter I.3 of Volume 9A of The Rules 
Governing Medicinal Products in the European 
Union. The guideline states that the requirement 
for a description of the risk management system 
can be fulfi lled by the submission of an EU risk 
management plan. The amendment of Directive 
2001/83/EC, which introduced risk management, 
came into effect in November 2005 so formal risk 

  Table 29.3    The  EU  risk management plan 

  Part I  
     Safety specifi cation       ICH E2C  
     Pharmacovigilance plan  

  Part II  
      •  Evaluation of the need for risk minimization
   activities  
     If a need for additional risk minimization activities:  
      •  Risk minimization plan  
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centrally authorized medicines, are contained 
within the Annexes to the Commission Decision. 
They are thus legally binding on the Marketing 
Authorization Holder (MAH). 

Additional risk minimization activities
Centrally authorized medicines may have addi-
tional risk minimization measures specifi ed as 
part of the marketing authorization. Article 9 (4)
(c) of Regulation (EC) No 726/2004 requires the 
CHMP to attach to the scientifi c Opinion they give 
to the European Commission, “details of any 
recommended conditions or restrictions with 
regard to the safe and effective use of the medicinal 
product.” These recommendations will usually be 
adopted by the European Commission and form 
part of the legally binding conditions of the 
Marketing Authorization. In these circumstances, 
the European Commission will also adopt a Decision 
(under Article 127 (a) of Directive 2001/83/EC) 
which is directed to the Member States and requires 
them to ensure that the conditions and restrictions 
are applied in their country. 

The legislation refers to recommended condi-
tions or restrictions with regard to the safe and 
effective use of the medicinal product. This permits 
any measure deemed necessary by the CHMP 
(and the European Commission) to be a legally 
binding condition of the marketing authorization 
with which the MAH must comply. Because there 
are differences in national legislation, in theory 
the conditions or restrictions of the Marketing 
Authorization can contain provisions that cannot 
be implemented legally in all Member States 
although the medicine is actually authorized for 
use across Europe. In these circumstances the MAH 
would not be able to sell the medicine in the par-
ticular country. In practice, where possible, this 
situation is prevented by careful wording of the 
conditions and restrictions. 

As a result, the conditions and restrictions are 
frequently the subject of much debate at CHMP 
since not only is the practice of medicine different 
across the EU, the customs and mores of the coun-

Routine risk minimization
Certain risk minimization activities in Europe are 
regarded as “routine” as the legislation in Directive 
2001/83/EC requires them for all medicines. A risk 
minimization plan is only needed if there is a need 
identifi ed for what are termed  “additional” risk 
minimization activities, that is activities in addition 
to the routine risk minimization required for all 
medicines.

These “routine” risk minimization activities are:
• legal status of a medicine (i.e., whether subject 
to medical prescription or not subject to medical 
prescription);
• authorized pack sizes; 
• summary of product characteristics (information 
for health -care practitioners); 
• package leafl et (information for patients); 
• labeling (the immediate and outer packaging of 
the medicine). 

Medicines subject to medical prescription may 
have a further limitation by being categorized as 
being on special or restricted prescription. These 
further categories are defi ned in Article 71 of 
Directive 2001/83/EC as amended. Some Member 
States have within their national legislation the 
ability to specify further the use of a medicine but 
this is not common to all EU countries. For example, 
in the UK, a medicine that is not subject to medical 
prescription can be classifi ed as being available only 
when a pharmacist is present or as suitable for sale 
without a pharmacist. 

Medicines within the “restricted” medicine cat-
egory will have the details of the restriction in the 
SmPC. One of the complications within Europe is 
that the defi nition of a  “specialist” is not the same 
across Europe and likewise the health -care setting 
is not common across Europe. For this reason, the 
phrase “physicians with expertise in the manage-
ment of X ” is often used to defi ne the area of 
medicine the physician should be working in and 
details of the equipment necessary, for example  “in
a setting where resuscitation equipment is imme-
diately available ” will be used, instead of defi ning 
use in a hospital, clinic, or surgery. 

All these routine risk minimization activities are 
part of the authorization for a medicine and, for 



Chapter 29: Risk Management 525

Commission Decision also required the Member 
States to ensure that these conditions were imple-
mented in their territory, this meant that they had 
to put in place measures to restrict the use of the 
product to appropriately trained neurosurgeons. 
Since not all Member States had had centers 
involved in clinical trials, training centers did not 
exist initially in all countries. As a consequence, 
training of the neurosurgeons, from those coun-
tries, in the particular techniques necessary to use 
the product safely, would need to take place in 
another Member State. This external training 
would also need to be continued until suffi cient 
expertise had been developed to enable the specifi c 
requirements for trainers and training centers to be 
met in each country. This case illustrates the fact 
that very stringent conditions can be set for risk 
minimization whilst still allowing fl exibility in how 
this is achieved. 

The ability to set conditions and restrictions does 
not only apply to medicines at the time of authori-
zation. If during the lifetime of a medicine it 
becomes apparent that additional risk minimization 
activities are necessary, then these can be made 
conditions of the marketing authorization. In the 
same way, if it becomes apparent that the risks in 
real world usage are not as great as estimated at the 
time of authorization, it is possible to remove the 
conditions or restrictions. 

Risk management example in the 
US—vigabatrin
Vigabatrin is an antiepileptic medication that can 
cause bilateral peripheral visual fi eld constriction in 
a high percentage of patients. An oral solution for-
mulation is indicated as monotherapy for pediatric 
patients with infantile spasms for whom the poten-
tial benefi ts outweigh the potential risk of visual 
loss. An oral tablet formulation is indicated as 
adjunctive therapy for adult patients with refrac-
tory complex partial seizures who have responded 
inadequately to several alternative treatments. 
Because of the potential for visual loss, described 
earlier in this chapter, vigabatrin was approved in 

tries are very different. Therefore, something which 
is legally possible may not be socially acceptable in 
a particular country or may be contrary to normal 
medical practice. Usually, the required risk minimi-
zation can be achieved by carefully dividing the 
requirement into smaller steps or processes which 
can be implemented in various ways to suit the 
particular situation in the different countries. 
Therefore, in the most diffi cult situations, the mar-
keting authorization may have multiple conditions 
which make up the additional risk minimization 
activities—all of which must be complied with by 
the MAH. 

Each condition will usually state what must be 
achieved but how this will be done will remain 
fl exible. For example, the conditions of the 
Marketing Authorization may specify that the 
MAH shall set up a controlled distribution. Because 
of the differences in the way that health care is 
delivered in each of the Member States, there are 
at least four different ways in practice in which 
distribution is controlled across Europe. Specifying 
the end rather than the means allows for this 
fl exibility. 

The conditions may stipulate that certain infor-
mation is provided to physicians, patients, or both. 
Typically it will state what the information must 
contain but the format it is presented in, how it 
is provided, and the particular phrasing of the 
information is usually left fl exible. An exception to 
this was the risk minimization activities related 
to 5 -aminolevulinic acid hydrochloride. These 
required that the product only be used by “experi-
enced neurosurgeons conversant with surgery of 
malignant gliomas and in -depth knowledge of 
functional brain anatomy who have completed a 
training course in fl uorescence -guided surgery. ”
The conditions of the marketing authorization 
required the MAH, in agreement with the compe-
tent authorities in the Member States, to imple-
ment training courses prior to launch of the 
product. The conditions included considerable 
details of exactly what should be included in the 
training course, the qualifi cations and experience 
needed to become a trainer, and the minimum 
requirements for a training center. Because the 
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ments in this case include special certifi cation of 
health-care providers who prescribe vigabatrin, 
special certifi cation of pharmacies that dispense 
vigabatrin, a requirement that vigabatrin be dis-
pensed to patients with evidence or other documen-
tation of safe -use conditions, and enrollment of 
each patient using vigabatrin in a registry. The con-
ditions of safe use stated in the REMS also require 
that the patient, parent, or guardian indicate that: 
(i) they have read the Medication Guide; (ii) the 
prescriber has explained the risk of visual loss; (iii) 
they understand that the visual loss is irreversible; 
(iv) they understand that prescribed vision assess-
ments are required; (v) they understand that peri-
odic vision assessments are required for the duration 
of treatment and after treatment is discontinued, 
although it does not protect against visual loss; and 
(vi) they understand that the response to vigabatrin 
will be assessed after a short trial period and that 
patients with insuffi cient responses will discontinue 
using vigabatrin. Specialized forms to document 
these components of this element are part of the 
REMS. A fourth component of the REMS is an 
implementation system, which describes how oper-
ational elements and responsibilities specifi ed in the 
REMS will be implemented by the drug company 
that markets vigabatrin. A fi fth element is a timeta-
ble for submission of assessments. For vigabatrin, 
assessments were required every 6 months from the 
date of approval of the REMS for 1 year, and annu-
ally thereafter. 

The vigabatrin REMS Assessment Plan com-
prises a number of components including a plan to 
assess patients ’/caregivers’ and health -care provid-
ers’ understanding about the risks and safe use 
conditions of vigabatrin, an assessment of whether 
vision monitoring is being adhered to, and an 
assessment of the rate of visual fi eld events. 

The vigabatrin REMS underscores certain 
important features of modern pharmaceutical risk 
management. First, the goal of a risk mitigation 
strategy is not always a zero rate of serious adverse 
events. While the complete prevention of a serious 
adverse event is obviously desirable, such a goal is 
not always obtainable. Yet, here are patients for 
whom the risk of a medication outweighs its ben-
efi ts. In these cases, it is important for health -care

the US with a REMS. The goals of the REMS, which 
are directed at managing the risks of visual loss, are:
1 to reduce the risk of a vigabatrin -induced vision 
loss while delivering benefi t to the appropriate 
patient populations; 
2 to ensure that all patients receive a baseline oph-
thalmologic evaluation; 50% of patients will receive 
this within 2 weeks of starting vigabatrin and 100% 
within 4 weeks; 
3 to discontinue vigabatrin therapy in patients 
who experience an inadequate clinical response; 
4 to detect vigabatrin -induced vision loss as early 
as possible; 
5 to ensure regular vision monitoring to facilitate 
ongoing benefi t –risk assessments; 
6 to inform patients/parent or legal guardian of the 
serious risks associated with vigabatrin, including 
vision loss and increased risk of suicidal thoughts 
and behavior. 

The approved REMS consists of fi ve main com-
ponents. The fi rst is communication to patients 
through a Medication Guide. The REMS also speci-
fi es that the physician is to review the Medication 
Guide with the patient, parent, or legal guardian 
prior to starting vigabatrin therapy. The Medication 
Guide focuses on the potential for visual loss and 
visual damage, including a description of some of 
the symptoms that may indicate a visual fi eld defect 
and instructions to seek medical attention should 
these symptoms arise. The Medication Guide also 
includes other important information about the safe 
use of the product. A second component of the 
REMS is a communication plan directed toward 
health-care providers. In this case, the communica-
tion takes the form of Dear Healthcare Professional 
Letter, and is directed at ophthalmologists. The 
letter describes the indications for vigabatrin, the 
patterns of visual loss seen in some patients treated 
with vigabatrin, the mandatory vision monitoring 
for adults and infants treated with vigabatrin, the 
challenges of assessing visual fi eld defects in infants, 
brain magnetic resonance imaging fi ndings in 
patients treated with vigabatrin, and an overall 
description of the REMS program. The third com-
ponent of the REMS encompasses “elements to 
assure safe use ”, which function as a type of 
restricted distribution system. The particular ele-
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manufacturer committed to developing and imple-
menting a Risk Minimization Action Plan (RiskMAP) 
which included an educational plan intended for 
health-care providers. 

Following approval, the FDA became aware of 
postmarketing information that indicated a delay 
in diagnosing a case of meningococcal meningitis. 
The health -care professional that prescribed eculi-
zumab was unaware of the need to educate the 
patient regarding the risk of meningococcal infec-
tion. In late 2008, the FDA issued a letter to the 
company notifying them to submit a REMS for 
eculizumab. The REMS was approved in June 
2010. The goals of the REMS, which are directed 
at managing the risks of meningococcal infection, 
are:
• to limit the occurrence and morbidity associated 
with meningococcal infections; 
• to mitigate serious outcomes for patients who 
develop infection with N. meningitidis and other 
systemic infections; 
• to impart important safety information before 
initiating treatment with eculizumab and ensure 
proper use of eculizumab while patients remain on 
therapy by: 

— informing and educating health -care profes-
sionals and patients or caregivers on the impor-
tant safety information associated with the use 
of eculizumab with an emphasis on menin-
gococcal infection (N. meningitidis), other 
serious infections, and possible serious hemolysis 
postdiscontinuation.
The approved REMS consists of three main com-

ponents. First, communication to patients is 
through a Medication Guide. The REMS also speci-
fi es that the health -care professionals who pre-
scribe eculizumab are specially certifi ed and 
enrolled. The prescribing health -care professional 
must attest to the following in order to become 
certifi ed: (i) counsel patients and provide the 
patient with educational materials including the 
eculizumab patient safety card and the Medication 
Guide; (ii) provide the Medication Guide to the 
patient prior to each infusion; (iii) review the edu-
cational materials and the product labeling and 
comply with the directions for safe use including 
ensuring meningococcal vaccination status; (iv) 

providers to understand well the nature of the risk 
and to ensure that the proper pre - and post -
treatment monitoring is done. It is equally impor-
tant they be able to identify those patients for 
whom the potential benefi t outweighs the poten-
tial risk and to explain these risks to the patients. 
Second, the target of communicating the risks of a 
medication is not only those physicians who will 
prescribe the medication. It is equally important to 
communicate these risks to specialists who may see 
the complications of treatment. In the case of viga-
batrin, neurologists would be the specialty group to 
target if one wants to direct messages to prescribers. 
However, ophthalmologists need to be aware of the 
risk of bilateral concentric peripheral visual fi eld 
constriction, since they comprise the specialty 
group that evaluates this adverse event. Third, a 
robust plan must be put into place at the time the 
risk mitigation strategy is implemented, to deter-
mine whether the strategy is effective in mitigating 
the risk. 

Risk management
example—eculizumab
Eculizumab is a complement inhibitor for the treat-
ment of patients with paroxysmal nocturnal hemo-
globinura (PNH) to reduce hemolysis. It is given by 
intravenous infusion once a week for 4 weeks, then 
every 2 weeks thereafter. Eculizumab can cause 
meningococcal infection because it inhibits termi-
nal complement, making patients more susceptible 
to infection with Neisseria meningitides. Persons who 
have defi ciencies in the terminal common comple-
ment pathway (C3, C5 –9) are among the groups of 
individuals that are at increased risk for acquiring 
meningococcal disease. 

Risk management approach for  eculizumab in 
the US
Because of the potential for meningococcal infec-
tion, eculizumab was approved in the US with a 
boxed warning regarding the increased risk of 
meningococcal infections, the need to vaccinate 
patients with a meningococcal vaccine, to monitor 
patients for early signs and of meningococcal infec-
tions, evaluate, and treat with antibiotics if neces-
sary. At the time of US approval, the product 
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patients and by a wide variety of medical 
specialists.

Meningococcal vaccine is effective against A, C, 
Y, and W -135 subtypes of meningococcus but are 
not effective against subtype B, which causes about 
one-third of meningococcus cases in the US. 24 This 
underscores the need for close vigilance by patients 
and caregivers about the need to monitor signs and 
symptoms of meningococcal infection. As part of 
the REMS, the patient is to carry a wallet card and 
present that to the health -care professionals should 
he or she develop any of the following symptoms 
and seek treatment:
• headache with nausea and/or vomiting 
• headache with fever 
• headache with stiff neck or back 
• fever of 103 °F or higher 
• fever and rash 
• confusion
• severe muscle aches with fl u -like symptoms 
• sensitivity to light. 

Both REMS programs provide safe access for 
patients to drugs that are shown to be effective but 
have serious risks and would otherwise be 
unavailable.

Risk management approach for  eculizumab in 
the EU
Eculizumab was authorized in the EU in June 
2007. Its indication is for “the treatment of patients 
with paroxysmal nocturnal hemoglobinuria. 
Evidence of clinical benefi t of eculizumab in the 
treatment of patients with PNH is limited to patients 
with a history of transfusions. ” Because of the rare-
ness of the disease (13 cases per million popula-
tion), eculizumab has an orphan designation in 
Europe. At the time of authorization, the safety 
database comprised 195 patients. 

The MAH submitted an EU -RMP which included 
a risk minimization plan. From the safety specifi ca-
tion, 11 safety concerns were highlighted: two 
important identifi ed risks, fi ve potential risks, and 
four relating to missing information about use in 
special populations. These were:
• meningococcal infection 
• headache
• general infections 

monitor the patient following the infusion for signs 
and symptoms of serious infections; and (v) 
promptly report cases of meningococcal infection 
and other serious adverse events of interest to 
the company or FDA. Eculizumab will only be dis-
tributed to enrolled and certifi ed health -care
professionals. The REMS does not directly link 
documentation of meningococcal vaccination 
status to administering eculizumab to the patient. 

For eculizumab, assessments were required 
every 6 months from the date of approval of the 
REMS for 1 year, and annually thereafter. The ecu-
lizumab REMS Assessment Plan comprises a 
number of components including a plan to assess 
prescriber enrollment/ certifi cation status and dis-
continuation statistics, an assessment of eculizu-
mab use data, an analysis of cases of meningococcal 
infection and other serious adverse events of inter-
est, the extent to which the Medication Guide is 
distributed, an assessment of patients ’/caregivers’
and health care -providers’ understanding about 
the risks and safe use conditions of eculizumab, and 
what is known about patients receiving eculizu-
mab, including the number of patients receiving 
eculizumab, the number of patients who discontin-
ued treatment with eculizumab, a summary of the 
reasons for discontinuation, the number of patients 
enrolled in the OneSource Safety Support Program 
(a voluntary patient support program implemented 
by the company), the number of patient person -
years for enrolled patients on eculizumab, the 
number of new patients enrolled during the report-
ing period, the number of patients who received 
eculizumab who were not enrolled (during the 
reporting period and cumulative), and the number 
of patients who were lost to follow up (during the 
reporting period and cumulatively). 

The eculizumab REMS has some interesting fea-
tures. Because PNH is a rare disease, affecting about 
8000 to 10 000 in North American and Western 
Europe, and a small number of health -care profes-
sionals treating them, delivery of safety messages 
and education about the safe use of eculizumab, 
including the need for vaccination against N. men-
ingitides and to closely monitor for signs and symp-
toms of meningitis, is relatively simple when 
compared to products that are used in many 
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• serious hemolysis after drug discontinuation 
• infusion reactions 
• immunogenicity
• malignancies and hematological abnormalities 
• pregnancy and lactation 
• children
• renal impairment 
• hepatic impairment. 

The CHMP decided that there was a need for 
both additional pharmacovigilance activities and 
risk minimization activities. 

Pharmacovigilance  a ctivities.   Apart from routine 
pharmacovigilance, the MAH agreed to institute a 
global safety registry to obtain information on the 
most important identifi ed risks and long -term
safety data. 

Risk  m inimization  a ctivities.   There were a number of 
routine and additional risk minimization activities, 
which are summarized in Table  29.4. Eculizumab 
was given a legal status of being subject to restricted 
medical prescription with administration limited to 
health-care professionals under the supervision of 
a physician experienced in the management of 
patients with hematological disorders. Patients 
were required to be vaccinated against meningo-
coccal infection at least 2 weeks prior to receiving 
eculizumab and were required to be revaccinated 
according to the current guidelines on vaccination. 
Proof of vaccination was required before treatment 
started.

The main additional risk minimization activities 
which were a condition of the marketing authori-
zation were:
1 The MAH shall agree to the details of a distribu-
tion system by the National Competent Authorities 
and must implement such program nationally to 
ensure that: 

• drug distribution will only be possible after 
checking that the patient has effectively received 
a meningococcal vaccination with a written 
confi rmation; 
• prior to administration, all health -care profes-
sionals are provided with information on the 
following key safety concerns: 

— headache

— infusion reaction 
— Neisseria and general infection 
— risk of serious hemolysis following 
eculizumab discontinuation and proposed 
management
— pregnancy and need of adequate contra-
ception in women of childbearing potential 
— immunogenicity
— renal and hepatic impairment. 

2 Prior to launch, the MAH shall agree on the 
implementation of a patient card system in each 
Member State. This patient card will provide details 
of the signs and symptoms of infection as well as 
instruction for the patient to immediately seek 
medical care. The card will also provide informa-
tion to health -care professionals that the patient is 
receiving eculizumab treatment. 
3 The MAH will assess the compliance of the pre-
scribers with the recommended Risk Management 
Plan (RMP) tool by examination of data collected 
in the PNH Registry. The effectiveness of the risk 
minimization measures will therefore be assessed 
by actual clinical practice. Review and assessment 
of the information collected will be presented in 
each Periodic Safety Update Report (PSUR). 

The Member States were required to ensure 
that these conditions were implemented in their 
territories.

During the clinical trial program there were 
three cases of meningococcal infection of which 
two were in previously vaccinated patients and one 
in an unvaccinated patient being treated for idio-
pathic membranous glomerulonephritis rather 
than PNH. The course of the illness was different 
between vaccinated and unvaccinated, with the 
former having less serious consequences. As a 
result of these cases it was clear that different risk 
minimization activities were needed: one to have 
all patients receiving eculizumab vaccinated prior 
to starting treatment, and the other in the form of 
educational material to warn physicians and 
patients of the risk, signs, and symptoms of menin-
gococcal infection and the need to seek treatment. 
A patient safety card was also provided. As well as 
being a reminder to the patient of the risks of 
meningococcus and other infections, it would also 
inform any treating physician that the patient was 
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Table 29.4 The EU risk management plan for eculizumab 

Meningococcal
infection

1. Routine pharmacovigilance 
2. Soliris safety registry: 
annual survey, 
maintained at least 5 years,
includes collecting information for 
specifi c events 
3. Specifi c reporting including 
Events of Interest as part of 
additional pharmacovigilance 

1. Summary of Product Characteristics (SmPC): 
Contraindication: patients with unresolved Neisseria

meningitides infection, not vaccinated patients, 
patients with known or suspected hereditary 
complement defi ciencies 

Special warnings and precautions section 4.4: all 
patients must be vaccinated and re -vaccinated;
consideration on appropriate use of antibacterial 
agents; monitoring, evaluation, and treatment of 
infections mentioned as the most serious adverse 
event in section 4.8 

2. Package leafl et: 
All patients must be vaccinated against meningococcal 

infection
Vigilance for risks of meningococcal infection 
Early detection of symptoms of meningococcal 

infection and steps to manage 
3. Patient safety card: 

Warning for early detection of symptoms and advice to 
contact medical facility 

To be shown to consulted physician for 
acknowledgement of the risk 

4. Vaccination reminders 
5. Annual physician and patient surveys to assess their 
understanding of risks 
6. Process to confi rm patient  Neisseria vaccination prior to 
treatment in each country 
7. Physician’s guide 
8. Educational brochure 

Headache 1.Routine pharmacovigilance Mention in section 4.8 of the SmPC and health -care
information

General
infections

1. Routine Pharmacovigilance 
2. Safety registry: 
Annual survey 
Maintained at least 5 years
Includes collecting information for 
specifi c events 
3. Specifi c reporting including 
Events of Interest as part of 
additional pharmacovigilance 

1. SmPC:
Contraindication : patients with known or suspected 

hereditary complement defi ciencies 
Warning section 4.4 
Mentioned as adverse events in section 4.8 

2. Package leafl et: 
Vigilance for risks of infections 
Early detection of symptoms of serious infection and 

steps to manage 
3. Patient safety card 

Warning for early detection of symptoms and advice to 
contact medical facility 

To be shown to consulted physician for 
acknowledgement of the risk 

4. Annual physician and patient surveys to assess their 
understanding of risks 
5. Physician’s guide 
6. Educational brochure 
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being treated with eculizumab and so was at 
increased risk of these infections. Utilizing a con-
trolled distribution ensured that physicians received 
the educational material prior to eculizumab being 
available and that a vaccination program was in 
place.      

  Serious 
hemolysis after 
drug
discontinuation

  As above     1.   SmPC 
Warning: treatment discontinuation and laboratory 
monitoring sections in section 4.4 
  2.  Package leafl et 
Vigilance for risks of discontinuation 
Need to carefully monitor for signs and symptoms of 
serious hemolysis following drug discontinuation 
  3.  Annual physician and patient surveys to assess their 
understanding of risks 
  4.   Physician ’s guide 
  5.  Educational brochure     

  Infusion 
reactions

  As above     1.  SmPC: warning in section 4.4 
  2.  Package leafl et: sections 2 and 3 
  3.   Physician ’s brochure 
  4.  Educational brochure     

  Immunogenicity As above      1.  SPC: warning in section 4.4 
  2.  Package leafl et : section 2 
  3.   Physician ’s guide     

  Malignancies, 
hematologic
abnormalities

  As above This risk does not require further mitigation activities 

  Missing 
information on 
use in pregnant 
and lactating 
women,
children, and 
patients with 
either renal or 
hepatic
impairment

  Routine pharmacovigilance 
 Prespecifi ed checklist in 
paroxysmal nocturnal 
hemoglobinuria safety registry 
Pharmacokinetic substudy within 
safety registry 

  The lack of experience in these special populations is 
mentioned in Sections 4.2 and 5.2 of the SmPC 
In section 4.6 of the SmPC: for eculizumab, no clinical 
data on exposed pregnancies are available 
Animal reproduction studies have not been conducted 
with eculizumab (see section 5.3) 
Human IgG are known to cross human placental barrier, 
and thus eculizumab may potentially cause terminal 
complement inhibition in the fetal circulation; therefore, 
Soliris should be given to a pregnant woman only if 
clearly needed 
Woman of childbearing potential have to use adequate 
contraception methods during treatment and up to 
5months after treatment 
Advice on contraception is also included in the package 
leafl et 

Table 29.4 (Continued)

  The future 

Managing the risk of medical products, and phar-
maceutical products in particular, is an evolving 
area involving multiple stakeholders in the complex 
medication use system. Because it is an evolving 



532   Part IV: Selected Special Applications of Pharmacoepidemiology

with minimal diffi culty into the current medication 
use systems. Some aspects of risk management, 
such as providing information to patients, are 
already incorporated, at least to some degree, in 
many medication use systems. Other aspects, such 
as specifi c risk mitigation measures, are not easily 
incorporated into current medication use systems. 
If these risk mitigation strategies are to be used 
more widely than they are today, or if they are to 
be used for medicines that are widely used, it will 
be imperative that systems be developed that inte-
grate into the medication use system. 

As risk management planning is evolving in 
multiple countries and regions, there is considera-
ble interest in international harmonization of these 
efforts. At this time, there are many challenges that 
must be overcome if harmonization is to become a 
reality. First, the diversity of health -care systems 
and medication use systems from one country to 
the next limits the degree to which identical, or 
even similar, individual risk mitigation plans can be 
put into place across several countries. Second, 
because of the above differences in the risk mitiga-
tion systems that can be put into place across coun-
tries, it would be challenging to develop a common 
risk management document that manufacturers 
could submit to all regulatory authorities. The dif-
ferences in risk management activities across coun-
tries and regions, however, creates a natural 
opportunity for stakeholders to determine the 
relative impact of different approaches to risk 
management.
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CHAPTER 30 
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Introduction 

In May 2008, the Department of Health and Human 
Services (DHHS) announced the launch of the 
Food and Drug Administration ’s (FDA ’s) Sentinel 
Initiative to create the national electronic system 
for medical product safety surveillance mandated 
by Congress in the FDA Amendments Act of 2007 
(FDAAA-PL 110 -85).1 Development of an active 
surveillance capability through FDA ’s Sentinel 
System will give FDA an additional tool for under-
standing the safety of medical products, and, 
ideally, create a national resource to investigate 
their performance. FDA envisions that an enhanced 
understanding of medical product safety, obtained 
in a shortened time frame, will result in better 
information for health -care practitioners, patients, 
and other consumers, promoting more informed 
health-care decisions and safer use of medical prod-
ucts. This chapter will describe the goals of the 
Sentinel Initiative as well as the methodologic and 
operational challenges that must be surmounted to 
reach these goals. 

FDA ’s responsibilities in drug safety
FDA is responsible for protecting and promoting 
health by ensuring the safety, effi cacy, and security 
of human drugs, biological products, and medical 
devices as well as other FDA -regulated products. 
FDA is also responsible for helping ensure that the 
public has access to accurate, comprehensible, 

science-based information for optimal use of medical 
products. Postmarketing safety surveillance —
monitoring the safety of medical products once they 
reach the market —is a key component in this effort 
(see Chapters 8, 10, 19, 20, and 21). For decades, 
FDA has relied primarily on spontaneous reporting 
systems to monitor postmarketing safety (see 
Chapter 10). These systems depend on the public —
both health -care practitioners and their patients —to
voluntarily report adverse events, errors, and quality 
problems they observe during use to either manu-
facturers or FDA (medical product manufacturers 
are legally required to submit to FDA adverse events 
reports they receive). Each year, FDA receives 
through its MedWatch and other reporting pro-
grams as many as 400 000 adverse event reports on 
marketed drugs, biological products, and medical 
devices. Yet, it is broadly recognized that there is 
substantial under -reporting of adverse events 2

(meaning, many adverse events that are related to 
medical product use are never reported to FDA; see 
Chapter 10). The information FDA does receive is 
highly variable —some reports represent real prob-
lems with products, others do not, and many sub-
mitted adverse event reports do not always include 
all the relevant information needed to evaluate a 
given safety concern. FDA was not alone in recog-
nizing the limitations of this approach and has long 
been involved in efforts to strengthen postmarket-
ing safety monitoring. Developing an additional 
medical product safety monitoring capacity that 
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sioned, the aim of the Sentinel System would be to 
enhance FDA ’s available methods for identifying 
and evaluating postmarketing safety signals in the 
following ways:
• improving FDA ’s capability to identify and evalu-
ate safety issues in near real time; and 
• enhancing FDA ’s ability to evaluate safety issues 
not easily evaluated with the passive surveillance 
systems currently in place: 

— expanding FDA ’s access to subgroups and 
special populations (e.g., the elderly); 
— expanding FDA ’s access to longer -term data; 
and
— expanding FDA ’s access to adverse events 
occurring commonly in the general population 
(e.g., myocardial infarction, fracture) that tend 
not to get reported to FDA through its passive 
reporting systems. 
Active surveillance is carried out via a continu-

ous, defi ned process in a specifi c population and 
can be conducted using a variety of approaches. 6

Active surveillance can be: medical product -based,
identifying adverse events in patients taking certain 
products; setting -based, identifying adverse events 
in certain health -care settings where patients are 
likely to present for treatment (e.g., emergency 
departments); or event -based, identifying adverse 
events likely to be associated with medical products 
(e.g., acute liver failure). The initial approach being 
tested in Sentinel Initiative pilots combines medical 
product- and event -based approaches. 

Active surveillance of postmarketing medical 
product safety typically involves a series of steps, 
including signal generation and signal refi nement. 
(The terminology used in the fi elds of pharma-
covigilance and pharmacoepidemiology is not well 
standardized; our discussion here is to provide 
context for how we are using these terms in our 
development of active surveillance for the Sentinel 
System.) Signal generation (sometimes referred to as 
data mining) is an approach that uses statistical 
methods to identify a safety signal. No particular 
medical product exposure or adverse outcome is 
prespecifi ed.  Signal refi nement is a process by which 
an identifi ed safety signal is further evaluated to 
determine whether evidence exists to support a 
relationship between the exposure and the 

emphasizes what is often referred to as “active sur-
veillance” is a goal that has received increasing 
attention during the past decade. 3,4

With the growth in both scope and sophistication 
of data systems and information technologies and 
advances in the science of safety —our growing 
understanding of disease and how medicines work —
it was becoming increasingly practicable to explore 
the creation of a collaborative framework for active 
surveillance. A critical milestone in this effort 
occurred in the fall of 2007, when Congress passed 
FDAAA, in which Section 905 called for active post-
marketing drug safety surveillance and analysis. 1

From the start, the Sentinel Initiative was envi-
sioned as a broad collaborative effort that would 
explore how best to develop and implement a 
national electronic system, the Sentinel System, for 
monitoring FDA -regulated product safety. This 
system would leverage existing automated health -
care data, including administrative claims data (see 
Part IIIB), electronic health record (EHR) data (see 
Chapters 15 and  16), and registries (see Chapter 
21), collected for other purposes (i.e., reimburse-
ment, clinical care, and quality evaluations) and 
often referred to as “secondary use. ” Once imple-
mented, the Sentinel System would augment FDA ’s
existing postmarketing safety surveillance systems 
by giving FDA a tool to actively gather and evaluate 
information about the postmarketing safety and 
performance of its regulated products. This system 
is being developed and implemented over time, 
addressing identifi ed challenges, leveraging exist-
ing and emerging technologies, and responding to 
changes in the evolving landscape of medical infor-
matics. The system will undoubtedly continue to 
evolve over decades as both the technical capacity 
and technical methods evolve. 

The Sentinel System: implementing
active surveillance
FDA has defi ned a  safety signal as a concern about 
an excess of adverse events compared to what is 
expected to be associated with a product ’s use. 5

(For purposes of this discussion, adverse event 
means any untoward medical occurrence associ-
ated with the use of a drug in humans, whether or 
not considered drug related.) As currently envi-
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System have raised a number of administrative, 
organizational, and procedural challenges. From 
the start, FDA has encouraged the participation of 
all interested stakeholders, recognizing that success 
would depend on the ability to engage national 
expertise and secure the commitment of all inter-
ested parties. As FDA has worked to develop 
the Sentinel System, its guiding principles have 
included:
Integrity :    The management structure and data anal-

ysis components of Sentinel must be insulated 
from undue infl uence. 

Privacy protection and data security :    It is a fundamen-
tal part of FDA ’s ongoing responsibilities as FDA 
fulfi lls its mission to protect public health, includ-
ing under Sentinel, to safeguard the privacy and 
security of directly identifi able data and all infor-
mation FDA receives. 

Systems approach :    Effective life -cycle safety surveil-
lance of medical products requires a systems 
approach, including participation of all stake-
holders: patients, health -care practitioners, 
regulated industry, academia, information man-
agement, risk communication disciplines, other 
governmental public health and regulatory agen-
cies, the public, and its elected and appointed 
representatives.

Transparency :    Sentinel’s governance structure and 
processes should incorporate a broad range of 
expertise and experience as well as address both 
apparent and actual confl icts of interest. 
Consistent with these principles, FDA is relying 

on a combination of public and expert meetings as 
well as targeted contracts to execute major portions 
of the Sentinel Initiative. FDA is making reports on 
Sentinel activities available to the public on FDA ’s
Sentinel Initiative Web page and in the Agency 
docket. Contracted research has explored and 
reported on a variety of topics, including govern-
ance and operations, engaging the public, database 
models, and data sources, among other topics. 

A key fi nding from this work was that a distrib-
uted data system is the preferred approach for 
organizing the active surveillance system. A distrib-
uted system allows for data to be maintained in its 
local environment, as opposed to a centralized 
approach which consolidates the data into one 

outcome. Depending on how and when during a 
product’s life cycle a safety signal is identifi ed, a 
number of approaches for signal refi nement can be 
pursued. Sometimes a safety signal is identifi ed 
during the product ’s premarketing review process. 
In such a case, it might be further refi ned by moni-
toring and evaluation during the postmarketing 
period in a defi ned population. In other situations, 
a safety signal may emerge de novo in the postmar-
keting period. When this occurs, the fi rst step is to 
re-examine data from the clinical development 
program and consider other available data to look 
for additional evidence related to the safety signal. 
A second step may be to conduct a streamlined 
epidemiologic cohort evaluation to look for evi-
dence of the strength of the association in addi-
tional populations. 

Should the signal refi nement evaluation provide 
evidence supporting an association between the 
product exposure and the adverse outcome, it is 
necessary to conduct additional analyses to validate 
the signal. The validation process is conducted to 
ensure that the medical product adverse outcome 
relationship is not spurious; this process will also 
likely provide more information about the safety 
signal, particularly if source record verifi cation is 
included.

Ultimately, the information gained from a sur-
veillance evaluation in the Sentinel System would 
be considered along with all other data about the 
safety signal coming from a variety of other sources, 
including the premarketing development program 
(e.g., preclinical, clinical, clinical pharmacology, 
engineering data), spontaneous reports, and other 
postmarketing studies to help FDA staff make a 
regulatory decision. In other words, the evaluation 
in the Sentinel System will be another tool to 
provide information to FDA in support of regula-
tory decision making. Sentinel will help FDA 
provide useful information to patients and health -
care practitioners to inform decisions and the safe 
and effective use of medical products. 

Investigations informing foundational
aspects of the Sentinel System 
The launch of the Sentinel Initiative and the sub-
sequent efforts to begin developing the Sentinel 
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enable FDA to submit queries for evaluation to 
participating data partners who hold automated 
health-care data containing US patient -level health 
data that are regularly updated. The data will be 
maintained within each participating data partner ’s
local, secure environment. Each database will 
have the capability to link each patient to 
relevant medical care data, including enrollment 
status, medical product exposure data, coded 
medical procedures, and health outcomes. The 
data sources are to include, to the extent possible, 
a broad range of patient populations with regard 
to demographics, socioeconomic status, and co -
morbidities.

The Mini -Sentinel Coordinating Center (MSCC) 
and participating data partners will design and use 
a common data model (CDM) as the basis for their 
analytic approach. This approach requires data 
holders to transform their data into a standardized 
format. With all data in a common format, the 
MSCC will be able to write analytic software for a 
given query, and each participating data partner 
will run the query in their standardized dataset. 
Participating organizations will conduct any analy-
ses behind existing fi rewalls and send only sum-
maries of their results to the MSCC, which will 
perform further evaluation and compile fi ndings to 
send to FDA. The use of a common analytic program 
will minimize the potential for differences in results 
across data partners caused by use of different ana-
lytic approaches. 

Importantly, HPHC is assuming responsibility for 
ensuring that data use complies with the Health 
Insurance Portability and Accountability Act 
(HIPAA, see Chapter  35). FDA is not asking for 
patient-, health -care practitioner -, or health -plan-
specifi c identifi ers. Any results provided to FDA are 
to be aggregated in a standard, predetermined 
format. As currently envisioned, all analyses of data 
are to be performed by the data partners in their 
secure environments without transfer of directly 
identifi able data. 

Many of the issues around active surveillance, 
described in more detail below, are to be explored 
in the context of this pilot which will take place 
over a 3 to 4 -year period and, together with infor-
mation from other ongoing initiatives both in the 

physical location. The benefi ts of this distributed 
approach include the maintenance of patient 
privacy by keeping directly identifi able patient 
information behind local fi rewalls in its existing 
protected environment. Because of the data 
partner’s awareness of the changes that have 
occurred in their health -care system that result 
in the unique character of each database, use of 
a distributed system enables the data partner ’s
involvement in running analyses and ensures an 
informed approach to interpreting results. 

Building on the learning to date, in 2009, FDA 
took the fi rst steps to establish a Sentinel 
Coordinating Center and competed and awarded a 
contract to Harvard Pilgrim Health Care Institute. 
(HPHC) to pilot a miniature Sentinel System (Mini -
Sentinel). As part of the pilot, HPHC will use a 
distributed system wherein a consortium of auto-
mated health -care databases is created to build on 
experience being gained from other ongoing active 
surveillance efforts and apply the information 
learned from early Sentinel -related contracts. A 
goal of the Mini -Sentinel pilot is to create a kind of 
laboratory that gives FDA the opportunity to test 
epidemiological and statistical methodologies in the 
evaluation of postmarketing safety issues and learn 
more about some of the barriers and challenges, 
both internal and external, to establishing a Sentinel 
System for medical product safety monitoring. The 
collaborating institutions in the consortium include 
the following organizations: Aetna; Cincinnati 
Children’s Hospital Medical Center; Brigham and 
Women ’s Hospital; Duke University School of 
Medicine; HMO Research Network (includes Group 
Health Cooperative, Harvard Pilgrim Health Care 
Institute, HealthPartners Research Foundation, 
Henry Ford Health System, Lovelace Clinic 
Foundation, Marshfi eld Clinic Research Foundation, 
Meyers Primary Care Institute); HealthCore Inc; 
Humana; Kaiser Permanente Center for Effectiveness 
and Safety Research; Outcome Sciences, Inc; 
University of Illinois at Chicago; University of Iowa, 
College of Public Health; University of Pennsylvania 
School of Medicine; Vanderbilt University School 
of Medicine; Weill Cornell Medical College. 

Another important goal of the Mini -Sentinel is 
to pilot the Coordinating Center model that will 
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support postmarketing drug safety. For example, 
FDA now has the authority to require sponsors to 
conduct postmarketing studies and clinical trials to 
do the following: 1

• assess a known serious risk related to the use of 
a drug; 
• assess signals of serious risk related to the use of 
a drug; and 
• identify an unexpected serious risk when avail-
able data indicate the potential for a serious risk 
related to use of a drug. 

Additionally, FDA may require sponsors to make 
safety labeling changes if FDA becomes aware of 
new safety information that should be included in 
a drug ’s labeling. New safety information is defi ned 
in Section 901 of FDAAA as “Information derived 
from a clinical trial, an adverse event report, a 
postapproval study, or peer -reviewed biomedical 
literature; data derived from the postmarket risk 
identifi cation and analysis system …or other scien-
tifi c data deemed appropriate by the Secretary 
about (A) a serious risk or an unexpected serious 
risk associated with use of the drug that the 
Secretary has become aware of (that may be based 
on a new analysis of existing information) since the 
drug was approved, since the REMS was required, 
or since the last assessment of the approved REMS; 
or (B) the effectiveness of the approved REMS 
obtained since the last assessment of the strategy. ”
Finally, FDA can require a sponsor to develop and 
comply with risk evaluation and mitigation strate-
gies (REMS), when a REMS is necessary to ensure 
that the benefi ts of a drug outweigh its risks (see 
Chapter 43).

There are numerous ways in which the current 
Sentinel pilot programs, and eventually the Sentinel 
System, can promote and support the use of these 
new postmarketing authorities to improve the 
understanding of the benefi t –risk balance of 
medical products. Active surveillance evaluations 
in a distributed system could be conducted to deter-
mine the level of evidence for new safety informa-
tion (defi ned above) that emerges in the 
postmarketing period. In other cases, active surveil-
lance evaluations could be used to inform the 
extent to which a REMS is having its desired effect. 
For example, use of a specifi c drug could be moni-

United States and abroad, will inform the eventual 
Sentinel System and may contribute to broadening 
the use of a distributed system from safety surveil-
lance to other activities, such as comparative 
effectiveness research (see Chapter 32) or quality 
assurance (see Chapter 45).

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

Marketed medical products are required by federal 
law to be safe and effective for their intended use in 
the intended population. A safe medical product is 
one that has reasonable risks, given the magnitude 
of the benefi t expected and the alternatives availa-
ble. Despite the rigorous US drug development and 
approval process (see Chapters 1 and  8), well -
conducted, randomized, controlled clinical trials 
cannot uncover every medical product -related safety 
problem, nor are they expected to do so. In most 
cases, clinical trials aren ’t large enough, diverse 
enough, or long enough in duration to provide all 
the information on a product ’s performance and 
safety (see Chapter 4). Clinical trials are unlikely to 
detect reliably rare, serious adverse events that 
would not be expected to occur in a population the 
size of a premarketing development program, nor 
would clinical trials identify adverse events with 
long latency periods or in subpopulations who have 
not participated in studies. Furthermore, as new 
medical products enter the market, the potential for 
interactions with other drugs, biologics, medical 
devices, and foods increases. Evaluating and updat-
ing the evolving safety profi le of a medical product, 
as larger numbers of more diverse patients are 
exposed during marketing, is a substantive clinical 
problem. FDA is tasked with providing patients and 
providers up -to-date information to inform the safe 
use of medical products. Recent additions to FDA ’s
authorities in the area of drug safety are enabling 
the agency to meet this need. 

New FDA safety authorities
In 2007, with the passage of FDAAA, Congress 
gave FDA additional authorities and resources to 
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tions of patients who are at particular risk for a 
drug-related side effect. In nine trials conducted 
during the development program for abacavir, a 
nucleoside analogue indicated in combination with 
other antiretroviral agents for the treatment of 
HIV -1 infection, about 8% of patients developed a 
multiorgan hypersensitivity reaction to the drug 
(see the Ziagen (abacavir) package labeling, 
12/19/2008).7 Some of these hypersensitivity reac-
tions had severe clinical manifestations, including 
death. A case –control study 8 and a cohort study 9

identifi ed that HLA allele B *5701 was more 
common in patients experiencing abacavir -
associated hypersensitivity. A subsequent trial 
using prescreening for HLA B *5701 demonstrated 
a decrease in risk for abacavir -associated hypersen-
sitivity reactions. 10

The earliest version of the Sentinel System will 
likely not have pharmacogenomic data since the 
incorporation of these data into routine clinical 
care has been slow; 11 however, the intent of this 
example is to point out that Sentinel System evalu-
ations may help to identify subsets of patients who 
are at a differential risk for particular adverse 
events. Identifi cation of such subgroups will help 
FDA identify the particular safety signals that 
would benefi t from full pharmacoepidemiologic 
evaluations, in which particular risk factors for 
adverse events could be explored. 

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

The complex needs of the eventual Sentinel System 
and the collaborative efforts that are informing its 
development have raised a number of technologi-
cal, methodological, and operational challenges 
that must be addressed as the effort proceeds. 
Particularly signifi cant methodological challenges 
include: achieving the goal of real -time or near 
real-time surveillance; setting the goals of an active 
surveillance evaluation to produce actionable 
information in a reasonable time frame; validating 
a potential safety signal; managing uncertainties 
in interpreting summary measures from multiple 

tored in near real -time to assess whether it is being 
used beyond its intended population. Additionally, 
active surveillance evaluations could be conducted 
to determine how safeguards put in place via a 
REMS are affecting a particular clinical outcome. 

Emergence of the science of safety
Over the past decade, our understanding of disease 
origins at the molecular level and our increasing 
knowledge about the role genes play in how drugs 
are metabolized are expanding our understanding 
of how and why medical products cause unin-
tended effects (see Chapter 34). Advances in 
statistical and epidemiologic methods for active 
surveillance, combined with advances in medical 
informatics, are enabling researchers to generate 
and confi rm hypotheses about the existence and 
causes of safety signals with specifi c products in 
defi ned populations. FDA has begun applying these 
new techniques to its process for monitoring 
medical product performance and safety, beginning 
when a medical product is fi rst being developed on 
through the application and marketing phases. This 
life-cycle approach allows safety signals generated 
at any point during development or marketing to 
be considered within benefi t –risk considerations to 
inform regulatory decisions and patient care. FDA 
regards improving the quantifi cation of the benefi t –
risk analysis to be one of the important facets of 
the science of safety that urgently requires addi-
tional development. 

The science of safety also offers new opportuni-
ties for addressing a fundamental dilemma: the 
trade off between safety and access. A clear example 
of this occurs when FDA, after analysis of a safety 
signal, considers whether or not to withdraw a 
drug from the market for safety reasons. Although 
withdrawal eliminates the possibility of further 
adverse events, it also deprives those patients for 
whom the drug is effective. If, using methods being 
developed today, we can determine that an adverse 
event is restricted to a small, identifi able segment 
of the population, the drug, biologic, or device 
could potentially remain on the market and con-
tinue to benefi t those who are not subject to the 
event. There are already some examples of obser-
vational data being useful in identifying subpopula-
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drugs, sitagliptin and duloxetine, were selected for 
their relatively recent approval, as well as their 
approved indication for common conditions, diabe-
tes and depression, respectively. The uptake of sit-
agliptin, approved in October 2006, was documented 
for the period October 2006 to June 2008. The 
uptake of duloxetine, approved in August 2004, 
was documented for the period August 2004 to 
July 2006. The two health -care settings were the 
following:
• IMS Health Plan Claims Databases (HP), formerly 
known as Pharmetrics, is a patient -centric database 
comprising data submitted by multiple commercial 
insurance companies with about 12 million persons 
having continuous enrollment for 1 year, 10 million 
for 2 years. 
• MHCD Database (MHCD) represents the popula-
tion enrolled in TRICARE, the health -care program 
serving active -duty service members, National 
Guard and Reserve members, retirees, their fami-
lies, survivors, and certain former spouses, world-
wide. About 8 million people have continuous 
enrollment over 2 years. 

Figure 30.1 shows a comparison of duloxetine 
uptake in these two health -care settings, and Figure 
30.2 shows a comparison of sitagliptin uptake in 
the same two health -care settings. 

The fi gures illustrate the types of variability FDA 
will encounter when trying to understand the 
infl uence of uptake patterns on active surveillance 
evaluation results. The differences in uptake 
between the two products in the two health -care
settings could refl ect different formulary practices, 
the position of the new drug among other treat-
ments approved for the indication, physician pref-
erence, and/or the demographic make -up of the 
population covered in the health -care plan. 

Another way the authors measured the time of 
uptake of these medical products was to identify 
the number of months needed to accumulate a 
certain number of unique drug exposures. Table 
30.1 includes those patients who  ever received a 
prescription for the drugs of interest during the 
study period. As shown below, a threshold of 1000 
patients exposed was achieved by month 1. 
However, there was variability between the two 
data sources in the time to achieve higher numbers 

observational data sources; and developing new 
methods for signal generation. There are also a 
number of data -related challenges: developing and 
implementing harmonized data standards; effec-
tively linking data sources to enhance the length of 
observation for patients in the population; and ena-
bling access to outcomes that might not be captured 
in the local database (e.g., device registries, National 
Death Index). Operational challenges that must be 
addressed involve creating a national dialogue for 
discussing issues and establishing relevant policies, 
developing a comprehensive governance approach, 
and ensuring privacy and security of data. 

Factors affecting the  ability to 
conduct near real-time surveillance
The timing of safety evaluations in the postmarket-
ing period will vary by medical product. For some 
products, the premarketing development database 
will suggest that certain signals need immediate 
postmarketing evaluation. For many medical prod-
ucts, evaluations will also be needed at a later point 
during product marketing when an unexpected 
safety signal emerges. 

As discussed in the following sections, the ability 
to conduct near real -time surveillance using the 
Sentinel System will be affected by how quickly a 
medical product is taken up into the marketplace as 
well as how often data sources are updated with 
new exposures and outcomes of interest as they 
occur. 

Uptake of new products into the  market
Uptake of a new medical product into the market 
is infl uenced by a variety of factors. For patients 
who are part of a particular health plan, the for-
mulary of that health plan will infl uence what 
medical products are used. Evidence -based practice 
guidelines, promulgated either by professional soci-
eties or the medical literature, can also shape 
product uptake. In each individual case, a variety 
of these factors will interact to shape the timing of 
product uptake. 

An assessment conducted to inform the devel-
opment of the Sentinel System about the timing of 
uptake for two sample pharmaceuticals in two 
health-care settings illustrates this point. 12 The two 
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of therapy will extend the time to reaching a target 
level of patients exposed. Active surveillance of 
adverse events that only appear with prolonged 
drug exposure also will take longer to detect.  

  Frequency of  d ata  u pdates 
 Another factor that will affect the ability to achieve 
near real - time surveillance is the frequency with 
which data are updated and become available for 
analysis. To monitor the safety of newly approved 
therapies optimally, data that are as current as pos-
sible will be needed. Some medical products will 
require more frequent data updates than others. 
For example, annual infl uenza vaccination occurs 
in a relatively short period of time over a series of 
weeks to a few months. Similarly, newly approved 
vaccines for other infectious diseases often have 
widespread rapid uptake in the population. Thus, 

of patients. Only the commercial database reached 
the threshold of 100   000 patients exposed to one of 
the drugs, duloxetine, within the time frame of the 
study.   

 Persistence of treatment may be important for 
assessing adverse events that don ’ t occur in the fi rst 
month of treatment. The population described in 
Table  30.2  is limited to those patients who contin-
ued to fi ll prescriptions for the drugs of interest for 
6 months or more. When the population is limited 
in this way, it takes more months to reach the 
various thresholds of patients exposed. As shown 
below, none of the populations of patients treated 
for 6 months or more reached the threshold of 
100   000.   

 These data demonstrate that the requirement 
for a larger number of treated patients or a group 
of treated patients who have a certain persistence 

     Figure 30.1     Duloxetine uptake in HP and MHCD databases. HP data, IMS Health, IMS Health Lifelink Health Plan 
Data ™ , years 2004 – 2006, data extracted December 2008. MHCD data, DoD, Military Healthcare Data, years 2004 – 2006, 
data extracted December 2008.  Adapted from IMS Government Solutions  12   with permission.   
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     Figure 30.2     Sitagliptin uptake in HP and MHCD databases. HP data, IMS Health, IMS Health Lifelink Health Plan 
Data ™ , years 2006 – 2008, data extracted December 2008. MHCD data, DoD, Military Healthcare Data, years 2006 – 2008, 
data extracted December 2008.  Adapted from IMS Government Solutions  12   with permission.   
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   Number of 
patients 
exposed  

   Months after approval  

   HP     MHCD  

   Duloxetine     Sitagliptin     Duloxetine     Sitagliptin  

  100     < 1    1     < 1    1  
  1000    1    1    1    1  
  10   000    3    6    5    6  
  100   000    21    N/A    N/A    N/A  

   HP data, IMS Health, IMS Health Lifelink Health Plan Data ™ , years 
2004 – 2008, data extracted December 2008.  
  MHCD data, DoD, Military Healthcare Data, years 2004 – 2008, data 
extracted December 2008.   

  Table 30.1    Patients who  ever  received a 
prescription for drugs of interest during 
study period 
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Validating a  safety signal
It is incumbent on the team reviewing the results 
of a safety signal evaluation to rule out causes of a 
potential false -positive result. 

The VSD team at the CDC and their HMO 
Research Network -based collaborators have exten-
sive experience vetting safety signals in search of 
true positives (see Chapter 26). When applying the 
Maximized Sequential Probability Ratio Test that 
has been developed for real -time monitoring of 
vaccine-related adverse outcomes (see Chapter 46),
the VSD investigators often use two types of control 
groups, matched controls and historical expected 
counts, which have complementary advantages 
and disadvantages. 16 Recognizing that the claims 
data submitted on a weekly basis for monitoring 
become more complete over time, subsequent con-
fi rmatory analyses are conducted in some cases 
later in the evaluation period to take advantage of 
more mature data. Another technique that has 
been applied to assess potential biological plausibil-
ity of a safety signal is the use of a temporal scan 
statistic to test for temporal clustering in the pos-
texposure time period. Additionally, logistic regres-
sion analyses, adjusting for relevant covariates, are 
sometimes conducted to better assess the risk of the 
adverse outcome. 18 Validation of coded diagnoses 
against source records may also be conducted. If 
a signal persists, VSD investigators may conduct 

in many cases, effi cient monitoring for safety prob-
lems with vaccines requires weekly updates on 
vaccine exposure and adverse outcomes of interest 
(see also Chapter 26).13 The Vaccine Safety Datalink 
(VSD), an active surveillance system 14 for newly 
approved vaccines run by the Centers for Disease 
Control and Prevention (CDC), gets weekly updates 
from eight health maintenance organizations 
(HMOs) with vaccine exposure and inpatient and 
outpatient diagnostic information for outcomes of 
interest (see Chapters 12 and 26).15 However, early 
studies that have begun to simulate applying 
sequential testing methods used in vaccine safety 
assessment to drug -related safety signals have used 
monthly intervals to capture drug exposures, rec-
ognizing that drug uptake occurs more slowly than 
vaccine uptake. 16 The frequency for data updates 
for active surveillance will be driven by the expected 
speed of product uptake as well as the urgency with 
which more information about a safety signal is 
needed. Additionally, a practical consideration that 
impacts data updates is the frequency at which data 
partners are able to make data available for evalu-
ation. In the case of administrative claims data (see 
Part IIIB), many systems take 3 to 6 months to 
collect, adjudicate, and prepare data for analysis. 
The adjudication and data preparation processes 
affect the time frame for data to be available for 
surveillance purposes. 17

Number of 
patients exposed 

Months after approval 

HP MHCD

Duloxetine Sitagliptin Duloxetine Sitagliptin

100 <1 1 1 1
1000 1 2 2 1
10000 6 8 8 7
100000 N/A N/A N/A N/A

HP data, IMS Health, IMS Health Lifelink Health Plan Data ™, years 
2004–2008, data extracted December 2008. 
MHCD data, DoD, Military Healthcare Data, years 2004 –2008, data 
extracted December 2008. 

Table 30.2 Those patients remaining on 
drugs of interest for 6 months or more 
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its formularies and applies diagnostic coding prac-
tices, variations in the results of a safety signal 
evaluation may be driven by variations in institu-
tional practices. 

Additionally, we must consider whether and 
how such results may be combined. In this case, 
although each data partner ’s evaluation is not a 
full pharmacoepidemiologic study, we may look to 
the guidelines on meta -analyses of observational 
studies21 to inform our thinking (see Chapter  40).
The application of formal meta -analytic techniques 
to observational studies must be conducted care-
fully because observational studies are prone to 
certain confounding and biases that are not an 
issue with randomized controlled trials. 22 One of 
the major concerns, heterogeneity of study design, 
is addressed by the use of a centralized analytic 
approach run on data that have been standardized 
in a CDM. However, evaluation of other sources of 
heterogeneity (e.g., patient population, formulary 
variation, prescribing practices, approach to diag-
nostic coding) must be actively pursued. Ultimately, 
a combined estimate of the strength of the safety 
signal may be useful, but the consideration of 
reasons for heterogeneous results across data part-
ners, if it occurs, is likely to be informative as well. 

Developing new methods for 
signal generation
Based on strategic and resource considerations, 
FDA has elected to develop signal refi nement capa-
bilities as the initial focus of the Sentinel Initiative. 
Ultimately, however, the Initiative will also need to 
turn its attention to signal generation. 

Statistical methods for signal generation are 
used in many fi elds —developing spam fi lters and 
identifying credit card misuse are two. However, 
the risk attendant to any signal generation effort 
with medical product safety is the potential, signifi -
cant, public health effect of a false -positive signal. 
In addition to the resources, both fi nancial and 
personnel, required to discern true positive signals 
from false positive signals, there are consequences 
that must be considered when determining when 
to communicate a safety signal identifi ed using 
signal generation techniques. Patients who learn 
that their medical therapy may carry a safety risk 

additional analyses or design a full study to test the 
hypotheses raised by the signal. 16

Many similar issues will need to be considered 
as safety signals emerge from active surveillance 
evaluations conducted for drugs, biologics, and 
devices within the Sentinel System. Evaluations of 
safety signals for medical products used in sick 
patients (in contrast to vaccines which are gener-
ally given to healthy individuals) will present 
additional methodologic issues, in particular, con-
founding by indication (i.e., the sickest patients 
tend to be started on the newest drugs and pushed 
to the highest doses, see Chapters 3 and  47).

An additional issue related to validating safety 
signals that must be grappled with is the question 
of whether the same database can be used for both 
signal generation and hypothesis confi rmation. 
One practice is to split a database so that different 
data are used for signal generation component 
and the hypothesis confi rmation component. 19

However, other researchers advocate the use of an 
independent data source to test hypotheses. 20 The 
Observational Medical Outcomes Partnership 
program (see section on New Methods) is conduct-
ing empirical evaluation of each approach to inform 
this controversy. 

Interpreting  summary measures from 
multiple observational data sources 
As described above, in a distributed system, as is 
envisioned for the Sentinel System and being 
piloted in Mini -Sentinel, data partners would run 
evaluations on their data and return only sum-
mary measures to a Coordinating Center. Some 
methods used to evaluate safety signals may gener-
ate counts that would then be summed by the 
Coordinating Center, whereas other methods 
would generate a summary estimate at each indi-
vidual site. 

How to interpret varying estimates of the 
strength of the safety signal from each individual 
site remains unclear. The data that will be lever-
aged by the Sentinel System for these surveillance 
evaluations are being collected for other purposes 
(e.g., insurance reimbursement, clinical care), not 
for medical product safety surveillance. Because 
each institution has a unique way in which it uses 
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tested on the non -specifi ed outcomes test cases. 
OMOP is testing various types of methods, includ-
ing disproportionality analyses, exposure -based
methods, and case -based methods. The results of 
the evaluations of these methods for signal genera-
tion are expected in 2011. 

Data infrastructure  needs to conduct
active surveillance
To achieve a modern health information environ-
ment, we need to enhance and integrate three key 
information management domains: (i) access to 
information; (ii) interfaces, or user -friendly tools, 
supported by a robust IT architecture, to convert 
information effi ciently into knowledge; and (iii) 
standards that are used by all to facilitate informa-
tion exchange. Improving access to data sources 
alone is not enough. We need better  interface tools,
and they cannot work effi ciently without  standards.
These three domains interact to infl uence the effi -
ciency with which we receive, manage, and com-
municate information. 

Data structure 
The eventual Sentinel System is planned to be a 
distributed system with data held in local environ-
ments. FDA evaluated the optimal characteristics of 
a possible database model for such a system. The 
conclusions17 were that a CDM be used to facilitate 
the conduct of active surveillance evaluations, and 
the following key advantages of creating and 
employing a CDM for the Sentinel System were 
identifi ed:
• In the absence of a nationwide, interoperable 
health information technology infrastructure, 
based on federally recognized and widely adopted 
standards, it would create a common language that 
can be used across data sources for evaluations. 
• A CDM would reduce the need centrally to create 
and maintain complex metadata and data -mapping
activities.
• A CDM would address issues related to ensuring 
that all data partners are using the same terms to 
describe the same concepts. 
• It would enable a centralized analytic approach. 
• It would concentrate data -validation efforts on the 
initial data transformations and not for each project. 

may cease using the therapy. If it later turns out 
that the safety concern is unsubstantiated, patients 
may have suffered because they discontinued the 
needed therapy. Additionally, in this era of increased 
access to information, we must be mindful of the 
potential effect on health -care practitioners related 
to alert fatigue. FDA would like to minimize the 
risk of desensitizing health -care practitioners and 
the public to alerts of public health importance by 
not communicating false -positive safety signals. 23

Over the past decade, data mining methods for 
spontaneous reports have been developed for signal 
generation by those working in the pharmacovigi-
lance fi eld, including FDA, pharmaceutical compa-
nies, academia, and vendors (see Chapter 10).24,25

More recently, these methods are being applied to 
observational databases. 26 FDA will be looking at 
research being conducted to maximize the collec-
tion of actionable information from signal genera-
tion methods while minimizing the occurrence of 
false positives. 

One group that is actively evaluating methods 
for signal generation in observational data is the 
Observational Medical Outcomes Partnership 
(OMOP). OMOP is a public –private partnership 
managed through the Foundation for the National 
Institutes of Health and funded primarily through 
donations from the pharmaceutical industry. 27

OMOP is conducting a 3 -year initiative to develop 
and test methods that are feasible and useful for 
analyzing existing health -care data to identify and 
evaluate safety and benefi t issues related to drugs 
already on the market. OMOP ’s research agenda 
includes development and assessment of methods 
for both signal refi nement and signal generation. 
In the area of signal generation, OMOP is evaluat-
ing a series of approaches to identifying associa-
tions between drugs and conditions for which the 
relationships were previously known. 

OMOP is using an empirical approach for testing 
the utility of a range of methods for signal genera-
tion. No preselection has been made to narrow the 
types of methods tested for signal generation from 
the pool also being evaluated for signal refi nement 
activities. Rather, the same group of methods being 
tested on targeted drug –health outcome of interest 
(HOI) pairs for signal refi nement purposes is being 
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FDA is collaborating with the Offi ce of the 
National Coordinator for Health Information 
Technology (ONC), which is seeking to adopt and 
harmonize a set of standards and implementation 
specifi cations. In an interim fi nal rule issued 
January 2010, 28 the ONC outlined criteria aimed to 
directly support objectives for meaningful use of 
EHR data. Longer -term objectives that may be facil-
itated by the Sentinel System include: promoting 
improvements in quality, safety, and effi ciency; and 
improvement of population health. Creating and 
adopting these standards for health -care IT systems 
will greatly improve the ability of the Sentinel 
System to effectively use these EHR data for post-
marketing surveillance. 

Database linkages
As part of the foundational work that FDA is doing 
to inform the eventual Sentinel System, the agency 
must understand what data are collected, the 
duration of patient observation, and the complete-
ness of data. This is particularly critical because, 
under our fragmented health -care system, 
Americans receive health care from a myriad of 
organizations. It is unrealistic to expect that the 
Sentinel System will ever realize its full potential 
without eventually linking information at the 
patient level, yet there are many technical, privacy, 
and security obstacles to overcome before this 
potential can be realized. 

Most individuals move across medical systems 
and insurers, making it diffi cult to track individuals 
over time. The ability to link individuals across 
health insurer systems (as they switch insurance 
carriers) and EHR systems (as they switch provid-
ers) would enable long -term follow -up and remove 
a substantial limitation of current observational 
studies using routinely collected health -care infor-
mation. It would also diminish the risk of patients 
being double counted because they appear in more 
than one health -care system or administrative 
claims database. 

Beyond linking across health -care practitioners 
and systems, there is also the need for the 
eventual Sentinel System to link to external data 
sources such as vital statistics databases or registries 

However, disadvantages were also identifi ed 
that should be considered. In addition to substan-
tial start -up effort and expense, additional resources 
must be invested to perform data updates since 
near real -time active surveillance will require 
updating data elements on a periodic schedule as 
previously explained. More importantly, a CDM 
may not be able to capture the full granularity of 
source data. 

To evaluate the strengths and weaknesses of the 
CDM approach, FDA is learning from a series of 
active surveillance pilots. Mini -Sentinel and OMOP 
are using the CDM approach. OMOP also has cen-
trally held databases on which they are conducting 
some assessment of active surveillance evaluations 
that do not use a CDM. FDA also has a pilot project 
called the Federal Partners Collaboration (FPC), 
which is creating a small distributed system with 
the Centers for Medicare & Medicaid Services, the 
Department of Defense, and the Veterans Health 
Administration. The FPC will not be using a 
CDM but will use a common evaluation protocol. 
Therefore, this pilot will provide an opportunity to 
explore the challenges associated with interpreting 
safety signals that come from a system of databases 
not using standardized terminology or centralized 
analytics. The lessons learned from these pilots will 
inform the data structure for the eventual Sentinel 
System.

Data standards 
The Sentinel System is predicated on the secondary 
use of existing, automated, health -care data to 
obtain a better understanding of medical product 
safety. The lack of a standard format for the 
storage and exchange of data slows the sharing of 
information among key stakeholders, making it 
cumbersome and manually labor intensive. The 
development and use of terminology standards for 
important data elements used by the Sentinel 
System, particularly for electronic health records 
(EHRs), could greatly facilitate the creation of ana-
lytical tools. Standardizing data elements and ter-
minologies is critical to any attempt to achieve a 
modern electronic approach to monitoring medical 
product safety. 
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information within their systems to enhance clini-
cal care and public health. 

Operational challenges
In addition to the methodologic challenges noted 
above, there are numerous operational challenges 
underlying the development of a system such as the 
one envisioned. FDA has, with broad public input, 
begun creating the foundation for what is hoped to 
be a valuable national resource to help improve the 
informed, safe use of medical products. 

National dialogue
FDA has developed, and is continuing, a national 
dialogue with experts in relevant disciplines (e.g., 
pharmacoepidemiology, statistics, informatics, and 
privacy). FDA is engaging relevant stakeholder 
groups, including patients, consumers, health -care
practitioners, automated health -care data partners, 
and regulated industry. 

The importance of this approach cannot be 
overemphasized. First, there is signifi cant knowl-
edge and expertise that FDA must tap into if the 
Sentinel System is to be optimally developed. 
Second, because the idea of a distributed data 
system is a new, formidable concept, FDA must be 
completely transparent about what it is doing and 
how it is being done. Third, because this effort is 
on the leading edge in a variety of areas, FDA must 
ensure that fi ndings are shared among those who 
are developing related activities. Finally, FDA is 
committed to minimizing duplication of efforts, 
resources, and/or functionality and that fi ndings 
resulting from this effort are placed in the public 
domain.

Governance 
FDA ’s thinking on how the Sentinel System should 
be governed has evolved signifi cantly. FDA remains 
committed to taking the lead in this effort, yet, as 
mentioned above, collaboration is critical, and 
expertise and resources need to be shared to the 
greatest extent possible —in fact, FDAAA mandates 
collaboration. FDA has also concluded that its stat-
utory mandates require it to exert substantial 
control over certain activities. Thus, a portion of 

(e.g., National Center for Health Statistics, birth 
and death registries, tumor registries) to capture 
patient data beyond that found in administrative 
claims databases or EHRs. This type of linkage is 
common in epidemiologic research. For example, 
it is possible to identify deaths from the National 
Death Index (NDI) and ascertain childbirth 
information from State birth registries. The 
HHS Post -licensure Rapid Immunization Safety 
Monitoring (PRISM) project 29 is an example of 
an active surveillance system that has linked 
state immunization registries with health -care
plans to monitor adverse events related to the 
H1N1 vaccine. 

Although integration of multiple disparate 
sources could improve the understanding of each 
patient as he or she encounters the health -care
system, such integration across systems requires 
surmounting substantial regulatory, privacy, and 
technical challenges (see also Chapter 35). Linkage 
across data sources requires the ability to create 
unique individual identifi ers and use them in all 
relevant systems. Such a unique identifi er usually 
is composed from protected health information 
(PHI) (e.g., name, date of birth, address, and/or 
social security number). The Privacy Rule protects 
all “individually identifi able health information ”
held or transmitted by a covered entity or its busi-
ness associate, in any form or media, whether elec-
tronic, paper, or oral.. Within a distributed system 
as envisioned for the Sentinel System, the data 
partner would have direct access to the needed 
information for the linkage and would be the most 
reasonable institution to request such a linkage. In 
addition, in a distributed system, PHI would only 
be shared between the two institutions that need 
the information to conduct the linkage (i.e., health 
plan and curator of the external data source). 
Minimizing the number of entities involved in a 
linkage substantially reduces the potential legal 
complication of the linkage. Regional health 
information exchanges, such as Indiana Health 
Information Exchange 30 and the South Carolina 
Health Information Exchange, 31 have advanced the 
informatics technologies needed to facilitate linking 
data sources to facilitate the movement of patient 
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receive such reports for the purpose of preventing 
or controlling disease, injury, or disability. This 
would include, for example, the reporting of a 
disease or injury; reporting vital events, such as 
births or deaths; and conducting public health sur-
veillance, investigations, or interventions (see 45 
CFR 164.512(b)(1)(i)). HIPAA ’s Privacy Act does 
not restrict de -identifi ed datasets from either use or 
disclosure.32 There are two ways HIPAA makes de -
identifi cation of a dataset possible. The fi rst involves 
a qualifi ed statistician determining and document-
ing that “the risk is very small that the information 
could be used, alone or in combination with other 
reasonably available information, by an anticipated 
recipient to identify an individual. ”32 Alternatively, 
a dataset can be de -identifi ed using the  safe harbor
approach (see Box 30.1).

There may also be instances that require infor-
mation sharing between data partners and a 
Coordinating Center, or among data partners, as 
noted previously. FDA is actively exploring methods 
and techniques to ensure that only the minimum 
amount of PHI necessary leaves its local environ-
ment to meet the needs of a specifi c active surveil-
lance evaluation. FDA is also actively engaging 
with privacy experts to explore what other avenues 
of consumer protection should be developed or 
expanded.

Other privacy and security regulations apply to 
the Sentinel System, similar to existing systems 
that process, publish, transmit, or store FDA infor-
mation or information on behalf of FDA. The even-
tual Sentinel System will have to be protected in 
accordance with the Federal Information Security 
Management Act (FISMA), issued in 2002. 33 The 
E-Government Act (Public Law 107 -347), which 
was passed by the 107th Congress and signed into 
law by the President in December 2002, recognized 
the importance of information security to the eco-
nomic and national security interests of the United 
States. Title III of the E -Government Act (the 
Federal Information Security Management Act 
(FISMA)) requires each federal agency to develop, 
document, and implement an agency -wide program 
to provide information security for the information 
and information systems that support the opera-
tions and assets of the agency, including those pro-

Sentinel operations must remain under agency 
control. This model is being tested as part of the 
Mini-Sentinel contract. A major challenge in the 
years ahead will be to develop a governance frame-
work for the national resource portion that ensures 
broad participation and refl ects a sustainable busi-
ness model. 

Privacy and security
Since the launch of the Sentinel Initiative in 2008, 
FDA has engaged thought leaders in the privacy 
and security fi eld. One of the fi rst contracts awarded 
under the initiative involved identifying and ana-
lyzing potential privacy issues (see Chapter 35). We 
have already described above how a distributed 
system approach maintains patient privacy by 
keeping directly identifi able patient information 
with data partners behind local fi rewalls. 

As we have begun to grapple with the realities 
of conducting active medical product surveillance, 
we have come to understand that there may be 
infrequent occurrences when de -identifi ed datasets 
may not be suffi cient to effi ciently monitor the 
safety of a particular medical product. For example, 
if it becomes necessary to validate a coded HOI 
against source records, it may be necessary to access 
some PHI (protected health information). In some 
cases, if claims data are used for an evaluation, 
some elements of PHI (e.g., month, year of an 
exposure) may need to be transferred from the 
health-care environment that delivered the care to 
the claims environment that is conducting the eval-
uation. Additionally, in the case when a statistical 
evaluation results in a small number of patients 
identifi ed in a cell, even though elements of PHI 
may not be included in the summary results, the 
summary results themselves may not be considered 
de-identifi ed due to the small number of patients 
in the cell. In some cases, the Health Insurance 
Portability and Accountability Act (HIPAA) requires 
data use agreements to be established that outline 
the specifi c purposes of the data exchange and the 
procedures to be put in place to guarantee protec-
tion of PHI. The Privacy Rule permits covered enti-
ties to disclose PHI, without authorization, to public 
health authorities who are legally authorized to 
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Box 30.1 Health Insurance Portability and 
Accountability Act ( HIPAA ) de-identifi cation 
HIPAA * allows for de -identifi cation of a dataset by 
removing the following identifi ers of the individual or 
of relatives, employers, or household members of the 
individual.
1 Names
2 All geographic subdivisions smaller than a state, 

including street address, city, county, precinct, zip 
code, and their equivalent geocodes, except for the 
initial three digits of a zip code if, according to the 
current publicly available data from the Bureau of 
Census
a the geographic units formed by combining all zip 

codes with the same three initial digits contains 
more than 20 000 people, and 

b the initial three digits of a zip code for all such 
geographic units containing 20 000 or fewer 
people is changed to 000 

3 All elements of dates (except year) for dates directly 
related to the individual, including birth date, 
admission date, discharge date, date of death; and 
all ages over 89 and all elements of dates (including 
year) indicative of such age, except that such ages 
and elements may be aggregated into a single 
category of age 90 or older 

4 Telephone numbers 
5 Fax numbers 
6 Electronic mail addresses 
7 Social security numbers 
8 Medical record numbers 
9 Health plan benefi ciary numbers 

10 Account numbers 
11 Certifi cate/ license numbers 
12 Vehicle identifi ers and serial numbers, including 

license plate numbers 
13 Device identifi ers and serial numbers 
14 Web Universal Resource Locators (URLs) 
15 Internet Protocol (IP) address numbers 
16 Biometric identifi ers, including fi nger and voice 

prints
17 Full face photographic images and any comparable 

images
18 Any other unique identifying number, characteristic, 

or code, except as permitted for re -identifi cation 
purposes provided certain conditions are met. 

In addition to the removal of the above -stated
identifi ers, the covered entity may not have actual 
knowledge that the remaining information could be 
used alone or in combination with any other 
information to identify an individual who is subject of 
the information. 

*45 CFR 164.514(b)(2)

vided or managed by another agency, contractor, 
or other source. Because the Sentinel System is 
being sponsored by FDA and is being established in 
response to FDAAA, the Sentinel System must be 
assessed as part of FDA ’s Certifi cation and 
Accreditation (C &A) process as required by FISMA. 
Due to the nature of the types of data being used 
in Sentinel, there is minimal, if any, risk of security 
breaches resulting in disclosure of PHI. FDA recog-
nizes, however, that attention will need to be paid 
to computer security with respect to the transmis-
sion of queries and results summaries, and FDA 
will require implementation of policies and proce-
dures to ensure computer security at each stage of 
the process. 

Currently  available solutions

FDA uses a number of programs and tools to carry 
out postmarketing surveillance, but efforts focus 
primarily on its spontaneous adverse events report-
ing system, a mostly passive system comprising the 
Adverse Event Reporting System (AERS) (see 
Chapter 10),34 the Vaccine Adverse Event Report-
ing System (VAERS) (see Chapter  26),35 and the 
Manufacturer and User Device Experience 
(MAUDE) Database (see Chapter 27).36 As efforts 
to develop the Sentinel System continue, FDA is 
increasingly looking to learn from the active sur-
veillance programs already in place to help inform 
the development of the Sentinel System. 

The Vaccine Safety Datalink ( VSD)
One initiative that has used active surveillance 
methods to monitor medical product safety is 
the VSD, a collaboration between the CDC ’s
Immunization Safety Offi ce and eight managed 
care organizations (see Chapter 26).14 Since 2006, 
the VSD has conducted rapid -cycle analyses (RCA) 
to monitor for safety signals related to vaccinations 
in near real -time, using automated systems that are 
able to track medical product exposures (specifi -
cally, immunizations) and inpatient, emergency 
department, and outpatient diagnoses for 8.8 
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MMR + V to no preference between MMRV and 
MMR + V. 38 This example demonstrates VSD ’s role 
in active surveillance for signals emerging from 
vaccine development programs. 

Postlicensure Rapid Immunization 
Safety Monitoring ( PRISM)
The goals of the PRISM 29 system are to assess large 
populations for rare events that may occur follow-
ing H1N1 infl uenza vaccination in as near real -time
as possible, including patients who received H1N1 
vaccine from both public and private providers. 
The vaccine exposure and outcome data come 
from large health plans covering approximately 
30 million people, with vaccine exposure data 
from immunization information systems (IIS) in 
eight states covering 17 million people. The system 
includes active surveillance for increased risk of 
key prespecifi ed conditions including the follow-
ing: anaphylaxis and other allergic reactions, ataxia, 
Bell’s palsy and other cranial nerve disorders, 
demyelinating disease, encephalitis, Guillain –
Barré syndrome, myocarditis, neuropathies, pre -
eclampsia, seizures, spontaneous abortion, and 
stillbirth; and a capability to investigate unantici-
pated specifi c concerns that may arise based on 
signals from VAERS or other sources. 

The PRISM system benefi ts from using many 
components of the well -tested VSD system while 
capturing a much larger population than VSD. 
Additionally, PRISM has been designed to link state 
registry exposure data to health -plan data. (The 
novel state registry component of the project 
depends on states being able to capture the majority 
of public setting vaccinees in a timely and complete 
fashion.) Two types of control groups are being used 
in the PRISM system: expected counts based on 
historical rates and unexposed time periods in the 
same persons. Variations of the maxSPRT statistical 
test are being applied to each analysis. 

At a meeting of the National Vaccine Advisory 
Committee, various groups conducting active sur-
veillance on H1N1 infl uenza vaccine presented 
interim fi ndings. 39 For PRISM, among the 30 
million people surveilled by February 20, 2010, 1.9 
million people had received an H1N1 vaccination. 
Using the VSD ’s RCA approach described above, no 

million patients. As described on the VSD Website, 
RCA works in the following way:

Each week, the rate of adverse events that occurs in 
people who have received a particular vaccine are 
compared to the rate of adverse events that occurs in a 
similar group of people who have not received that 
vaccine. If the rate of adverse events among vacci-
nated people is signifi cantly higher than among the 
comparison group, the vaccine may be associated with 
an adverse event. To fi nd out if a vaccine truly increases 
the risk of a particular adverse event, VSD Project sci-
entists conduct a formal epidemiologic study. 

The vaccines that have been studied 
include meningococcal conjugate (MCV4), tetanus –
diphtheria–acellular pertussis (Tdap), measles –
mumps–rubella–varicella (MMRV), rotavirus, 
human papillomavirus, and infl uenza. 37 For each 
vaccine, fi ve to ten outcomes were selected for 
monitoring prior to data collection, based on bio-
logic plausibility and safety concerns that emerged 
during vaccine development programs. Event rates 
following vaccination were compared to event rates 
after historical or concurrent control visits using 
sequential testing methods. 15

Among the 11 positive signals identifi ed through 
the RCA approach in the last 5 years, one signal 
has been considered to represent a true increase in 
vaccine-associated risk. During the measles –
mumps–rubella–varicella (MMRV) vaccine preli-
censure study, there was a signal for fever at 5 –12
days and 0 –42 days postvaccination. Postmar-
keting monitoring by VSD detected an increased 
risk of post -MMRV seizure in 12 - to 23 -month-
old children compared to those receiving MMR 
(measles–mumps–rubella) vaccine. A follow -up
pharmacoepidemiologic study compared the post-
vaccination seizure rate with MMRV to that 
observed with the separately administered measles –
mump–rubella and varicella vaccines (MMR +V);
the seizure rate following MMRV was 9/10 000 as 
compared to a post MMR + V seizure rate of 
4/10000. The adjusted odds ratio was 2.3 (95% CI: 
1.6–3.2). The results of this study led to a policy 
change. When VSD study results were considered 
along with similar results from a Merck postlicen-
sure study, the CDC ’s Advisory Committee on 
Immunization Practices changed its recommenda-
tion from MMRV being the preferred choice over 
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association between NSAIDs and upper GI bleed-
ing, providing confi dence that the data mining 
techniques were effective at detecting a known 
positive association. 42

VSD, PRISM, and EU -ADR have each grappled 
with data infrastructure, methods, and operational 
challenges that will face the eventual Sentinel 
System. FDA is studying these programs closely to 
benefi t from the lessons they have learned along 
the way and apply those learnings to facilitate the 
development of the Sentinel System. 

The future 

The overarching challenge is to ensure that that the 
Sentinel System it is suffi ciently nimble to meet the 
changing needs of a nation in which the health -
care system is rapidly evolving. This means that the 
Sentinel System must be poised to be integrated 
into other national efforts aimed at secondary use 
of health -care data. Within that context, it is impor-
tant to note that these efforts will not ever opti-
mally serve the public until the nation has learned 
how to integrate clinical care with clinical research. 

Certain challenges are paramount and have 
been discussed in detail elsewhere in this chapter. 
Health care is delivered in a myriad of disparate 
settings; we must learn to collect information, 
convert it so that it can be analyzed in a standard-
ized manner, and we must learn how to link data 
while appropriately protecting patient privacy and 
data security. 

Certain product classes have unique problems. 
For example, the absence of unique identifi ers for 
medical devices makes tracking these products par-
ticularly diffi cult. Similarly, for injectable biological 
drugs, the dependence on CPT (Current Procedural 
Terminology) codes can make safety surveillance a 
challenge. These are examples of infrastructure 
problems that the nation must address to better 
protect the public. 

Sentinel is a long -term, complex initiative that 
will, by necessity, be implemented in stages and 
will evolve as capabilities, methods, public aware-
ness, public acceptance, and data standardization 
increase. We must balance eagerness for progress 

signals for the prespecifi ed outcomes had been 
identifi ed. 

Early detection of adverse drug
events by integrative mining of 
clinical records and  biomedical
knowledge ( EU-ADR)
The EU -ADR effort is a European active surveil-
lance initiative, launched in February 2008 and 
funded by the European Commission. 40 The objec-
tive of EU -ADR is to “design, develop and validate 
a computerized system that exploits data from 
EHRs and biomedical databases for the early detec-
tion of adverse drug reactions. ”41 The system links 
a total of 30 million electronic patient records 
from eight databases in four Member States (UK, 
Denmark, Netherlands, and Italy). Data are 
extracted locally on a periodic basis, drugs and 
events are mapped to a common terminology, and 
data are pooled for the purposes of signal genera-
tion and signal validation. 

EU-ADR is using an event -based approach, 
where a set of specifi c events are evaluated for their 
association with all possible drugs. Recognizing that 
a broad data mining effort may create a lot of false -
positive signals, they aimed to identify specifi c 
events that would be important to evaluate as part 
of a pharmacovigilance program. To do this, they 
ranked adverse events by public health importance 
on the following criteria: frequency of the event as 
trigger for drug withdrawal; frequency of the event 
as trigger for a black box warning; leading to emer-
gency department visit or hospital admission; prob-
ability of event to be drug -related; and likelihood 
of death. Based on the ratings, cutaneous bullous 
eruptions, acute renal failure, anaphylactic shock, 
acute myocardial infarction, and rhabdomyolysis 
were ranked at the top of 23 total events, and will 
be the initial focus of EU -ADR’s signal detection 
efforts.41

In an effort to validate data mining techniques 
for signal detection, EU -ADR researchers evaluated 
a known positive association between non -steroidal
anti-infl ammatory drugs (NSAIDs) and upper GI 
bleeding. The relative risks of NSAIDs ranged from 
2.1 to 5.0, consistent with what has been cited in 
the literature. Each database was able to fi nd the 
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must support the health communication tools FDA 
currently uses while promoting the creation of new 
capabilities to reach new audiences in innovative 
ways (see also Chapter 43).

Medical product development and use is a global 
enterprise. Therefore we must effectively partner 
with active surveillance initiatives being developed 
globally. Sharing of epidemiologic and statistical 
methods is certainly a good place to start. Initiatives 
such as EU -ADR and IMI -PROTECT (Innova-
tive Medicines Initiative –Pharmacoepidemiology
Research on Outcomes of Therapeutics by a 
European Consortium) are now adding to the accu-
mulated knowledge on methodologic approaches 
for active surveillance and signal generation. 
Beyond methods development, we must solve how 
data might be shared, particularly for rare out-
comes where data from every available population 
is needed to capture enough cases. FDA has been 
regularly conferring with these international col-
leagues to build these bridges and begin to share 
lessons learned. 

Finally, we must grapple with the critical ques-
tion of how the nation will support such activities. 
We cannot do so until we have clearly delineated 
the roles all stakeholders will play, including regu-
lated industry. 

Sentinel will provide the Agency with important 
new capabilities. And, if implemented thoughtfully, 
the initiative will have a major role to play in 
ensuring that the ehealth revolution fulfi lls its promise 
of addressing the country ’s broad public health 
problems.
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with the very real risks inherent in overreaching 
current capabilities. Moreover, while recognizing 
that FDA cannot and should not attempt to develop 
Sentinel in a vacuum —this is neither wise nor 
feasible—we are mindful, and must frequently 
remind others, that as a regulatory agency with 
statutory mandates, we cannot and will not share 
those responsibilities and decisions. 

As we build the Sentinel System, we must create 
electronic interfaces that can send queries to exist-
ing data sources consistent with appropriate privacy 
guidelines and applicable laws. The ongoing devel-
opment and deployment of health -care system -
based EHRs for clinical encounters, laboratory, and 
other diagnostic data, occurring both in hospital 
and outpatient settings, offer important opportuni-
ties to query a variety of sources quickly. To maxi-
mize the usefulness of active surveillance with 
automated health -care data, methods need to be 
fi ne -tuned to link information about patients 
among data sources. We and others must focus 
resources on ensuring that evaluations are able to 
provide a complete longitudinal profi le of patient 
care, to ensure greater confi dence in safety signals 
identifi ed and refi ned within this system. 

In addition, more attention needs to focus 
on creating and adapting existing statistical and 
epidemiologic methods for use in a distributed sur-
veillance system for a broad spectrum of pharma-
covigilance activities, including signal generation, 
signal refi nement, and signal validation (see 
Chapter 46). As a nation, we must ensure that we 
train the next generation of experts in this and 
related fi elds. 

In the years ahead, we must establish a govern-
ance framework that permits a portion of the 
Sentinel System to rest exclusively under FDA 
control while allowing FDA to partner on those 
aspects—research on methods and IT infrastructure 
—that are most logical and effi cient to be shared as 
a national resource. We must explore the potential 
for the Sentinel System ultimately to support many 
other regulatory activities critical to a modern 
health-care system and to interface with related 
activities, such as comparative effectiveness research 
(see Chapter 32). To the extent possible, Sentinel 
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Introduction 

Pharmacoepidemiologic and pharmaceutical reim-
bursement policy are inextricably intertwined 
(Figure 31.1). Reimbursement policies inevitably 
have an impact on whether drugs will be used in 
a population, and if so under what specifi c cir-
cumstances. This of course infl uences the effects 
that a drug can have on a potential population. 
Reciprocally, pharmacoepidemiologic research can 
have an equally important impact on the decisions 
that are made within the realm of reimbursement 
policy. In this chapter we will focus upon the latter 
infl uence, identifying the role and opportunities 
that pharmacoepidemiologic research can play 
with regards to the actions of reimbursement policy 
decision makers. 

Although there are a wide variety of different 
public and private drug benefi t programs, an element 
common to most is that the decision to reimburse a 
particular drug is usually made after careful consid-
eration of the drug ’s effi cacy (see Chapter  37), safety 
(see Chapter 1), and pharmacoeconomics (see 
Chapter 38). Although the data that are reviewed 
by different drug benefi t programs are similar, if not 
identical, reimbursement decisions may be different 
amongst programs. Discordant reimbursement deci-
sions are simply a refl ection of the application of 
different value systems, and sometimes political 
interferences, in the decision making process. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

The “clinical problems ” referred to in this chapter 
are actually issues that involve the medica-
tion reimbursement decision process. The data 
provided to reimbursement decision makers 
may demonstrate good value based upon a phar-
macoeconomic model or a health economic 
analysis that is embedded within a clinical trial. 
Whether the model or analysis refl ects what will 
actually happen in the real world, if the drug is 
reimbursed and subsequently used in clinical 
practice, is a critical issue. When pharmacoeco-
nomic analyses are conducted using clinical trial 
data they incorporate many assumptions and 
practices (see Chapter 38) that are embedded in 
the clinical trial that do not apply to the real 
world (see Chapter 36). As a consequence, the 
results of an economic analysis will be dramatically 
different depending upon whether it uses clinical 
trial data instead of clinical practice data. Yet it
is the expectation that the pharmacoeconomic 
analyses used in reimbursement decisions will 
refl ect clinical practice even when they have 
relied upon clinical trial data. The following are 
some illustrative examples where the absence 
of popula tion-based drug data would lead to mis-
leading conclusions. 
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tors were introduced into formularies the use of 
PPIs did not decrease. Although the exact reasons 
for the failure to achieve the anticipated cost offset 
are not known, one consideration is that PPIs were 
also being used for gastroesophageal refl ux disease 
(GERD), which would not subside when the NSAID 
was replaced by a selective COX - 2 inhibitor. 

 This example illustrates how randomized clini-
cal trial (RCT) data can fail to predict clinical prac-
tices and behaviors that occur when a drug is 
available in the postmarketing environment. It is 
only with pharmacoepidemiologic data collected in 
the world of usual and customary practice that 
clinical practices and behaviors can be properly 
assessed, and then incorporated into pharmacoeco-
nomic models for advising reimbursement decision 
making.  

  Predicting  w hat the  n ew  d rug 
 w ill  r eplace  w hen  i ntroduced 
into the  m arket, and  h ow  i s  i t 
 g oing to  b e  u sed 
 When a new drug product is introduced into the 
market and is reimbursed as part of a drug benefi t 
plan, it will either replace an existing product(s) 
or become an add - on to current therapeutic prac-
tices. This has important implications for the deter-
mination of the cost - effectiveness of the new 
product. 

 For example, if a new antiplatelet agent that 
inhibits the adenosine diphosphate (ADP) receptor 

  Predicting  p ractices and  b ehaviors 
 In a clinical trial, physician and patient behaviors 
are often dictated by the research protocol whereas 
in clinical practice behaviors are far less constrained 
and are motivated by numerous external infl u-
ences and personal preferences. For example, it is 
well recognized that the administration of a non -
 steroidal anti - infl ammatory drug (NSAID) can 
cause gastrointestinal (GI) ulcer disease in some 
patients. It is also known that the use of proton 
pump inhibitors (PPI) can prevent or help heal 
NSAID - related GI ulcers even while the NSAID is 
continually administered, and that the co -
 administration of a PPI can reduce the risk of recur-
rence in NSAID users.  1   The risk of GI ulcers can 
also be reduced with the use of selective COX - 2 
inhibitors as an alternative to the non - selective 
NSAID.  2   A logical conclusion based on selective 
COX - 2 inhibitor clinical trial data would be to 
assume that NSAID users who are concurrently 
using a PPI would be able to discontinue the PPI if 
they were switched from the non - selective NSAID 
to the selective COX - 2 inhibitor. 

 In a submission to obtain listing in a drug benefi t 
formulary, an economic model was included that 
had been extrapolated from clinical trial data and 
it was proposed that the additional cost of substitut-
ing the less expensive NSAID with the more expen-
sive selective COX - 2 inhibitor would be offset by 
the cost reduction associated with the discontinu-
ation of the PPI therapy. But when COX - 2 inhibi-

     Figure 31.1     Pharmacoepidemiologic 
studies can provide important data 
both before and after the initial deci-
sion of whether a pharmaceutical 
product should be reimbursed by a 
drug benefi t program.  

Pharmacoepidemiology
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Reimbursement
Decision 

Drug Approved
for Market Access
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quences can be used to evaluate budget impact and 
affordability of program following a reimbursement 
decision.

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

The methodologic problems that can be addressed 
by pharmacoepidemiologic research relate to the 
internal validity, precision, and the applicability of 
pharmacoeconomic analyses, the foundation for 
reimbursement decisions. In a pharmacoeconomic 
model, the model operates on a number of assump-
tions that cannot be tested a priori. But following a 
reimbursement decision, those assumptions can be 
tested empirically using pharmacoepidemiologic 
data. The opportunity to test the validity of assump-
tions used in a pharmacoeconomic model has 
allowed drug programs to offer conditional reim-
bursement status, whereby pharmacoepidemio-
logic data is collected after the initial decision, and, 
if the drug ’s use does not unfold as expected, reim-
bursement status can be withdrawn. For instance, 
when the fi rst PPI, omeprazole, was considered for 
reimbursement a pharmacoeconomic analysis had 
predicted, based on clinical trial data, that the dura-
tion of treatment for duodenal and gastric ulcers 
would be 50% of that necessary when an H -2
blocker was used to treat this same conditions. 3 In 
Quebec, the drug was thus conditionally accepted. 
However, when a subsequent drug use study was 
performed by the formulary committee, it demon-
strated that in most cases physicians prescribed 
omeprazole for the same period of time that they 
had been using for H -2 blockers. Furthermore, 
omeprazole was mostly used to treat GERD, and 
the ulcer share of the market was relatively small. 
It was thus obvious that the savings based on 
shorter periods of administration predicted by the 
economic models did not occur in real life. The 
consequence from the pharmacoepidemiologic 
study was that omeprazole was transferred to a 
restricted list which limited its use to ulcers and 
GERD not responding to the usual doses of H -2
blockers.

subtype P2Y 12 is approved for use in the prevention 
of coronary artery thrombosis, the cost -effectiveness
(and value) of the drug will be different if: (i) it is 
used in clinical practice as an alternative to a com-
parably priced and similarly effective ADP inhibitor, 
(ii) it replaces a less expensive antiplatelet drug 
such as acetylsalicylic acid (ASA), or (iii) it is used 
as a second drug (an add -on) with one of the other 
drugs. While the regulatory approved indication 
that is described in the drug product ’s label may 
provide some insight into the potential market 
share of the new drug, the actual use and displace-
ment of other drugs is impossible to predict because 
there are many variables to consider. In addition, 
the infl uence of the marketing efforts by the manu-
facturer, clinical trial publications, and the clinical 
experience that practitioners obtain when prescrib-
ing a new drug will also infl uence drug product 
preferences and subsequent prescribing decisions. 

Pharmacoepidemiologic data, by quantifying 
drug use over time and tracking switching 
patterns (see Chapter 24), can provide a realistic 
assessment of market share and the consequences 
that are relevant to pharmacoeconomic questions 
and reimbursement decision making. The data 
can determine if an economic model that has 
been used to obtain reimbursed market access had 
used the wrong comparator(s) in the analysis 
and led to erroneous inferences regarding value 
and impact. 

Cost impact and affordability 
Drug reimbursement decisions that are based upon 
pharmacoeconomic data should ideally be devoid 
of cost containment and budget impact concerns, 
as the objective of pharmacoeconomic analyses is 
to obtain the best value from resources committed 
towards a program. Nevertheless, sometimes 
reimbursement decisions are constrained by afford-
ability and whether there is suffi cient budget 
available to support the addition of a specifi c thera-
peutic intervention. Under these conditions, it 
may be necessary to evaluate the fi nancial conse-
quences of including a new drug product on the 
list of reimbursable items (i.e., the formulary). 
Pharmacoepidemiologic data pertaining to the 
use of targeted medications and clinical conse-
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are a sample of a much bigger population. Thus the 
economic model must incorporate the idea that the 
benefi t can be as small as 17% or possibly as large 
as 33%. This will result in the ICER that is lacking 
precision. But if a study is conducted amongst all
the patients in a drug benefi t program that have 
used the drug and the 2 -year survival was 23%, 
that is a number that can be used in the pharmac-
oeconomic model without using any confi dence 
interval, and as a result the ICER will be more 
precise.

When pharmacoeconomic models are built, the 
designated outcomes usually are limited to events 
known from clinical trial experiences. Because 
pharmacoepidemiology evaluates drug exposure 
and outcomes in the postmarketing environment, 
an iterative approach to economic analysis can be 
conducted whereby the economic model can be 
refi ned and re -analyzed following input of new 
outcomes (or new rates of known outcomes) 
that are either benefi cial or harmful, which are 
identifi ed from pharmacoepidemiologic data. For 
example, the thiazolidinediones (TZDs) were reim-
bursed on the assumption that improvements in 
glycated hemoglobin (HbA1c) observed in phase III 
trials would translate into a decrease in cardiovas-
cular outcomes. It was also assumed that the only 
adverse effects would be those observed in the 
Phase III trials. Eventually, additional information 
from pharmacoepidemiologic studies demonstrated 
the existence of adverse effects such as cardiovas-
cular events and fractures and that the expected 
benefi ts on prevention of cardiovascular events has 
never been demonstrated. 5,6 This evidence clearly 
demonstrated that the pharmacoeconomic model 
was not pertinent to the real -life use of these drugs. 
It is also possible to test the model using more rel-
evant outcomes than were available from clinical 
trials. For example, if an antidiabetic agent is evalu-
ated in a clinical trial with the HgbA1c being used 
as a surrogate outcome for cardiovascular compli-
cations associated with diabetes, the pharmacoeco-
nomic model is initially limited to using that 
surrogate outcome. However, with the conduct of 
pharmacoepidemiologic studies evaluating cardio-
vascular endpoints, it may be possible to redesign 
the model to directly incorporate the real outcome 
of interest, that is cardiovascular events. 

Drug use studies are not only useful in correct-
ing formulary decisions, but can also be used to 
validate current practices. For example, concerns 
had been expressed that the use of statin therapy 
in Canada was mostly for primary prevention, an 
indication of less certain value when compared to 
the more cost -effective use as secondary preven-
tion of cardiovascular outcomes. A drug use study 
was conducted and demonstrated that over 50% of 
statin use was either for secondary prevention or 
in patients with diabetes. Further, even the major-
ity of primary prevention patients were at the level 
of moderate risk for a cardiovascular event due to 
concomitant cardiovascular risk factors. 4 This reaf-
fi rmed the acceptable value of statin reimburse-
ment and resulted in no formulary changes or 
restrictions.

The results of a pharmacoeconomic study are 
presented as an incremental cost effectiveness ratio 
(ICER) in units such as cost per QALY (quality 
adjusted life year) or cost per clinical outcome 
avoided (see Chapter 38). Because there are two 
independent variables in the ICER (cost and health 
outcome) the traditional measure of precision, the 
95% confi dence interval, does not work particu-
larly well in this circumstance. The “interval” is a 
two dimensional ellipse that in the vast majority of 
analyses will include both types of dominant out-
comes, that is cost saving with better outcomes and 
greater cost with worse outcomes. Thus, it will 
frequently appear that the analysis offers no guid-
ance to the reimbursement decision maker since it 
cannot distinguish whether the new intervention/ 
therapy is highly desirable or should defi nitely be 
avoided. Inserting real clinical (exposure and 
outcome) data into the model can provide an 
empirical estimate of the cost effectiveness that 
simple statistical analyses cannot do. This is because 
empirical data have no imprecision, that is no con-
fi dence interval. The data simply refl ect what has 
happened in the population of interest (rather than 
an estimate from a sample of the population). 

To illustrate, imagine a pharmacoeconomic 
model that used clinical trial data showing that 
2-year survival with a new oncology drug was 
25%, with a 95% confi dence interval of 17 to 33%. 
The latter refl ects the limits of precision for the 
results based on the concept that the study subjects 
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the international generalizability of economic anal-
yses. When an economic model is constructed for 
use in one country, applying it to the reimburse-
ment decisions in another country is more compli-
cated than simply a conversion of currency and the 
determination of the applicable local costs. Practice 
patterns are different in different jurisdictions and 
how the resources are used in response to specifi c 
events can strongly infl uence the results of an eco-
nomic model. For example, in the management of 
acute coronary syndrome, the threshold for con-
ducting an angiogram or angioplasty procedure can 
be different among countries. In addition to having 
a potential impact on clinical outcomes, this would 
also have a cost impact when making a comparison 
between two treatments that might have a differ-
ential effect on the development of acute coronary 
syndrome symptoms. Preventing new symptoms 
would result in greater cost savings in a jurisdiction 
where the response to new symptoms would have 
ordinarily generated a greater use of resources. 
Therefore, in circumstances where international 
data have not been collected, before applying an 
pharmacoeconomic model from one country to 
another it would be desirable to at least conduct a 
pharmacoepidemiologic study in the new country 
to determine the nature and scope of applicable 
clinical practice behaviors and the use of resources. 

Currently  available solutions

Drug benefi t programs in many countries (whether 
they be private or government -run programs) 
require pharmacoeconomic analyses to guide reim-
bursement status of newly available drugs. In these 
same jurisdictions, large administrative databases 
exist whereby drug use studies and drug -
consequence studies can be conducted in a real 
world setting (see Part IIIB). To conduct these 
studies the data must fi rst be anonymized to protect 
patient confi dentiality (see Chapter  35). There 
must be suffi cient computing resources to handle 
extremely large data sets, and there is a need for 
skilled human resources to clean up the data as the 
data would have been originally collected for 
payment purposes, and not designed for use in 
research. In the US there are many private insurers 

Pharmacoeconomic analyses that rely upon 
clinical trial data are often restricted to inadequately 
short durations of exposure and the lack of long -
term outcomes. Further, models will often extrapo-
late from 1 - or 2 -year data (from a clinical trial) 
into a model that projects out for 5 or 10 years, or 
even longer. The validity of employing that type of 
extrapolation remains to be scientifi cally demon-
strated. Sometimes even within 6 or 12 months the 
effects of a chronic therapy can change, and unless 
a study is conducted for a longer period of time the 
trial results will mislead the pharmacoeconomic 
analysis. For example, when a pharmacoeconomic 
model pertaining to the use of etanercept in the 
treatment of rheumatoid arthritis was conducted 
by extrapolating from 6 months of clinical trial data 
the results were much more optimistic from a cost -
effectiveness perspective than when the analysis 
was conducted using pharmacoepidemiologic data 
collected during a 1 -year cohort study. 7

Pharmacoepidemiology can also be used to dem-
onstrate the unintended and potentially harmful 
consequences of restricting access to a new drug. In 
Quebec, clopidogrel was initially restricted to 
patients who had received a coronary stent. Upon 
discharge from the hospital the attending physician 
had to fi ll in and send to the drug plan a specifi c 
form in order to obtain reimbursement for clopi-
dogrel as an outpatient. The problem was that the 
attending physician who discharged the patient 
from the hospital was often not an interventional 
cardiologist who inserted the stent and was not 
aware of the existence of this form. Because of con-
cerns that this bureaucratic hurdle might result in 
some patients not continuing on clopidogrel as out-
patients, a pharmacoepidemiologic study was done 
on the RAMQ (R égie de l ’assurance maladie du 
Québec) databases. The assessment showed that an 
unacceptably large number of patients (20%) were 
either not continuing on clopidogrel after discharge 
or were delayed in receiving the drug, putting them 
at risk for incremental morbidity and mortality. 8

When the drug plan simplifi ed the requirements for 
clopidogrel reimbursement, the percentage of 
stented patients who did not receive clopidogrel 
after discharge decreased to less than 2%. 

Another pharmacoeconomic issue that would 
benefi t from pharmacoepidemiologic data involves 
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until further population -based studies, which 
ideally should be fi nanced by the manufacturer of 
the drug, demonstrate what the drug ’s use would 
be like in the real world. 
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and HMOs with suitable data for conducting analy-
ses (see Chapters 12 and  13). In addition, Medicaid 
data in the US can also be used to enhance phar-
macoeconomic information (see Chapter 14). In 
Canada, many provinces (which act like large 
HMOs) have drug claim databases that researchers 
can access and there is also access to private drug 
plan data, although the latter cannot be readily 
linked to clinical outcomes (see Chapter 17). In 
Europe, many countries have administrative drug 
data sets that can help guide regulatory authorities 
that have pharmacoeconomic interest (e.g., NICE, 
see Chapter 18).

In addition to administrative drug benefi t data-
bases there are other means to evaluate drug use 
and consequences in the postmarketing environ-
ment. For example, the Pharmacy Medication 
Monitoring Program in Canada identifi es patients 
fi lling a targeted drug (or drug class) in a commu-
nity pharmacy and conducts standardized tele-
phone interviews with these patients. 9 The program 
can also send a fax -back questionnaire to their pre-
scribing physician. The data collected provides 
information regarding how a drug is used in a 
community-based environment. With the increas-
ing adoption of computerized health records in 
clinical practice the aggregation of records through 
primary care networks also offers a method for 
evaluating the validity and applicability of pharma-
coeconomic models (see Chapters 15 and  30).

The future 

There are essentially two key questions when 
making a reimbursement decision: “How is this 
drug going to be used? ” and  “What (if anything) is 
this drug going to replace? ” It is not possible to 
answer these questions on the basis of Phase III 
trials, especially ones involving a placebo compara-
tor. Furthermore, despite the best efforts at mod-
eling pharmacoeconomic analyses (see Chapter 
38), without correct inputs one cannot predict 
what value will be attained in a postmarketing 
world. In our view, the best solution for drug reim-
bursement policy is conditional formulary accept-
ance. This means that the drug would be reimbursed 
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Introduction 

The history of comparative
effectiveness  research in the  US
The desire to increase the use of scientifi c evidence 
to inform clinical decisions has been longstanding. 
Efforts to make clinical care more rational have 
been characterized at different times by labels such 
as outcomes research, effectiveness research, evidence-
 based research, health technology assessment, and, most 
recently,  comparative effectiveness research (CER). 1 To 
combat the perception that the main agenda behind 
the push for comparative effectiveness research is 
to drive down the cost of health care, at least one 
government agency has begun re -branding CER as 
patient - centered health research.2 As intended by its 
proponents, the primary purpose of CER is not for 
making reimbursement decisions (i.e., determining 
coverage by public and private payers), nor for 
decisions on which drugs to include or exclude 
from hospital formularies, nor for infl uencing prac-
tice (clinical) guidelines, nor for infl uencing other 
policy initiatives. While results from CER may be 
useful for any of these areas, 3 the major objective 
of CER is to provide scientifi c information to 
patients and clinicians to assist in health -care
decisions. In this chapter, we will continue to use 
the more commonly accepted term at the time of 
this book ’s publication, comparative effectiveness 
research (CER). 

Earlier government initiatives for effectiveness 
research in the US were attempted fi rst by the 
Congressional Offi ce of Technology Assessment 
(established in 1972), then by the National Center 
for HealthCare Technology (1978 –1982), and then 
by the Agency for Health Care Policy and Research 
(established in 1989 and later renamed the Agency 
for Healthcare Research and Quality —AHRQ).4 The 
stated objectives of these initiatives were to provide 
information through studies of patterns of care, to 
identify optimal treatments, and to achieve eco-
nomic savings. 5,6

The next signifi cant political development was 
the Medicare Prescription Drug, Improvement, and 
Modernization Act (MMA) of 2003. MMA author-
ized AHRQ to support research in the form of 
systematic reviews and syntheses of the scientifi c 
literature, with focus on “outcomes, comparative 
clinical effectiveness, and appropriateness of health 
care items such as pharmaceuticals and health 
care services, including prescription drugs ” and 
including the manner in which they are organized, 
managed, and delivered. 7 This legislation also 
provided substantial funding to support this 
effort.5 Similar independent initiatives were taking 
place in the Department of Veterans Affairs (VA) 
and in the Centers for Medicare and Medicaid 
Services (CMS), each of which developed internal 
programs of comparative effectiveness research 
over this period. 5
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legislation was proposed (S.1213) to create a Patient 
Centered Outcomes Research Institute (PCORI) 
for the purpose of establishing and implement-
ing a national agenda for comparative effective -
ness research projects. It was envisioned to be a 
private, non -profi t corporation, funded by public 
and private sources through a Patient -Centered
Outcomes Research Trust Fund. PCORI, discussed 
more below, is expected to have a budget after its 
start-up period of over $500 million/year. 

History of comparative effectiveness 
research  outside the US
CER has also been adopted formally by the govern-
ments of other countries, primarily in Europe. 5 The 
National Institute for Health and Clinical Excellence 
(NICE) in the United Kingdom (UK), created in 
1999, represents one model for using CER to 
inform policy research and practice. 14 To help 
reduce variation in clinical practice and to stand-
ardize the quality of care, the primary mandate for 
NICE has been to evaluate health technology, sur-
gical and diagnostic procedures, and public health 
interventions for disease prevention, and to develop 
evidence-based clinical guidelines for these. 14 Other 
NICE mandates are to identify gaps in knowledge, 
recommend priorities for research, and help accel-
erate access to promising new technologies. To 
improve effi ciency, NICE ’s mandate was recently 
expanded to include data collection and evaluation 
of the comparative effectiveness of diagnostics and 
medical devices, including cost effectiveness. 14 For 
its evaluations, NICE ’s advisory committees use 
objective evidence provided by academic institu-
tions in the UK under contract with NICE to 
perform evidence syntheses and to conduct small -
scale studies entailing primary data collection. 14

NICE has provided a substantial number of 
evidence-based guidelines for clinical practice, 5,15

though not without controversy and challenge. 16

Despite the criticism, NICE has wide -ranging infl u-
ence over provider payment levels, development of 
clinical guidelines for clinical practice, and develop-
ment of criteria for provider quality assessment and 
accreditation.14 The explicit use of cost -effectiveness
data to evaluate and choose among medical inter-
ventions is viewed in the UK “as a tool to ensure 

Concurrent with these government efforts, 
the private sector also initiated evidence -based
medicine projects (e.g., Blue Cross/Blue Shield 
Technology Evaluation Center; Emergency Care 
Research Institute; Hayes, Inc.; and others). 8,9 CER 
publications have been increasing since at least the 
early 1980s. 10

The latest impetus for this effort came from the 
American Recovery and Reinvestment Act (ARRA 
Stimulus) of 2009, with an appropriation of $1.1 
billion “to study the comparative effectiveness of 
healthcare treatments ”.11 This funding was to be 
distributed by the AHRQ ($300 million), by the 
National Institutes of Health (NIH) ($400 million), 
and by the Offi ce of the Secretary of Health and 
Human Services ($400 million). 

To advance this effort, Congress created the 
Federal Coordinating Council for Comparative 
Effectiveness Research to coordinate CER across 
the Federal government. The 15 members on the 
Council were selected from a spectrum of federal 
agencies: Agency for Healthcare Research and 
Quality (AHRQ); Centers for Disease Control 
and Prevention (CDC), Offi ce of Strategy and 
Innovation; Centers for Medicare and Medicaid 
Services (CMS), Center for Medicare Management; 
Department of Defense, Offi ce of the Assistant 
Secretary of Defense for Health Affairs; Food and 
Drug Administration (FDA); Health Resources 
and Services Administration (HRSA), HIV/AIDS 
Bureau; Mental Health Services Administration 
(SAMHSA), Offi ce of Applied Studies in the 
Substance Abuse; Offi ce on Disability/ Offi ce of the 
Secretary at HSS; Offi ce of Health IT Adoption 
Offi ce of the National Coordinator; Offi ce of the 
Assistant Secretary for Planning and Evaluation in 
HHS; Offi ce of Management and Budget; Offi ce of 
Minority Health; National Heart, Lung, and Blood 
Institute at the National Institutes of Health; and 
Veterans Administration. 12 In addition, Congress 
directed the Institute of Medicine (IOM) to formu-
late national priorities for CER in order to guide the 
allocation of research funds productively. 13 On 
June 30, 2009, both the Federal Coordinating 
Council and the IOM committee released their 
reports, providing a working defi nition of CER and 
a list of 100 research priorities. 13 Also in June 2009, 
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treatment, or the most widely used, or routine 
treatment as comparators. The Dutch CHF uses 
routine treatment as comparator. 17

Another fi ve -country comparison by Levy 
et al.,21 which also included Canada and Australia 
(the Pharmaceutical Benefi ts Advisory Committee, 
or PBAS, established in 1987 22), noted that in each 
of the countries surveyed, the health technology 
evaluation committees (conceptually comparable 
to CER) retain their independence regarding deci-
sions about which technologies get included in the 
formulary despite receiving government funding. 
Members of these committees are primarily health 
professionals, with only Canada, Australia, and 
Scotland including also public representatives, and 
only Scotland permitting industry representation as 
well.21 Other features common to the CER entities 
in these countries include a process that is: respon-
sive (i.e., transparent, fair, and with reasonable 
turn-around time); a structure favoring separate 
entities handling the evaluation of drugs and of 
medical technologies; and evaluations that ulti-
mately are linked to reimbursement decisions. 21 In 
all the countries surveyed by these studies, 14,18,21

the CER entities explicitly favor comparative evi-
dence obtained from randomized clinical trials. 

Examples of the contributions of some of these 
CER entities include IQWiG ’s assessment that 
insulin analogues (or insulin receptor ligands) such 
as NPH insulin, lispro insulin, aspart insulin, and 
glulisine insulin were not superior to human 
insulin for the treatment of type 1 diabetes; 23 the 
NICE clinical practice guidelines for post -myocardial
infarction prophylaxis 24 and for type 1 diabetes; 25

the HAS guidelines for the management of vitamin 
K antagonist treatment in different at -risk situa-
tions;26 and various methodologic papers addressed 
by these CER entities. 27,28

While the use of CER by government agencies 
has been well established for a longer period outside 
the US, much of the recent activity is within the 
US, and that will be the focus of this chapter. 

Defi nition of  effectiveness 
As discussed in Chapter 37, a study of drug effi cacy
investigates whether a drug has the ability to bring 
about the intended effect. In other words, in an 

fair shares for all in a resource -limited system, ”
according to Chalkidou and Walley. 14

A six -country comparison by Sorenson 17 and a 
similar three -country comparison by Evans 18 illus-
trate the considerable efforts extended by European 
governments to incorporating CER into health 
policy decisions and the different approaches used 
for organizing these efforts. In France (the National 
Authority for Health –Haute Authorit é de Sant é or 
HAS, established in 2004 19), in Germany (the 
Institute for Quality and Effi ciency in Healthcare –
Institut f ür Qualit ät und Wirtschaftlichkeit im 
Gesundheitswesen or IQWiG, established in 
200420), and in the Netherlands (Commissie 
Farmaceutische Hulp –CHF, which is the Committee 
for Pharmaceutical Aid), the entities responsible for 
CER act in an advisory role to the government, 
making recommendations on reimbursements 
and pricing. This is in contrast to the UK (NICE), 
Denmark (Reimbursement Committee of the 
Danish Medicines Agency or DKMA), and Sweden 
(Dental and Pharmaceutical Benefi ts Board or 
TLV), where the CER entities have regulatory 
authority and are directly responsible for prioritiz-
ing reimbursements for drug and devices. 17,18 Cost -
effectiveness data are formally incorporated in 
evaluations and recommendations about coverage 
and pricing by most CER entities (UK, Germany, 
the Netherlands, Sweden). 17 As also characterized 
by Sorenson, countries differ on the degree to 
which they “produce” CER, that is conduct evi-
dence synthesis, systematic reviews, and clinical 
and economic studies (in the UK, Germany, 
Sweden) or “use” existing CER, relying principally 
on evidence submitted by the manufacturers (in 
Denmark, France, the Netherlands). 17 In all coun-
tries, the requirement for data on comparators is 
spelled out and is very specifi cally defi ned. 17 Thus, 
the UK NICE uses current best alternative or 
routine treatment as comparator. The French HAS 
requires three comparators from the same thera-
peutic group: most frequently used; cheapest; and 
most recently added to the positive list. The Swedish 
TLV also requires three comparators from the same 
therapeutic group but different ones: routine treat-
ment, non -medical intervention, and no treatment. 
The German IQWiG uses either the most effective 
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question), (ii) evidence generation (creating new 
data addressing a question), and (iii) evidence dis-
semination (distributing the available data, with 
the goal of modifying patient care). Its key ele-
ments include the study of effectiveness, rather 
than effi cacy, and that it compares among alterna-
tive strategies. 

Another key element invoked by the recent US 
CER initiative is that of inclusiveness of participants 
in the process. As conceived in the IOM ’s recom-
mendations for “a robust national CER enter-
prise,”30 this should involve a continuous process 
that considers and prioritizes topics for CER research 
and funding to address current knowledge gaps 
about diseases and conditions, and a process that 
continuously includes the participation by caregiv-
ers, patients, and consumers to provide input 
regarding issues of public concern. 30 According to 
Slutsky et al.,32 priorities for CER research must be 
based on input from all stakeholders in health care; 
research and synthesis must apply to a wide range 
of health -care services; and the results must be 
made accessible to multiple audiences. However, 
most other countries have excluded the vendors of 
the technologies being evaluated from the CER 
process, to avoid commercial bias. 

To date, most CER has dealt with the effects of 
medications, which is one reason why the fi eld is 
of great interest to pharmacoepidemiologists. 
However, the full scope of CER is much broader. It 
addresses the continuum of medical interventions, 
including drugs, biologics, devices, medical proce-
dures, technologies, prevention strategies, behavio-
ral changes, talk therapies, diagnostics, and 
health-delivery systems. 30,33 It encompasses benefi -
cial and adverse outcomes as well as economic 
implications. It focuses attention not only on 
knowledge creation but also on strategies for imple-
mentation (e.g., clinical decision support, see 
Chapter 25). It urges the use of new data, new 
analyses of existing data, and systematic reviews of 
research reports (published or unpublished). 34 It 
also, as characterized by Lauer, 13 needs to rely on 
a large number of different research designs; should 
include very large sample sizes; should utilize an 
array of technologies that enable quality and effi -
cient health -care delivery; and should account for 

ideal world, with perfect adherence, no interac-
tions with other drugs or other diseases, etc., could
the drug achieve its intended effects? In contrast, a 
study of drug effectiveness investigates whether, in 
the real world, a drug in fact achieves its desired 
effect. For example, a drug given in experimental 
conditions might be able to lower blood pressure, 
but if it causes such severe sedation that patients 
refuse to ingest it, it will not be effective. Thus, an 
effi cacious drug may lack effectiveness. 

Defi nitions of  comparative
effectiveness  research 
The US Congressional Budget Offi ce report of 
December 2007 defi ned CER as:  “a rigorous evalu-
ation of the impact of different options that are 
available for treating a given medical condition for 
a particular set of patients. Such a study may 
compare similar treatments, such as competing 
drugs, or it may analyze very different approaches, 
such as surgery and drug therapy ”.29

The IOM report later defi ned comparative effec-
tiveness research as “The generation and synthesis 
of evidence that compares the benefi ts and harms 
of alternative methods to prevent, diagnose, treat, 
and monitor a clinical condition or to improve the 
delivery of care. The purpose of CER is to assist 
patients, clinicians, purchasers, policy makers, and 
the public to make informed decisions that will 
improve health care at both the individual and 
population levels ”.30

The report of the US Federal Coordinating 
Council, described above, proposed a similar defi ni-
tion: “CER is the conduct and synthesis of research 
comparing the benefi ts and harms of different 
interventions and strategies to prevent, diagnose, 
treat and monitor health conditions in ‘real world ’
settings. The purpose of this research is to improve 
health outcomes by developing and disseminating 
evidence-based information to patients, clinicians, 
and other decision -makers, responding to their 
expressed needs, about which interventions are 
most effective for which patients under specifi c 
circumstances”.31

By these defi nitions, CER includes three key 
elements: (i) evidence synthesis (identifying and 
summarizing already extant data addressing a 
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stances of best use, ”4 and  “less than half of all 
medical care is based on or supported by adequate 
evidence about its effectiveness. ”38 In addition, 
wide variation in practice 39–43 as well as geographic 
variations in utilization of certain treatments and 
procedures44–49 would appear to suggest a lack of 
“suffi cient evidence to determine which approach 
is most appropriate. ”38

The major gaps in the current knowledge base 
about treatment interventions, according to 
Slutsky, 32 are: lack of information about how a 
treatment works in actual clinical practice, in con-
trast with how it works in the contrived settings of 
clinical trials; lack of information about the com-
parative effectiveness of treatment options; and 
lack of information about how variation in patient 
characteristics affects treatment effectiveness. The 
disparities in utilization (which could be due to 
under -utilization, over -utilization, or both) of 
various treatments, observed among hospitals, pro-
viders, and geographic locations, may be attributed 
partly to these knowledge gaps, which limit the 
ability of providers and patients to make informed 
choices among alternative treatment options. 32 This 
can lead to treatment decisions that are not effec-
tive for particular patients in particular circum-
stances, therefore limiting therapeutic effectiveness 
and driving up the costs of health care because they 
are ineffi cient. 

As envisioned in the IOM ’s report, 30 CER inves-
tigations will aim to redress these information gaps, 
while including all relevant stakeholders and deci-
sion makers. However, the inclusion of all relevant 
stakeholders and decision makers in the process of 
priority setting, study design, and implementation 
of results, as advocated by both the IOM 30 and the 
Federal Coordinating Council for CER, 31 may be 
over -simplistic and possibly counterproductive. 
The involvement of participants from such range of 
backgrounds, orientations, and value judgments 
may create a cumbersome process, bogged by con-
fl ict, and likely to prolong the discovery process 
and introduce commercial bias. How these confl ict-
ing goals, inclusiveness versus expediting unbiased 
results, will be reconciled remains to be resolved. 

As envisioned in the IOM ’s report, 30 CER 
investigations will “compare at least two viable 

the wide range of infrastructures of integrated 
health-care systems. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

In the context of pharmacoepidemiology, CER 
completes the path that starts with bench research 
(characterized by preclinical research to qualify for 
Phase I regulatory approval), then progresses to 
bedside research (characterized by proof of concept 
and effi cacy research to qualify for Phase II regula-
tory approval), and ends with population research 
(characterized by clinical effi cacy to qualify for 
Phase III regulatory approval) and then with 
research on the effect of policies (characterized by 
postmarketing surveillance and pharmacoeconom-
ics research). CER is in one sense narrower than 
pharmacoepidemiology because it places emphasis 
on “head-to-head” comparisons of the safety and 
benefi ts of treatments and diagnostic strategies, to 
identify “best-in-class” treatments, in the real 
world,5 whereas pharmacoepidemiology often 
compares users to non -users. On the other hand, 
CER extends beyond pharmacoepidemiology 
because it can include non -drug interventions, 
comparing not only similar treatments but also dif-
ferent diagnostic tests, care delivery systems, etc. 

The goals of CER are therefore: (i) to inform 
decisions among alternative clinical options, (ii) to 
put new technology into proper perspective versus 
older technology, (iii) to increase use of more effec-
tive clinical options and decrease use of less effec-
tive treatments, 1,34–36 and (iv) to identify subgroups 
of patients more likely to respond to some treat-
ments than others. 37 A consequence of achieving 
these goals could also be a reduction in health -care
costs through avoidance of treatments that do not 
work or are less effective than alternatives. 

The importance of CER is highlighted by current 
defi ciencies in health care. According to a 2007 
IOM report, 38 “the rate with which new interven-
tions are introduced into the medical marketplace 
is currently outpacing the rate at which informa-
tion is generated on their effectiveness and circum-
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and for the synthesis of analytic fi ndings by means 
of formal statistical analysis, to provide an overall 
measure of effect as a summary of those fi ndings, 
when appropriate 51,52 (see also Chapter  40). A 
primary advantage of combining results is the 
increased precision of estimates and increased sta-
tistical power to detect signifi cant effects of treat-
ments, by virtue of the large number of patients 
pooled across studies. The advantage of large 
numbers from studies based on multiple popula-
tion groups also makes possible the detection of 
effects in subgroups of patients. Meta -analysis also 
considers variation in study design, study settings, 
and methods of analysis, which can help explain 
sources of variation among study fi ndings and 
some contradictory conclusions in the literature. To 
be most useful, meta -analyses should include a 
broad range of data sources, including any valid 
unpublished data. 53 Also, some feel that systems for 
evidence rating will need to be developed to cover 
multiple domains, such as risk of bias, consistency, 
directness, and precision, dose –response associa-
tion, presence of confounders that would diminish 
an observed effect, strength of association, and 
publication bias. 54

However, the strengths of meta -analyses are 
mitigated by their own methodologic problems. 
Simmonds et al.55 identifi ed several sources of disa-
greement among experts that can affect the 
summary fi ndings of meta -analyses: which studies 
to include or exclude from a meta -analysis, which 
outcome end -points to consider, and how to pool 
studies that differ in design and method. In addi-
tion, any limitations of the original studies will 
obviously infl uence conclusions from the analysis 
of the pooled studies. Consequently, some have 
argued that the outputs of meta -analyses may not 
provide greater insights than the results of indi-
vidual studies. 55

In addition, meta -analyses commonly combine 
the summary statistics from individual studies, 
whereas stronger results could be produced by 
obtaining and aggregating individual patient data 
from the separate studies analyzed. 55–57 However, 
issues of access, privacy, and ownership of original 
data make it diffi cult for investigators to obtain 
individual-level data. Another limitation is that 

alternative interventions, each with the potential 
to be ‘best practice ’ ”, and will consider how inter-
ventions are implemented in usual practice, which 
includes co -interventions and practice preferences. 
However, as noted in the report, 30 in the clinical 
context there may be situations where “watchful
waiting” is a reasonable strategy. 

As also envisioned in the IOM ’s report, 30 CER 
investigations will measure benefi ts and harms that 
are important to patients and will produce “results
at the population and subgroup levels, and clinical 
prediction rules to identify patients likely to benefi t 
from an intervention. ” Traditional effi cacy studies 
typically report average effects, disregarding vari-
ability in patient responses. However, providers 
must make decisions about treatment choices for 
patients whose profi les are not comparable to the 
average of study participants in the effi cacy trials. 
An important goal for CER is to explore heteroge-
neity, looking for subgroups of patients who benefi t 
more (or less) from a given intervention. CER 
should be used to explore patient variability, and 
with advances in molecular genetics, this may 
become increasingly possible. 30 Developments in 
molecular biology and genomics will increasingly 
make it possible to determine genetic variation in 
individual responses to different treatment inter-
ventions, with the goal of individualized and pre-
dictive medicine 30 (see Chapter  34).

To increase generalizability, CER should include 
data from patients and physicians from a wide 
range of care settings. Traditional clinical trials are 
typically conducted by investigators affi liated with 
tertiary care hospitals. The vision for CER is that it 
will provide opportunities for community hospitals 
and practices to become involved. 50

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

Issues for evidence synthesis
The synthesis of new and existing information fea-
tures prominently in defi nitions of CER. Meta -
analysis specifi es an approach for performing 
structured, systematic reviews of published data 
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ferences, and this in turn will require larger sample 
sizes. Here, too, non -experimental study designs 
can be logistically more feasible. 

Non-randomized study designs, and the meth-
odologic issues they raise, 66 are discussed in detail 
in much of the rest of this book, and so will be 
discussed only briefl y here. Indeed, most CER 
studies to date have used the same data resources 
described in Section III of this book. As noted by 
the IOM report, 30 CER studies should rely on mul-
tiple types of data sources, including primary data 
sources (medical and pharmacy records, electronic 
medical records, and de novo data generated through 
clinical trials or observational studies) and second-
ary data sources (administrative claims and clinical 
registries). Using linked multiple data sources can 
provide still more powerful tools, enriching the 
data and enlarging the samples for study. However, 
the challenge to linking data from multiple sources 
is the need for standardized code language and 
format to permit identical computerized queries to 
be submitted and executed across data resources 
and standardized format for returning responses 
from different databases. 67 To be able to access the 
data and to be able to interpret the analytic fi ndings 
from the data correctly, familiarity with the logical 
organization and content of disparate databases is 
required, including features or quirks in the data 
that are unique to each database. There are also 
logistical problems in accessing these data sources, 
including issues of ownership of data, diffi culty in 
obtaining institutional review board approval, 
infrastructure, governance, data security, and 
privacy, 67 and see also Chapter  18.

Non-randomized CER studies of intended 
effects, however, are more susceptible to confound-
ing by indication than non -randomized studies of 
unintended effects. As discussed in much more 
detail in Chapter 37, studies of intended drug 
effects present a special methodologic problem of 
confounding by the indication for therapy. In these 
situations, the risk factor under study is the drug 
being evaluated and the outcome variable under 
study is the clinical condition that the drug is sup-
posed to change (cure, ameliorate, or prevent). In 
clinical practice, if one assumes prescribers are 
rational, one would expect treated patients to differ 

reviewers of the same studies may reach different 
conclusions, because of varying expertise in the 
topic of the review or in the technical skill of 
performing meta -analyses,58 or because of differ-
ences in values and orientations held by different 
investigators.

The AHRQ and IOM published recommended 
standards for performing and reporting systematic 
reviews.59,60

The expertise and the effort required to perform 
a well -conceived and credible meta -analysis are not 
trivial. Yet, the conclusions obtained by a rigorous 
meta-analysis cannot be deemed to provide a 
lasting answer to a clinical question because 
new information may continuously become avail-
able. Therefore, the meta -analysis will require 
regular updates to keep it relevant for clinical 
guidelines.61

The value of meta -analyses may also be seri-
ously limited by publication bias. Publication bias 
can take several forms. 62 Studies with statistically 
non-signifi cant or negative results are less likely to 
be published. Studies with statistically signifi cant 
results and with stronger treatment effects tend to 
be published with less delay than studies with 
non-signifi cant results. In addition, some areas of 
research, such as complementary and alternative 
medicine, are less likely to be published. Obviously, 
the summary conclusions from pooled published 
results tend to be biased because of this preferential 
selectivity. 62

A study by Kirtane et al.63 provides an example 
of a comprehensive meta -analysis that included 
both randomized clinical trials and observational 
studies, but analyzed them separately because of 
the differences in these types of study designs. 

Issues for evidence generation
Non-experimental studies
To date, most CER studies have been conducted 
using non -experimental study designs. Indeed, 
since CER seeks to study the effects of interventions 
in the real world, non -experimental approaches 
can be uniquely useful. 64,65 Further, since one is 
comparing the effects of different interventions, 
rather than comparing an intervention to an unex-
posed group, one is looking to detect smaller dif-
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important is often not possible. 69 Approaches like 
instrumental variables are promising alternatives. 
However, fi nding valid instruments in pharma-
coepidemiology is extremely diffi cult —some would 
say impossible. 70 Much more work is needed in 
these areas, to advance the fi eld of CER. 

Standards for performing and reporting obser-
vational studies were provided by several profes-
sional associations. 71–73

Experimental studies
For the reasons described above, the use of clinical 
trial designs will always be of paramount impor-
tance for generating new evidence on CER. 
However, CER will focus on using clinical trial 
designs that are fl exible, adaptive, pragmatic, prac-
tical, effi cient (all the different terms used to refer 
to this new design), in contrast to the traditional 
randomized, blinded, placebo -controlled clinical 
trials74–77 (see also Chapter  36 for a discussion of 
large simple trials). 

Traditional clinical trials are typically inadequate 
to address comparative effectiveness. 78 The major 
limitation of traditional randomized clinical trials is 
their rigid design specifi cations and protocols. 
These include eligibility criteria that exclude 
patients with co -morbid conditions, pregnant 
women, or ethnic minorities; specifi cation of only 
a few study outcomes, and mostly short -term out-
comes; and artifi cial study settings that do not 
resemble clinical practice in the “real world ” and 
do not resemble patient adherence with recom-
mended therapy regimen in the “real world ”.
Traditional clinical trials are also complex and time -
consuming, and thus not feasible for comparing 
interventions as evidence accumulates over longer 
periods of time about the natural history of the 
medical conditions and the treatments studied. 78 In 
contrast, pragmatic clinical trials include patients 
with co -morbid conditions and from diverse demo-
graphic backgrounds, providers from community 
settings instead of only tertiary settings, compara-
tor treatments that are in use in clinical practice 
(rather than placebo controls), variations in the 
treatment as patients respond differently, and out-
comes that matter to patients and clinicians rather 
than investigators and drug companies. 74,77,78

from untreated patients, as the former have an 
indication for the treatment. To the extent that the 
indication is related to the outcome variable as 
well, the indication can function as a confounding 
variable.

Confounding by the indication for the treatment 
is less of a problem when a study is focusing on 
unintended drug effects, or side effects, whether 
they are harmful or benefi cial. In this situation, the 
indication for treatment is less likely to be related 
to the outcome variable under study. However, this 
may not be the case for studies of intended benefi -
cial effects, which includes many CER studies. In 
these studies, one would expect the indication to 
be more closely related to the outcome variable. 

Confounding by the indication for the treatment 
also may seem less of a problem when doing com-
parisons among alternative treatments, since both 
study groups have the indication for treatment. 
However, this is not to say that non -randomized
studies comparing therapeutic alternatives are nec-
essarily free from confounding by indication. The 
true indication for a treatment is much more subtle 
than simply the regulator -approved indication. For 
example, people prescribed a calcium channel 
blocker as initial treatment for their hypertension 
are likely to be different from those prescribed a 
diuretic, with the former being more likely to have 
pre-existing angina and less likely to have diabetes. 
Unless choice between the alternatives is effectively 
random, confounding by indication remains an 
issue in comparative studies. Indeed, given one is 
looking to detect differences that are likely to be 
smaller (compared to studies comparing exposed 
subjects to unexposed subjects), subtle confound-
ing by indication can be even more problematic. 

Considerable effort has been undertaken to 
develop more effective methods for controlling 
confounding, for example propensity scores, instru-
mental variables, etc., in studies based on adminis-
trative or other observational data 68 (see also 
Chapters 37 and  47). However, it is important to 
keep in mind that most approaches (including pro-
pensity scores) are still dependent on identifying 
and measuring those variables that are the true 
predictors of therapeutic choice. Identifying and 
measuring, and thereby adjusting for, everything 
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tance, given the cost of clinical trials, it is not 
practical to undertake them for most CER ques-
tions. Thus, much of CER will continue to use the 
techniques of non -experimental pharmacoepide-
miology for the foreseeable future, but their limita-
tions must always be kept in mind in interpreting 
the emerging results. 

Issues for evidence dissemination
Dissemination has several distinct goals. One goal 
involves identifying priority topics and comprehen-
sively identifying available information on these 
topics and developing objective interpretations of 
the information, 83 as provided by the Cochrane 
Collaboration reviews, for example. 84 The output 
from this research becomes the source information 
for dissemination to clinicians, patients, and policy 
makers. Another goal involves knowledge transla-
tion, namely, using this information as the basis for 
drafting clinical guidelines. The IOM recently pro-
posed standards for developing trustworthy clinical 
practice guidelines. 85 A third goal involves knowl-
edge exchange and utilization, achieved by the 
actual distribution of the information and educat-
ing clinicians, patients, and policy makers about 
current knowledge and best practice. A fi nal goal 
involves monitoring and assessment of whether 
the above efforts translate into actual good 
practice and, if not, to identify which means of dis-
semination have a greater chance to create an 
impact. Each of these goals presents challenges that 
will require creative approaches to accomplish 
successfully. 

The fi rst goal will be achieved through expand-
ing efforts on systematic reviews and studies using 
novel research designs (see above), targeting in 
particular the priority research areas that were 
identifi ed by the IOM as having gaps in knowledge. 
Important, however, will be the creation of a 
national comparative effectiveness research inven-
tory that is augmented periodically to include 
newly published studies. 2 To be useful, this inven-
tory should be more than just a depository, but 
should be constructed to enable searches to identify 
studies and summaries by numerous dimensions, 
and it should be easily accessible and usable by 
interested stakeholders. 2

These aspects of pragmatic clinical trials repre-
sent normal real world conditions. A recent 
example of conducting a pragmatic trial for CER is 
the Ziprasidone Observational Study of Cardiac 
Outcomes (ZODIAC) Study (see also Chapter 7),
which compared ziprasidone and olanzapine for 
their risk of non -suicide mortality. 79,80 This rand-
omized trial, discussed more below, examined 
approximately 18 000 patients in 18 countries, and 
cost $85 million. 

Pragmatic clinical trials raise their own prob-
lems. The liberal inclusion criteria characteristic of 
this study design assures greater representativeness 
of the study groups, but this increased heterogene-
ity can decrease the probability of detecting a given 
treatment effect as statistically signifi cant. 74 The 
larger samples used by pragmatic trials make them 
more expensive than smaller trials. 81 Pragmatic 
clinical trials emphasize evaluation of long -term
outcomes, which requires greater resources because 
of the need to follow up study groups over long 
periods. Loss to follow -up over time and/or non -
adherence over time can introduce bias. 75 The lack 
of blinding in pragmatic trials creates potential for 
biased observations and a threat to internal valid-
ity. 74 Another limitation of this type of trial results 
from the fl exible treatment protocols preferred. 
Specifi cally, these trials involve the participation of 
community providers in their usual practice. 
Accordingly, they can vary the treatment process 
to different patients depending on the variable 
responses to therapy and they can vary the dose 
and regimen in the same patients over time. This 
fl exibility makes possible the assessment of the out-
comes of the composite treatment, but does not 
permit the assessment of particular components 
within the treatment process. 75

Other limitations are inherent in all clinical 
trials.82 Some interventions cannot be investigated 
with clinical trials because of ethical considerations, 
even though such trials may be preferred scientifi -
cally. Further, the strength of a clinical trial is also 
one of its weaknesses; it can answer only a very 
focused question, and there are inevitably many 
others that also need to be answered, to place a 
treatment in its appropriate context in our thera-
peutic armamentarium. Finally, and of great impor-
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Currently  available solutions

Organizational approaches 
AHRQ was one of the arms of the US Federal 
Government selected by the US Congress to distrib-
ute a portion of the stimulus funds ($300 million) 
allocated for conducting CER, and in fact much of 
the $400 million assigned to the Secretary of Health 
and Human Services was distributed through 
AHRQ as well. This mission is carried out by 
AHRQ’s Effective Health Care (EHC) program, 
established in 2005 to provide understandable and 
actionable information for patients, clinicians, and 
policy makers. 91 Historically, AHRQ has used its 
funding to support non -experimental studies, but 
with the augmented stimulus funding, some clini-
cal trials have been funded as well. 

AHRQ’s EHC program has supported, since 
1997, Evidence -based Practice Centers (EPCs), 
which focus on evidence synthesis. These Centers 
are located at 15 medical schools, universities, or 
medical centers and encompass medical researchers 
with diverse scientifi c backgrounds. These Centers 
produce comparative effectiveness reviews or effec-
tiveness reviews on medications, devices, and other 
health-care services, and subject these reviews to 
an editorial process to ensure the accuracy, quality, 
consistency, and credibility of their reports. 92

Accordingly, a group of stakeholders and scientists 
is charged with selecting and prioritizing topics for 
comparative effectiveness systematic reviews. The 
group uses seven criteria adopted by the EHC 
program to identify which topics are important. If 
the group then determines that a new systematic 
review of CER on such topics will not duplicate 
existing research syntheses, and determines that 
there is adequate research to justify a new review, 
then it will recommend that new meta -analyses
be undertaken. 92 Another characteristic is that 
this process is designed to be transparent and 
accountable.92

AHRQ’s EHC program also has supported the 
DEcIDE (Developing Evidence to Inform Decisions 
about Effectiveness) Network, a collection of 
research centers created in 2005. These centers 
gather new knowledge and information on specifi c 

The second goal will require qualifi ed review 
panels that have scientifi c and clinical expertise in 
the content areas of the topics for which guidelines 
are developed, and who can develop practical 
guidelines for clinical practice. To be useful, the 
guidelines need to be unambiguous. Yet, recom-
mendations by experts may be ambiguous because 
of disagreement in professional judgment. Ideally, 
the guidelines also need to be both comprehensive 
for general patient care and specifi c for particular 
patient circumstances —a very demanding specifi -
cation. Furthermore, to remain relevant, the guide-
lines need to be updated periodically to incorporate 
new information about existing interventions and 
information about new treatments. 

The third goal of helping providers implement 
the clinical guidelines in practice may be attained 
by more intensive use of technology. Computerized 
physician order entry (CPOE) systems, supple-
mented by computerized clinical decision -support
systems that incorporate electronic reminders to 
comply with guidelines (e.g., reminders to perform 
screening tests or to order other tests or treatments, 
reminders to avoid prescribing co -interacting drugs, 
etc.) are examples of such tools. Other strategies for 
achieving knowledge exchange and knowledge uti-
lization will require educating clinicians and 
patients about what treatments work best. 2,31,86

These efforts should include monitoring to assure 
that information is integrated into the normal 
workfl ow and decision processes of clinicians and 
patients.

However, the availability of evidence -based
knowledge and even availability of published 
guidelines by professional associations may still not 
assure translation into clinical practice. 40–49

Therefore, the fourth goal to perform evaluation 
studies to determine the best strategies for getting 
through to the practicing providers is also 
important.87–89 This will require signifi cant funding. 
To make certain that providers use the new evi-
dence, AHRQ has planned to spend $29.5 million 
beginning in Spring 2010 on projects aimed at 
implementing innovative approaches to integrating 
CER fi ndings into clinical practice and health -care
decision making. 90
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in the Stimulus Act for CER, $400 million was 
targeted to NIH, supplementing the CER activities 
it was already doing. 

In addition, the new Patient -Centered Outcomes 
Research Institute (PCORI), created under the 
Patient Protection and Affordable Care Act of 2010 
(Section 6301 and Section 10602, Public Law 111 –
148)94 is a non -profi t organization designed to serve 
a role in CER. Specifi cally, it is charged to fund the 
conduct of research projects that provide evidence 
on how diseases, disorders, and other health condi-
tions can effectively and appropriately be prevented, 
diagnosed, treated, monitored, and managed, with 
the goal to assist patients, clinicians, purchasers, and 
policy-makers in making informed health decisions. 
PCORI members, appointed by the US Comptroller 
General, have been selected from academia, hospi-
tals, health care industry, and patient organizations, 
with only two government offi cials (from NIH and 
AHRQ) included. 95 The creation of a Methodology 
Committee of PCORI was also mandated by 
Congress, to develop standards and methods for the 
conduct of research, and the translation of research 
results in a useful and understandable way. 96 PCORI 
will be funded by the Patient -Centered Outcomes 
Research Trust Fund, which was allocated $10 
million for 2010, $50 million for 2011, and $150 
million for 2012. In future years, the Trust Fund will 
include an annual $2 fee per Medicare benefi ciary 
transferred from the Medicare Trust Fund, and an 
annual $2 fee per -covered-life assessed on private 
health plans, adjusted for health expenditure infl a-
tion. In total, annual funding for PCORI could be 
more than $650 million. 

Many other organizations are also beginning to 
participate in this promising new surge of research. 9

Finally, the question of who should be funding 
CER studies has given rise to a thorny debate, 
partly motivated by political ideology and partly by 
business considerations. Some argue that CER 
should not be funded by government. Since the 
goal is to compare the benefi ts and harms of alter-
native products or medical technologies, it is argued 
that sponsorship for such studies belongs in the 
private sector. The counter argument can be made, 
however, that if the government will not be funding 

treatments. The DEcIDE Network conducts studies 
on the outcomes, effectiveness, safety, and useful-
ness of medical treatments and services. DEcIDE 
uses an unusual funding mechanism of task order 
contracts, so that project topics can be chosen by 
AHRQ, applications can be reviewed quickly, and 
studies conducted in a timely fashion, under a con-
tract mechanism. 

AHRQ’s John M. Eisenberg Center for Clinical 
Decisions and Communications Science translates 
comparative effectiveness reviews and research 
reports created by the EHC program into short, 
easy-to-read guides and tools that can be used by 
consumers, clinicians, and policymakers. 

AHRQ’s Centers for Education and Research on 
Therapeutics (CERTs) is a national initiative to 
increase awareness of the benefi ts and harms of 
new, existing, or combined uses of therapeutics 
(drugs, medical devices, and biological products) 
through education and research. The CERTs 
program was a network of 14 research centers, 
each focusing on a broad therapeutic theme. The 
program is funded and run as a cooperative agree-
ment by AHRQ, in consultation with the US Food 
and Drug Administration (FDA). Unfortunately, it 
has just been reduced to 6 centers. 

The NIH has also been very involved in CER. 
Historically, NIH has used its CER funding to fund 
mostly clinical trials, but some non -experimental
studies were funded as well. Given the scale of NIH 
(budget over $30 billion/year) and its decentralized 
organization, there is no way to succinctly sum-
marize all of its work in CER, as most of the 27 NIH 
institutes/ centers have been involved. One new 
locus of CER in NIH is the network of Clinical and 
Translational Science Awards (CTSAs), which have 
increasingly been interested in such work. The 
CTSAs prepared a white paper with recommenda-
tions for advancing the CER concepts into practice, 
in particular promoting the translation of results of 
clinical and translational research into practice and 
public policy. 93 NIH also funds multiple different 
clinical trial research networks, for example in HIV/
AIDS, asthma, leukemia, drug -induced liver injury, 
maternal–fetal medicine, and many, many more. 
As noted above, of the $1.1 billion made available 
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results, and the limitations associated with this type 
of review. 

In contrast, the ziprasidone observational study 
of cardiac outcomes (ZODIAC) study by Strom 
et al.79,80 is an example of real -world research using 
a randomized, large simple trial of patients with 
schizophrenia receiving routine medical care in 
naturalistic practice. Accordingly, the only protocol -
mandated intervention in this study was the 
requirement for random assignment of the partici-
pants to one of the study treatment groups (ziprasi-
done or olanzapine). Beyond this, physicians and 
patients were free to change regimens and dosing 
based on patients ’ responses to the assigned medi-
cation; free to use concomitant medications, includ-
ing other antipsychotics; data collection during the 
trial was limited so as not to burden the physicians 
and patients (e.g., changes in dosing were not 
recorded and electrocardiograms were not required 
at baseline or during the course of the study); and 
physicians and patients were not blinded to the 
treatment allocation. 79

The future 

Funding
The commitment by the US federal government to 
continue to support comparative effectiveness 
research was manifest in the President ’s budget 
proposal for fi scal year (FY) 2011, with $286 
million for Patient -Centered Health Research (the 
re-branded term for CER) through AHRQ. In con-
trast, in FY 2010 it had been only $21 million. Of 
course, the actual funding will depend the actions 
of the newly installed Congress. As noted above, 
NIH continues to invest substantially in CER. 
Substantial new funding will come from the new 
non-governmental, non -profi t Patient -Centered
Outcomes Research Institute and its Patient -
Centered Outcomes Research Trust Fund, with a 
budget plan of $50 million for FY 2011, $150 
million for FY 2012, then increasing to perhaps 
over $600 million/year. 

Currently, the predominant source of funding 
for CER in the US is the federal government, while 
much of the funding for clinical effi cacy research 

such research, this type of research is not likely to 
take place, or will not be unbiased. In general, as 
we have seen until now, it is often not in the inter-
est of a manufacturer to risk subjecting its product 
to head -to-head comparison against a competitor ’s
product, with the possibility of losing out in this 
competition. Further, such comparisons are less 
likely to be commercially biased if they are funded, 
designed, and conducted by organizations without 
an inherent confl ict of interest. 

Current  applications of CER
Hochman and McCormick 97 conducted a survey of 
recently published studies of comparative effective-
ness, targeted at studies that evaluated existing 
(rather than novel) medications; compared active 
therapies (rather than placebo comparators); com-
pared medications with non -pharmacologic inter-
ventions such as surgery or lifestyle interventions; 
compared different pharmacologic strategies for 
medication use; and compared different medication 
doses, durations, or formulations. They found that 
only one -third of studies evaluating medications 
qualifi ed as comparative effectiveness research and 
only a minority compared pharmacologic and non -
pharmacologic therapies, emphasizing the need for 
expanding CER. As noted also by the IOM commit-
tee, the US “lacks a national infrastructure for 
learning from the delivery of health care ” through 
research.2,30

Shepherd et al.98 analyzed the comparative effec-
tiveness of different inhaled corticosteroids (used 
alone and used in combination with long acting 
beta-2 agonists) for the treatment of chronic asthma 
in adults and children. This paper represents an 
example of a systematic review of a large number 
of randomized controlled trials and systematic 
reviews to assess the clinical and cost effectiveness 
of these drugs. It provides a detailed account of the 
search method used, the data extraction method, 
the appraisal strategy, the data synthesis approach 
used, that is both a narrative synthesis and meta -
analysis, and the methods used for the economic 
evaluations. It compared inhaled corticosteroids 
with each other, as well as combination inhalers 
with each other and with inhaled corticosteroids 
alone. It provided extensive summaries of the 
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Regardless of the governance arrangements, the 
process should be transparent to all stakeholders so 
that policy, prioritization, and funding decisions are 
fully credible. 

Human capital development
As noted by the Federal Coordinating Council, 31

training will be required of new researchers to 
apply the specialized methods of CER and to 
develop CER methods. 100 Specialized skills are 
needed to perform traditional randomized clinical 
trials and novel pragmatic trials. Specialized exper-
tise is also needed to perform formal meta -analyses
and to perform non -experimental studies, using 
either ad hoc data collection or existing databases. 
Special training is needed to successfully access and 
link various databases. Finally, the fi eld needs indi-
viduals able to translate the fi ndings into practice 
guidelines and for dissemination. The CER empha-
sis on community participation and inclusion will 
dictate that experts from many different fi elds 
and backgrounds will be required to communicate 
with each other, fi nding common language to 
permit productive interactions. Therefore, the 
research teams participating in CER will be com-
posed of professionals from different disciplines and 
different settings, including practicing clinicians 
from specialties relevant to given studies, and 
including pharmacoepidemiologists. 5 These teams 
will need to have the capacity to develop a shared 
understanding of basic scientifi c terminology and 
methods.

Thus, it is necessary to develop and support train-
ing programs for researchers seeking careers in 
CER.101 In addition to preparing a cadre of resear-
chers with expertise in CER methods, there needs to 
be a critical mass of such researchers to undertake 
the large number of studies needed to fi ll current 
gaps in knowledge and to continuously update the 
knowledge inventory with systematic reviews. 
AHRQ and NIH, through their stimulus funding, 
began to address this, but much more is needed. 

Cost containment
A major issue for the future is the use of CER 
results to control health -care costs. The relevance 
of including cost -effectiveness analyses in CER 

comes from industry sources. In the future, the 
CER enterprise could be expanded even further if 
industry were to routinely conduct and sponsor 
comparative trials with products being proposed for 
marketing. In this new CER environment, given 
the results of CER studies will be used by payors 
and providers, it is possible that companies will also 
invest resources, allowing them to compete on the 
utility of their products rather than competing just 
on their marketing ability. 3

In view of these prospects for expanded funding 
of CER, the future of CER seems promising. 
However, the effectiveness of this program will 
depend also on building an infrastructure to sustain 
CER in the long term. 

Governance 
The Federal Coordinating Council for Comparative 
Effectiveness Research and the Institute of Medicine 
developed a strategic framework and priorities for 
CER. The question for the future is who will control 
the priorities and allocation of funding for CER 
going forward. Given the high stakes involved, 
since the outputs of CER may favor or disfavor 
available treatments, industry understandably 
wants to have direct input into the governance 
process. Industry is especially suspicious of govern-
ment agencies controlling CER because of their 
susceptibility to political pressure. 

Governance of CER in the US is currently distrib-
uted across several federal agencies, such as AHRQ, 
NIH, and HHS. It has been observed by some that 
the CER enterprise has been impaired by a lack of 
coordination, and that the predominance of federal 
control is undesirable. 5,35 Accordingly, alternative 
governance arrangements have been proposed. An 
ideal organizational structure should perhaps be a 
federally supported non -profi t corporation that is 
somehow sheltered from political infl uence, yet 
accountable to Congress. 5,99 Clearly, this is diffi cult 
to achieve. However, the recently established 
PCORI seems to fi t this model. Its 21 -member board 
includes representatives from academia, hospitals, 
patient organizations, state health agencies, indus-
try, and the Directors of the AHRQ and NIH (or their 
designees). PCORI, in turn, can provide its funding 
to AHRQ and NIH, or to others. 
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Balancing the ethical, fi nancial, and scientifi c effi -
cacy and effectiveness concerns will not be resolved 
easily or quickly (see also Chapter 38).

The strong response from some CER advocates 
is that CER should not be used for cost containment 
decisions,5,35,103 and that the experts conducting 
CER research should not be placed in a role of 
using their fi ndings about treatment effectiveness 
to recommend reimbursement guidelines. In any 
event, reimbursement decisions need not be 
under the authority of the same agencies that 
support CER. 5 However, undoubtedly, well -done
CER will and should inevitably affect reimburse-
ment decisions. 

Ultimately, CER is not by itself going to solve the 
world’s health -care spending problem ($2.5 trillion 
in 2009 and projected $4.4 trillion in 2018, roughly 
20.3% of global GNP). In some cases, the studies 
will fi nd that the more expensive treatment is best. 
However, over time, it should save money by pre-
venting wasteful spending on treatments that are 
less effective. 3

Reasonable expectations of CER
Though the research community is energized, 
expectations must be tempered by several limits to 
what CER can realistically solve. It is infeasible to 
expect that CER can address all therapeutic ques-
tions; health care is simply too complex. The prac-
tice of medicine is as much the application of art as 
it is the application of science. If it were possible to 
base the practice of medicine entirely on science, it 
would take into account not only complex patho-
physiology, but also behavioral factors such as 
values, perceptions, and attitudes about risks, 
quality of life preferences, cost tradeoffs, etc. 
However, as the science underlying current medical 
practice is not suffi ciently complete, art comes into 
practice when subjective judgment is required. 
Therefore, even in situations where complete 
evidence-based information is available to guide 
clinical decisions, providers or patients may still opt 
for a decision based on personal choices that they 
value irrespective of the science. As stated by 
Kerridge et al.,82 “Medical decision making draws 
upon a broad spectrum of knowledge —including
scientifi c evidence, personal experience, personal 

investigations is unquestionable. The natural incli-
nation of third party payers is to use the best evi-
dence available to select cost -effi cient interventions 
and health services for determining reimburse-
ment. Critics of CER, however, fear that this is just 
what will happen. The results of CER will inevita-
bly affect reimbursement decisions by public and 
private payers, being used for rationing health serv-
ices.3,36,102 However, in fact, health -care rationing 
already occurs, either implicitly or explicitly; there-
fore it is better if rationing is based on clinical data. 3

Regardless, the primary goal of CER is to lead to 
better care, not necessarily cheaper care. The goal 
of CER is to fi nd out what works better. 3 As the 
emphasis is on comparative research, CER is not 
going to dictate that one not intervene in certain 
settings, but rather how best to intervene in those 
settings.3 In the face of calls for greater accountabil-
ity by health -care providers, the fi ndings from CER 
will increase pressure on hospitals to make sure 
that patients get the most effective care. This could 
result in abandoning expensive technologies that 
are no better than less expensive options. However, 
it also could result in paying for a more expensive 
technology because the evidence shows it is 
better. 3,35,101

Toward that end, it is a fallacy to think that the 
results of CER can only lead to reduced health -care
costs. Since research fi ndings may actually show a 
more expensive treatment option to be better, CER 
may lead to increased absolute costs (but, in fact, 
more cost -effective therapy, see Chapter  38). This 
is of concern to industry because, when comparing 
technologies, there will be winners and losers, 3,93

and of concern to third party payors and employers 
who may be pressured to cover treatments 
found to be effective by CER even though more 
expensive.93

A complete understanding of the net benefi ts of 
one intervention compared with another requires 
consideration of the relative costs and harms as 
well. It may be diffi cult from a national public 
policy perspective to ignore CER in decisions of 
which interventions to reimburse. Yet, as noted by 
Kerridge,82 decisions based on what is best at the 
population level may sometimes confl ict with deci-
sions made on what is best at the individual level. 
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biases and values, economic and political consid-
erations, and philosophical principles (such as 
concern for justice). It is not always clear how 
practitioners integrate these factors into a fi nal 
decision, but it seems unlikely that medicine can 
ever be entirely free of value judgments. ”

Finally, over -emphasis on scientifi c evidence 
can lead to therapeutic nihilism, that is a paralysis 
when such evidence is unavailable. In the face of 
uncertainty, variation among reasonable but 
unproven options should be tolerated and even 
encouraged, as it will facilitate later evaluation. 
This is contrary to the vision of a knowledge state 
that is suffi ciently complete to guide all decisions 
about effective interventions at the individual 
patient level. We also need to be sure that the 
desire for scientifi c evidence does not paralyze 
medical practice when such evidence is absent. In 
such circumstances, the resulting variability in 
practice can provide the data underlying future 
CER studies. 
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CHAPTER 33 

Assessing Causality of Case Reports of 
Suspected Adverse Events 
  Judith K.     Jones  
The Degge Group, Ltd, Arlington, VA, USA 

Introduction 

A major component of the evaluation of reports of 
suspected adverse drug reactions in the clinical 
setting, or adverse events in a clinical trial, is a 
judgment about the degree to which any reported 
event is, in fact, causally associated with one or 
more suspected drug(s). In reality, a particular 
event is either associated or is not associated with 
a particular drug, but the current state of informa-
tion almost never allows a defi nitive determination 
of this dichotomy. Accordingly, a number of 
approaches to the determination of the probability 
of a causal drug –event association have evolved 
over the past several decades. This chapter will fi rst 
discuss the historical development of these efforts, 
and several of the current approaches and uses. It 
will then review the evolving regulatory changes 
on this topic, including a brief consideration of the 
evaluation of single events in the clinical trial 
setting.

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

The basic clinical problem to be addressed is illus-
trated in Figure 33.1. A clinical event occurs within 
the milieu of a number of possible causal factors. 

That event either occurred independently or in 
some way its occurrence was partially or totally 
linked to one or more of the potential causative 
agents. The primary task is to determine the degree 
to which the occurrence of the event is linked to 
one particular suspected causal agent, in this case 
a drug or other medicinal agent. 

This task of evaluating causality in case reports 
shares some similarities with the problem of evalu-
ating causality in chronic disease epidemiology, as 
discussed below and in more detail in Chapter 3.
However, in the latter case, causality relates to 
events in populations and to the assessments of 
those events in one or more population studies. In 
individual case reports of suspected adverse reac-
tions to a medicinal product, where data are often 
incomplete, both the details of the exposure and 
sometimes the nature of the event make the deter-
mination of causality in case reports a major chal-
lenge. The evaluator of these cases makes, at the 
very least, an implicit judgment of causality. 
Because evaluations of these case reports is such a 
frequent activity in postmarketing surveillance, it 
would be optimal to have a coherent, consistent, 
and reliable method of determining the degree 
to which there may be a causal relationship 
between given exposures and specifi c events. 
However, there are several attributes of single 
reports that represent obstacles to such assess-
ments, specifi cally:
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birth defects), can be rare or common, and can be 
pathologically unique or identical to known 
common diseases, the challenge has thus been to 
defi ne general data elements and criteria for deter-
mining causality that will apply to most types of 
suspected adverse reactions. For example, for irre-
versible events such as birth defects or death, data 
on de - challenge (the result of discontinuing the 
drug) and re - challenge (the result of re - introducing 
the drug) are irrelevant. 

 Closely linked to the task of determining 
whether there is a causal relationship between a 
drug exposure and an event is the  motivation  for 
making that particular causality assessment and the 
impact of that inference on any actions taken. If 
the causality assessment is perceived to have little 
impact on future actions relating to either a patient 
in a clinical setting or to product labeling in the 
regulatory environment, it might logically be less 
rigorous. Conversely, if, for example, continuation 
of a clinical trial hinges upon the assessment, the 
reliability of the method becomes more critical. 
With greater focus on the entire subject of adverse 
drug reactions and the introduction of concepts of 
causality assessment into more drug regulatory lan-
guage, the need for consistent and reliable methods 
of causality determination  1   has become more 
important. 

   1     The usual focus of suspected adverse reaction 
assessment is an individual clinical event suspected 
of being associated with exposure to a drug or other 
medicinal product. The reporting of this event will 
typically be in the context of a suspicion by the 
reporter that the event is drug - induced, which will 
often bias the collection of data required to evalu-
ate other possible causes.  
  2     The data available about a patient ’ s  drug exposure  
in the typical case report are often incomplete, 
usually missing precise information on prior expo-
sure, duration of use, actual dose ingested, and/or 
concomitant drugs administered. Such information 
may be more often reported on events in the hos-
pital setting.  
  3     The data available on the  adverse event , including 
its onset, characteristics, and time course, are also 
typically incomplete, because the suspicion is 
usually retrospective and the desired data (e.g., 
baseline laboratory data) are often not available 
when the report is made.  
  4     Data on concomitant diseases and other con-
founding conditions, such as diet and habits, are 
typically not available, often because reports are 
made based upon the specifi c suspicion of a cause, 
rather than a differential diagnosis.    

 Since adverse reactions can be acute, subacute, 
or chronic, can be reversible or not (e.g., death and 

     Figure 33.1     Diagram depicting the 
dilemma for determining causation of 
an event in a clinical setting. In reality 
a drug either did or did not cause or 
contribute to an event. However, given 
the multiple factors associated with the 
event, the actual truth can seldom be 
ascertained. Instead, some expression 
of probability that the drug was associ-
ated with the event is made. The 
method by which this expression is 
determined is the primary concern of 
those in adverse reaction causality 
research.  
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3 the specifi city of the association; 
4 the temporal relationship of the association; and 
5 the coherence, or biological plausibility, of the 
association.6

These criteria continue to be generally used in 
chronic disease epidemiology, although they have 
been actively discussed and criticized. 7 They are 
most appropriately applied to population -based
data rather than in the evaluation of individual 
cases or groups of cases from poorly defi ned popu-
lations. However, in some circumstances where 
large numbers of cases are considered, possibly 
along with population -based data on an adverse 
event, Yerushalmy and Palmer ’s criteria are 
invoked. For example, they form the basis for the 
World Health Organization ’s evaluation of collec-
tive data on vaccine adverse effects by the Global 
Advisory Committee on Vaccine Safety of the 
Immunization Safety Priority Project. 7 Shakir and 
Layton8 have cited these criteria as useful for 
considering the overall data, including spontane-
ous reports, on an adverse event. Although 
seldom explicitly noted, the reasoning behind 
Yerushalmy and Palmer ’s criteria appeared at about 
the same time as did thinking about the causal 
assessment of individual reports of suspected 
adverse reactions. 

Until the last two or three decades, association 
between a drug and a reported adverse event was 
typically assumed to be the case if there were a 
number of similar reports. Considerations of phar-
macologic plausibility, dose –response, and timing 
factors were sometimes implicit, but seldom explicit. 
This approach is still used in some cases. More 
often, this tendency has been supplanted by more 
specifi c methods, proposed and used in the 1980s, 
that will be detailed later in this chapter. 

The more perplexing single or multiple sus-
pected drug –event associations were typically 
referred to one or more experts, who generally 
approached the evaluation by what has been 
termed “global introspection. ” In this approach, the 
experts collected all the facts relevant to the 
problem at hand, compiled them, and made 
unstructured judgments to decide the answer. In 
the causality assessment context, this answer has 
usually been expressed in terms of a qualitative 

Specifi cally, with the appearance of US Food and 
Drug Administration (FDA) regulations and draft 
guidances for reporting in clinical trials of adverse 
events that are “reasonably” associated with a 
drug,2 there is a growing need to describe the basis 
for defi ning an association within this setting. 
Although some of the above -listed uncertainties, 
such as details of exposure, are less likely to exist 
in clinical trials, there remain diffi culties in assess-
ing the likelihood of association for rare events, 
which will be considered below. In September 
2010, the FDA published Draft Guidances for safety 
reporting in clinical trials that updates the current 
requirements in some respects. 3 In March 2003, the 
FDA proposed to broaden the defi nition of causal-
ity to “a causal association cannot be ruled out. ”
However, after careful consideration of the many 
public comments that expressed concern over what 
was deemed a very broad defi nition, FDA agreed 
to maintain the former requirement that an event 
must be “reasonably associated, ” for it to warrant 
reporting.4 These regulations are effective as of 
March 28, 2011. Use of algorithms in other regula-
tory environments (e.g., France, EU) are consid-
ered below. 

Historical perspectives
Development of concepts of causality
for adverse reactions
The development of thinking about the causality of 
adverse reactions has evolved in two disciplines: (i) 
in epidemiology, and (ii) in the study of individual 
case reports of adverse reactions. Consideration of 
both is important. 

In the 1950s, epidemiologists grappled with the 
issue of causality. Yerushalmy and Palmer 5 devel-
oped a set of proposed criteria for causality related 
to the association of exposures with events. They 
drew upon the Bradford Hill causality criteria 
(described in more detail in Chapter 3) as well as 
the Koch –Henle postulates for establishing causa-
tion for infectious diseases. After considerable 
deliberation with other epidemiologists, Yerushalmy 
and Palmer ’s method was refi ned into fi ve criteria 
to determine the causal nature of an association:
1 the consistency of the association; 
2 the strength of the association; 
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treated with sulindac developed renal stones con-
taining the drug. Further, in a recent consideration 
of evaluating single reports, Aronson and Hauben 
proposed four types of adverse reactions reports 
where they contend “attribution to the drug is 
either irrefutable or demonstrable to a high level of 
confi dence. ”13 These include:
1 deposition of the drug or metabolite in extracel-
lular or intracellular tissue; 
2 a very specifi c anatomical location or pattern of 
injury, such as injection site edema; 
3 direct tissue injury or physiological dysfunction 
that can be proven by physicochemical testing, 
such as esophageal injury with bisphosphonates; 
and
4 infection resulting from administration of an 
infectious agent, such as in bacterially contami-
nated injections. 

Following the introduction of these new 
methods for the assessment of suspected adverse 
drug reactions, a large number of other approaches 
were developed, 14–21 either as algorithms, decision 
tables, or, in at least one case, as a diagrammatic 
method.21 These were reviewed and summarized in 
monographs from two conferences held in the 
early 1980s on the causality of adverse reactions —
one in Morges, Switzerland, 22 and another in 
Crystal City, Virginia. 23 The vast majority of these 
methods shared the basic elements originally sug-
gested by Irey and Karch and Lasagna, but many 
added numerous other details useful for the evalu-
ation of special cases, such as injection site reac-
tions or in vitro verifi cation (e.g., Venulet  et al.20).
Some included extensive scoring systems linked 
to relatively extensive algorithms, such as the 
approach published by Kramer et al.14 A summary 
of the information categories in the method of 
Kramer et al. is presented in Table  33.1, and selected 
methods are discussed in detail in the next section 
of this chapter. 

The 1981 Morges conference, 22 the 1983 Crystal 
City conference, 23 and a 1983 Paris meeting 24 were 
all convened to compare a number of these 
approaches and to consider whether a single  “ gold 
standard ”  method might be developed that could 
represent an international consensus that could be 
used by regulators and pharmaceutical sponsors 

probability scale: “defi nite, ” “probable,” “possible,”
“doubtful,” or  “unrelated.”9

The recognized subjective nature of global rea-
soning as an approach prompted the development 
of more structured methods of causality assess-
ment. Irey, in examining the details of cases of 
suspected adverse reactions at the US Armed 
Forces Institute of Pathology in the 1960s, clearly 
demonstrated the discrepancy between cases ini-
tially reported as drug -associated and those 
smaller number of cases found by careful 
detailed examination to actually likely be drug -
associated.10,11 Shortly thereafter, clinical pharma-
cologists Karch and Lasagna also recognized the 
inadequacy of expert “global” evaluations of 
adverse reactions and developed a decision table, 
or algorithm, to segment the evaluation of a case 
into several components. 12 These two groups of 
investigators identifi ed very similar basic data ele-
ments that they felt were necessary for a more 
standardized assessment:
1 the timing of the event, relative to the drug 
exposure;
2 the presence or absence of other factors which 
might also cause the event; 
3 the result of withdrawing the drug ( “de-
challenge”);
4 the result of reintroducing the drug ( “re-
challenge”); and 
5 other data supporting an association, for example 
previous cases. 

These criteria are specifi cally related to the 
special characteristics of suspected adverse drug 
reactions. They apply to causality assessments using 
either a single case or a group of cases from an ill -
defi ned exposed population. Thus, it was thought 
that there was only a partial correspondence to the 
Bradford Hill criteria derived for chronic disease 
epidemiology; but in fact, the temporal relationship 
does also apply. Furthermore, in assessing the cau-
sality of either a single report or even a series of 
cases, outside of a population context, there would 
be no way to evaluate the consistency, strength, or 
specifi city of the association. The exception would 
be some rare, drug -associated disorders, where the 
event in fact was uniquely and specifi cally associ-
ated with a drug. For example, some patients 
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event causality, primarily marked by efforts in 
France in the mid -1990s, where causality assess-
ment was a regulatory requirement in reporting. 
This resulted in further elaboration of the Bayesian 
method by Begaud and colleagues in Bordeaux 33

and development of a further scoring method, 
RUCAM, by B énichou and Danan. 34 Since this 
time, although a standard method has not been 
adopted, causality assessment by varying methods 
has diffused into other regulatory requirements in 
the European Union (EU), Canada, and the US, 
into the requirement for publication of reports in 
at least one journal ( Annals of Pharmacotherapy),
and, sporadically, in analyses of both clinical trial 
data and spontaneous reports, as described below. 

Actual and potential uses of
causality assessment
Despite the proliferation of methods and the great 
interest in adverse effects of drugs, the actual use 
of causality assessment methods for decision -
making has been infrequent, but may be increasing 
as interest in various methods of analysis of adverse 

alike. An international study group, the Associated 
Permanent Workshop of Imputologists (APWI) 
(“imputology” being the French term for causality), 
was initiated at the Morges meeting and continued 
into the 1990s. 25,26 Although a consensus method 
was not established, the Crystal City conference 
had requested an outside observer (Dr. David Lane, 
a theoretical statistician) to provide a critique of the 
deliberations.27 His critique and subsequent partici-
pation in the Paris conference and APWI resulted 
in the development of a new approach for assessing 
the causality of adverse reactions based on Bayes 
probability theorem. 28 This approach considered 
the probability of an event occurring in the pres-
ence of a drug relative to its probability of occurring 
in the absence of the drug, considering all details 
of the case. 29–32 Although in use elsewhere in medi-
cine, this approach has not been applied to analyses 
of suspected adverse effects. This method will be 
discussed in more detail in the next section of this 
chapter. 

After this fl ux of activity in the mid -1980s, there 
was more limited activity in the area of adverse 

Table 33.1 A summary of the information categories in the method of Kramer et al.14 for determining causality of 
adverse drug reactions 

Axis* Information category Number of questions
in the axis†

General content

I Previous experience with drug 4 Literature or labeling information

II Alternative etiologies 9 Character, frequency of event with
disease versus drug

III Timing of events 4 Timing consistent

IV Drug levels, evidence of overdose 6 Blood levels, other dose-related events

V De-challenge 23 All aspects of timing of de-challenge and
results

VI Re-challenge 10 All aspects of re-challenge: circumstances,
timing, and results

*Axis in the published algorithm. Although the visual format of the published algorithm appears complex, the axes
correspond to the information considered in the majority of causality assessment methods. The authors then weight
the answers to the questions to provide a score for each axis which, when summed, gives a numerical estimate of the
probability of an association, ranging from 6 or 7 corresponding to “definite” to less than 0 corresponding to
“unlikely”.
†Each question within an axis relates to a factor that might be considered to contribute to the causality assessment.
However, not all questions are asked for any one problem.
Reproduced from Kramer et al .14 with permission. Copyright © 1979 American Medical Association. All rights reserved.
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regulations also include a disclaimer that notes that 
such a report of a serious unexpected event does 
not constitute an admission that the drug caused 
the event. These regulations do not provide criteria 
or a suggested method; however, they do imply 
that such methods might be useful. 

In 2006, in postmarketing regulations that 
became effective June 30, 2006, the FDA modifi ed 
its standard for including postmarketing safety 
information on the labeling. 40 The new regulatory 
standard for addition of an event to the product 
label Warnings section currently provides:  “The
labeling must be revised to include a warning about 
a clinically signifi cant hazard as soon as there is 
reasonable evidence of a causal association with a 
drug; a causal relationship need not have been 
defi nitely established. ” (21 CFR 201.57(c)(6)). This 
language was promulgated to replace the previous 
provision that read “The labeling shall be revised to 
include a warning as soon as there is reasonable 
evidence of an association of a serious hazard with 
a drug; a causal relationship need not have been 
proved.” (21 C.F.R.  §201.57(e)).

Outside of the US, the requirements for manu-
facturers to consider causality have varied from 
country to country, but with promulgation of EU 
directives on pharmacovigilance and related EU 
activities, the variation may decrease. Many regula-
tory agencies have requested or implied some type 
of evaluation to minimize the number of non -
specifi c events reported. 34 Given this environment, 
particularly in a growing international milieu, 
manufacturers have been actively interested in 
this area. In fact, several of the specifi c methods 
for causality assessment have been published by 
investigators based in the biopharmaceutical 
industry. 17,20,21,41–43

Causality defi nitely is an issue for pharmaceuti-
cal manufacturers in the arena of product liability, 
especially in the US (see Chapter 9). A number of 
years ago, Freilich considered many aspects of this, 44

concluding that a company must have a rigorous 
process for the review of any adverse event reports 
and “make causality assessments on an ongoing 
basis” for product liability purposes. This is neces-
sary to comply with the duty to warn, which he 
summarized as follows: “Information must be given 
of any risks of death or serious harm, no matter how 

events has burgeoned. However, causality assess-
ment has been required in France for many years 35

and has been formally considered in a European 
Community Directive. 36,37 This has resulted in a 
general consensus on the causality terms used by 
the European Union member states. 38 Further, 
since 1994, a formal method of causality assess-
ment for reports of vaccine -associated adverse 
events has been instituted by Health Canada ’s
Vaccine Safety Surveillance Section, Division of 
Immunization, Laboratory Center for Disease 
Control which is conducted by the Advisory 
Committee on Causality Assessment. 39

In fact, there are a variety of settings where 
standard assessments of causality could be useful, 
from the clinical trials activities in drug develop-
ment by the pharmaceutical manufacturer, to 
evaluation and monitoring of postmarketing spon-
taneous reports by both sponsors and regulators, 
to the clinical setting, where suspected adverse 
reaction should be a common component of 
the differential diagnosis, and even possibly to the 
courtroom and the newsroom. 1

Pharmaceutical manufacturers 
Manufacturers of pharmaceuticals and, more 
recently, biologics (thus combined as biopharma-
ceuticals) must view causality assessment for events 
associated with their drugs from the standpoints of 
both regulatory requirements and product liability. 
Until recently, US biopharmaceutical manufactur-
ers have not had to consider assessment of causality 
for regulatory purposes. Regulations covering post-
marketing event monitoring in the US required 
reporting of all events associated with the drug 
“whether or not thought to be associated with the 
drug” (earlier, US Code of Federal Regulations 
21:310.300; and currently, 21:314.80). The causal-
ity assessment did not formally apply to events in 
clinical trials. However, effective March 28, 2011, 
new US FDA regulations require causality assess-
ment for determination of reporting certain types 
of clinical events in clinical trials in the Investigational 
New Drug (IND) regulations (CFR 21:312.22). The 
new regulations require the reporting of serious, 
unexpected events associated with use of a drug 
where there is a “reasonable possibility ” that the 
events may have been caused by the drug. The 
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ble” association. The causality judgment was spe-
cifi cally deleted from publicly available fi les, which 
consistently carry the caveat, “a causal relationship 
need not have been defi nitely established. ”

Although the FDA algorithm existed for the 
reviewers of the reports, the frequency of its actual 
use was not determined, and this causality data 
element was removed from the computer fi le in 
1986, but the caveat stating that no cause –effect
relationship could be derived on all released adverse 
event information remains. The FDA does not now 
use formal causality assessment on a routine basis 
(see Chapters 8 and  10). It is of note that Bandekar 
et al., in 2010, examined and compared key data 
elements in adverse event reporting forms in ten 
countries in Europe, North America, Asia, and 
Africa.51 Notably, they identifi ed which countries 
requested data on such items as re - challenge and 
de - challenge to allow causality assessment, and 
called for consensus on data elements used. 

Publishers of reports of adverse reactions
The medical literature containing case reports of 
suspected adverse reactions has largely avoided the 
issue of causality, although there are many pub-
lished series of cases reports that have applied the 
Naranjo scoring method. 15 In fact, the  Annals of 
Pharmacotherapy now requires that this method (or 
another validated and appropriate scale) be applied 
and reported in all case reports published. The 
majority of single case reports, letters to the editor, 
or short publications do not provide an explicit 
judgment using any of the published algorithms. 
More importantly, despite several meetings and 
publications recommending inclusion of it, many 
published reports do not provide information on 
confounding drug therapy or medical conditions, 
data elements considered by those most knowl-
edgeable in adverse reaction assessment to be 
essential for considering causality. This issue was 
recognized as one of several problems relating to 
the publication of adverse reactions in the litera-
ture. This problem was fi rst discussed extensively 
in 1983 at a conference on publication of adverse 
event reports in the medical literature in Morges, 
Switzerland. A number of editors of medical pub-
lications were present and discussed the quality of 
information in reported cases. The participants 

rare, as well as information concerning side effects 
where there is a substantial probability of their 
occurrence, no matter how mild. ” Others in the 
legal arena dealing in product liability have consid-
ered causality issues and the notion of the “substan-
tial factor ” test for contributing to causation. 45,46 A 
substantial factor is one that by itself may possibly 
have caused a plaintiff ’s injury, but that may not be 
the only factor involved in the injury. 

Drug regulators
The use by drug regulators of causality assessment of 
spontaneously reported postmarketing adverse reac-
tions has varied considerably. Most countries ’ drug 
regulators have some method of approaching causal-
ity, but this method has been most well defi ned in 
France, Australia, and certain other countries. 47–49

In France —owing in part to the considerable 
original work and interest in adverse reaction cau-
sality by a regulator, J. Dangoumou, and his 
colleagues—all reports of suspected reactions must 
be evaluated by the “French Method. ” This method 
combines symptom and chronologic criteria relat-
ing to the individual case to give a “Global Intrinsic 
Score,” and then adds bibliographic data relating to 
information on other cases and the known phar-
macology and adverse effects of the drug from 
standardized sources to give an “Extrinsic Score. ”16,50

In the US, although a data element for causality 
was incorporated into the initial fi le format for the 
computerized reports of suspected adverse reac-
tions submitted to the FDA, no formal method for 
evaluating all reports was used until a simple algo-
rithm was developed in the early 1980s, based on 
the Irey and Karch and Lasagna work. 18,19 This 
simple, basic method based on only the timing, de -
and re -challenge and confounding factors criteria, 
very specifi cally excluded the consideration of pre-
vious literature reports as a basis for considering 
the strength of the association. It was reasoned 
that, in many cases, the FDA would be in the posi-
tion of receiving the fi rst reports of an association, 
and such a criterion would suppress a signal of a 
possibly new drug -associated event. The primary 
use of the assessment by the FDA was administra-
tive, that is the causality assessment was a 
mechanism for identifying the best documented 
cases—those with a “probable” or  “highly proba-
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events. They vary in their frequency, their manifes-
tations, their timing relative to exposure, and their 
mechanism, and mimic almost the entire range of 
human pathology, as well as adding unique new 
pathologies (e.g., kidney stones consisting of drug 
crystals and the oculomucocutaneous syndrome 
caused by practolol). In addition, since drugs are 
used to treat illnesses, biopharmaceutical -associated
events are always nested within other pathologies 
associated with the indication for the drug. Since 
drugs are used to produce a benefi cial effect, known 
or expected adverse events are sometimes reluc-
tantly accepted within the clinical risk –benefi t equa-
tion. However, unknown or unexpected events are 
inconsistently recognized and described, and seldom 
are the desired baseline and other detailed measure-
ments taken. 

The nature of this task, and its context, has 
generated two divergent philosophies. One phi-
losophy discounts the value or importance of cau-
sality assessment of individual reactions, deferring 
judgment to the results of formal epidemiologic 
studies or clinical trials. 58 The alternate view con-
tends that the information in single reports can be 
evaluated to determine at least some degree of 
association, and that this can be useful, and some-
times critical, when discontinuation of a clinical 
trial or development of a drug, or, drug withdrawal 
is a consideration. 59 This latter view has spurred the 
evolution of causal evaluation from expert consen-
sual opinion based on global introspection to struc-
tured algorithms, and to elaborate probabilistic 
approaches, as described previously. Further, 
because of the nature of drug and biologic -
associated effects, particularly those that are rare 
and serious, the question has been raised about 
whether epidemiologists need to consider using 
methods for causal evaluations of cases in their 
formal studies and in clinical trials, since the small 
numbers available may not be amenable to stand-
ard statistical analysis. 60

Currently  available solutions

There are now a variety of methods for causality 
assessment of spontaneous reports. Four basic 

developed a list of the types of information that 
would be desirable for published reports, including 
data that would permit the reader to assess inde-
pendently the likelihood of the association. 52,53 The 
conclusion was that publication of case reports 
should require the specifi cs of the fi ve elements of 
the criteria for causality (e.g., details of timing, the 
nature of the reaction, discontinuation and re -
introduction, and alternate causes based on prior 
history). The need for this publication requirement 
was underlined in 1990 when Haramburu and her 
colleagues compared the value of 500 published 
reports with 500 spontaneous reports with respect 
to the availability of information needed in most 
standard causality assessments. Although analysis 
suggested the published reports contained signifi -
cantly more information, the tabulation of these 
reports indicated very sparse data on both alternate 
causes/other diseases and other drugs in both types 
of reports. 54 Nonetheless, even two decades later, 
few journals appear to require specifi c types of 
information for publication of spontaneous reports. 
This prompted another formal effort in 2004 by the 
International Society of Pharmacoepidemiology to 
address this issue. An international working group, 
looking at the broader need for higher quality pub-
lications of suspected adverse reactions to biophar-
maceuticals, published recommendations for 
publications of suspected adverse reactions that 
were published simultaneously in two major jour-
nals focusing on drug safety,  Pharmacoepidemiology
and Drug Safety and  Drug Safety.55,56 Subsequently, 
the recommendations have been adopted by some 
other journals, including Annals of Pharmacotherapy
and Therapie.57

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

The problem to be solved in determining whether an 
event is caused by a biopharmaceutical product is to 
fi nd one or more methods that are reliable, consist-
ent, accurate, and useful for determining the likeli-
hood of association. This problem is compounded by 
the nature of biopharmaceutical -associated adverse 
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unclassifi able ” that essentially represent six levels 
of global introspection, though they generally 
incorporate consideration of the more standard cri-
teria for causality. 69 The Portuguese central phar-
macovigilance unit (Nucleo de Farmacovigilancia 
do Centro) utilizes this WHO global introspection 
method, in part based upon a comparison of results 
from evaluation of 200 cases by algorithm methods 
and the WHO global introspection method. They 
found a relatively moderate to high degree of cor-
respondence of judgments for the reactions more 
likely associated. 70

Algorithm/criterial method with 
verbal judgments
The subsequent attempts to address the limitations 
of global introspection have resulted in the prolif-
eration of methodologic approaches (see Venulet  et
al.22 and Herman 23 for reviews and examples of 
these methods and the appendix in Herman 23

which includes a complete bibliography; also see 
summaries in Herman and Fourrier 71and Agbabiaka 
et al.72). These methods range from simple fl ow 
charts posing ten or fewer questions to lengthy 
questionnaires containing up to 84 items. However, 
they share a common basic structure essentially 
based on the original work by Karch and Lasagna 12

and Irey 10,11—the timing of the adverse event 
in relation to administration of the drug, alterna-
tive etiological candidates, previous recognition of 
the event as a possible adverse reaction to the drug, 
the response when the drug is discontinued (de -
challenge), and the response when the drug 
is subsequently re -administered (re -challenge).
Information relevant to each factor is elicited by a 
series of questions, the answers to which are 
restricted to “yes/no” (and, for some methods, 
“don’t know ”).

These approaches have advantages when com-
pared to global introspection, 64 since there is a great 
improvement in the consistency of ratings among 
reviewers. Because the consideration of each case 
is segmented into its components (e.g., timing, con-
founding diseases, etc.), this also allows for a better 
understanding of areas of disagreement. However, 
there is still considerable global introspection 
required to make judgments on the separate 

types will be described, chosen as illustrative exam-
ples and because they have been widely described 
in various publications. Agbabiaka and colleagues 
in a 2008 review concluded that “there is still no 
method universally accepted for causality assess-
ment of ADRs. ”61

Unstructured  clinical judgment/global
introspection 
Probably the most common approach to causality 
assessment is unstructured clinical judgment. An 
expert is asked to review the clinical information 
available and to make a judgment as to the likeli-
hood that the adverse event resulted from drug 
exposure. However, it has been amply demon-
strated that global introspection does not work 
well, for several reasons. 9

First, cognitive psychologists have shown that 
the ability of the human brain to make unaided 
assessments of uncertainty in complicated situa-
tions is poor, especially when assessing the proba-
bility of a cause given an effect, precisely the task 
of causality assessment. 62 This has been clearly 
demonstrated for the evaluation of suspected 
adverse reactions. Several studies have used 
“expert” clinical pharmacologists to review sus-
pected reactions. Comparing their individual evalu-
ations, these studies documented the extent of 
their disagreement and illustrated, thereby, how 
unreliable global introspection is as a causality 
assessment method. 17,18,19,63,64

Second, global introspection is uncalibrated. 
One assessor ’s “possible” might mean the same 
thing as another assessor ’s “probable.” This has 
been well demonstrated in a study of one pharma-
ceutical company ’s spontaneous report reviewers, 
who used both a verbal and numerical scale. 22

These and other shortcomings of global introspec-
tion as a causality assessment method for adverse 
reactions are discussed in detail by Lane, Hutchinson, 
Kramer, and others. 9,27,64–68 Despite these concerns, 
global introspection for evaluation of adverse 
events continues to be used. Most notably, the 
Uppsala Sweden WHO Centre for Drug Monitoring, 
which collects the spontaneous reports from 
national centers worldwide, has published causality 
criteria ranging from “certain” to  “unassessible/
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(Table  33.1   14  ). One of the more practical methods 
of this type was developed by Naranjo, Busto  et al .  15   
This has been adopted in a number of clinical set-
tings and by at least one publisher ( Annals of 
Pharmacotherapy ) and is shown in Figure  33.2 .  15   
One of the more recent versions of this type of 
evaluation was developed by B é nichou and 
Danan,  34   called the RUCAM method which, like 
the Naranjo methods, has six criteria with three or 
four levels of scoring for each criterion to derive an 
overall score. This has been applied in evaluation 
of adverse events in HIV clinical trials.  73     

 These quantitative methods have found applica-
tions in a number of settings, ranging from evalu-
ations of suspected adverse reactions by hospital 
committees (US hospitals are now required by the 
Joint Commission on Accreditation of Health Care 
Organizations (JCAHO) to have programs of 
adverse reaction surveillance) to use by some regu-
latory authorities, as in France. They are also used, 
although sometimes only in a research context, by 
some pharmaceutical manufacturers.  22,47   The spe-

elements of the algorithms or decision tables. These 
judgments require, in some cases,  “ yes ”  or  “ no ”  
answers where, in fact, a more quantitative esti-
mate of uncertainty would be more appropriate. 
For example, the reviewer might have to consider 
whether the appearance of jaundice within 1 week 
represented a suffi cient duration of drug exposure 
to be consistent with a drug – event association. 
Even adherents of some of the methods agree that 
their procedures for converting answers into prob-
ability ratings are arbitrary. 

 This type of approach, with various degrees of 
complexity, is used by some drug regulatory agen-
cies, such as that of Australia.  48   The FDA algorithm, 
based on the Irey and Karch and Lasagna concepts, 
but currently not in offi cial use, was another 
example of this approach, inquiring sequenti-
ally about temporal sequence, de - challenge, re -
 challenge, and concomitant diseases which might 
have caused the event. It was tailored for rapid use 
by professionals with varied backgrounds for the 
administrative purpose of fi nding well - documented 
cases for regulatory signal evaluation. It was also 
considered useful and easily remembered by clini-
cians in initial differential diagnosis of a clinical 
event. However, this very simple approach is less 
useful for irreversible drug effects, since they have 
neither de - challenge or re - challenge possibilities. 
To address this, an alternate algorithm for fatal 
outcome events was developed by Turner in the 
aftermath of the FDA algorithm.  19    

  Algorithms  r equiring  s coring of 
 i ndividual  j udgments 
 Many algorithms permit quantitative judgments by 
requiring the scoring of their criteria. The answers 
to the algorithms ’  questions are converted into a 
score for each factor, the factor scores are summed, 
and this overall score is converted into a value on 
a quantitative probability scale. These judgments 
range from the extensive, multiple question method 
of Venulet,  20   which has now been translated for 
computer use, to the relatively simpler French 
method.  16   The method developed by Kramer  et al .  14   
received considerable review and is representative 
of the scored methods. Although it was presented 
in algorithm format with multiple steps, it can also 
be represented in tabular format, as shown here 

     Figure 33.2     A critical scored algorithm illustrated by the 
method of Naranjo  et al . in wide use.  15   This particular 
method uses some of the basic data elements as well as 
more details of the history and characteristics of the case, 
and a score is designated for the response to each ques-
tion.    Reproduced from Naranjo  et al .  15   with permission 
from  Nature . 

CAUSALITY ASSESSMENT
NARANJO SCORED ALGORITHM

QUESTION ANSWER SCORE
Yes No Unknown

Previous reports?
Event after drug?
Event abate on drug
  removal?
+ Rechallenge?
Alternative causes?
Reaction with placebo?
Drug blood level toxic?
Reaction dose-related?
Past history of similar
  event?
ADR confirmed
  objectively?

Total Score

+1
+2

+1
+2
–1
–1
+1
+1

+1

+1

0
–1

0
–1
+2
+1
0
0

0

0

0
0

0
0
0
0
0
0

0

0
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latter developing a model using an expert system.  74,75   
Naranjo and colleagues have implemented a practi-
cal spreadsheet/ automated version called BARDI 
(Bayesian Adverse Reaction Diagnostic Instrument) 
and have now applied it to a number of practical 
adverse event problems.  59,76,77     

 The Bayesian method determines the probabil-
ity of an event occurring in the presence of a
drug, relative to the probability of that event occur-
ring in the absence of the drug, as illustrated in 
Figure  33.3 . Estimation of this overall probability, 
the  “ posterior probability, ”  is based on two 
components:
   1     what is known prior to the event, the  “ prior 
probability ”  which is based on clinical trial and 
epidemiologic data; and  
  2     what the likelihoods are, or are not, for drug 
causation of the components of the specifi c 
case, including its history, timing, characteristics, 
de - challenge and its timing components, re -
 challenge, and any other factors, such as multiple 
re - challenges.    

 The full application of this method requires 
knowledge of the clinical event, its epidemiology, 
and relatively specifi c information about the event ’ s 
characteristics and kinetics over time. Examples 

cifi c manner in which they are used has not been 
well described in the literature.  

  Probabilistic  m ethods 
 Recognition of the various problems inherent in 
the previously existing methods set the stage for 
the development of an alternative approach based 
on the Bayesian probability approach to assessment 
of causality. This method has provided an opportu-
nity for a fresh look at the issue of causality, and 
its initial apparent diffi culty (due to its requirement 
for using all available information) raised some 
new issues about causality assessment of adverse 
reactions. It has also brought the area of adverse 
reactions evaluation into a larger discussion of the 
value of the Bayesian and probabilistic approaches 
to the analysis of medical and scientifi c data.  6   

 First published as a method for adverse reaction 
assessment by Auriche,  43   who participated with 
Lane and others in a working group within the 
APWI organization, this method was fi rst presented 
in extensive form in a workshop in 1985 (Figure 
 33.3 ).  31   Several examples were published in a mon-
ograph and subsequently in early papers.  31,32   The 
methods have been incorporated into automated 
versions by both Naranjo and Hutchinson, the 

     Figure 33.3     The basic equations for the Bayesian analy-
sis of suspected drug - associated events. These provide a 
structured, yet fl exible and explicit approach to estimat-
ing the probability that an event is associated with one, 
or more, drugs, as described in the text and extensive 

literature dating from Auriche,  43   Lane  et al .,  31   and others. 
Since the prior probability estimate is dependent on 
explicit data from clinical trials and epidemiologic studies, 
this approach can provide a framework for specifi c event -
 related questions in these studies.  

POSTERIOR ODDS = PRIOR ODDS × LIKELIHOOD
RATIO

P(D->e) I B, C P (D->E) I B P C I (D->E)
= ×

P(D-/->E) I B, C P(D-/->E) I B P C I (D-/-> E)

Overall Epidemiology Individual
probability and case data

clinical trial data (history, timing,
case character,
dechallenge, etc.

P Probability B Baseline information
D->E Drug caused event C Case c event
D-/->E Drug did not cause event
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Further, this approach makes maximum use of the 
available information and follows the basic rule of 
not discarding information. 
2 Since each component is analyzed separately, a 
sensitivity analysis of each information component 
can estimate its overall contribution to the fi nal 
posterior odds or probability estimate. This, in turn, 
can be used to determine which information is 
pivotal. For example, if a tenfold difference in the 
estimate of the timing does not materially modify 
the overall posterior odds estimate, further efforts 
to determine the “best” estimate would not be 
worthwhile.
3 Because of the multistep approach to a judg-
ment, combined with a lack of the prejudged 
weighting present in most other methods, this 
approach resists the tendency to achieve a result 
expected on an a priori global judgment. This is 
quite important in evaluating events with multiple 
causes.
4 This approach can provide an extensive summary 
of the information needed and areas needing 
further research and data compilation. Thus, the 
Bayesian approach ultimately provides a “map” to 
defi ne the information most critical for under-
standing drug -induced disease and serves to help 
formulate the most critical questions to be 
researched. As disease natural histories and drug -
induced diseases are now being described in large 
population databases, it will be essential to link 
these two types of analyses. 

An elegant example of the application of this 
Bayesian method, with an additional complimen-
tary method developed by Begaud and colleagues 
using the Poisson method for estimating the prob-
ability of rare events in populations, 33 has been 
published by Zapater et al.80 These investigators 
have nicely demonstrated the feasibility of utilizing 
both clinical trial and population data to estimate 
the posterior probabilities of association in complex 
cases of ticlopidine -associated hepatitis. 

Comparison among the different 
methods for causality assessment
Several efforts have been made to evaluate and 
compare these methods. The 1983 conference in 
Crystal City involved the application of several of 

have been published for several types of events, 
including Stevens –Johnson syndrome, renal toxic-
ity, lithium dermatitis, and ampicillin -associated
colitis, agranulocytosis, and Guillain –Barré syn-
drome.29,59,76 Thus far, this approach appears to be 
useful for the analysis of the perplexing fi rst 
events in new drug clinical trials, serious spontane-
ous adverse reaction reports, and possibly rare 
events discovered in both case –control and cohort 
pharmacoepidemiologic studies, when standard 
methods of statistical analysis will not provide suf-
fi cient clues as to causality because of inadequate 
sample size. 

With the logistic problem of the length of time 
required for the actual calculations minimized by 
automation, the major impediment to more general 
application of the Bayesian method is the frequent 
lack of the information required for robust analyses 
of events. There are often limited data on the inci-
dence of most events and their occurrence in the 
presence and absence of most drugs (the required 
information for the prior probability). There are 
even fewer data available on the historical risk 
factors, the time course, and specifi c characteristics 
of the drug -associated conditions, as opposed to the 
naturally occurring conditions. However, with the 
current proliferation of epidemiologic studies, par-
ticularly in the areas of natural history of disease 
as well as of drug -associated diseases such as 
Stevens–Johnson syndrome, this information is 
now more likely available. So, although this lack of 
information is sometimes a limitation, it represents 
both an important challenge and a framework for 
structuring further understanding. Benichou and 
collaborators have delved further into a mapping 
process of reactions by type in an attempt to begin 
classifi cations of specifi c drug -associated disease, 
using acute liver disease as one model that incor-
porates qualitative clinical defi nitions of the disease 
into the judgment. 78,79

For this reason, and the fact that more epide-
miologic data are becoming available, there appear 
to be several advantages of using this method for 
the analysis of suspected drug -associated events:
1 All judgments must be explicit and quantifi ed, 
which permits better explanations of the degree of 
uncertainty about each component of information. 
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4 The accrued value of thorough evaluations .    In some 
circumstances, the careful, rigorous evaluation of 
certain categories of drug -associated events will 
facilitate the more accurate evaluation of subse-
quent, related events. For example, consider a case 
where a drug under development is anticipated to 
cause hepatic events. Detailed evaluations of 
hepatic events induced by other drugs may allow 
more satisfactory causality evaluation of reports 
received on the new drug. 82 In some cases this 
results from data collection being focused to a 
much greater degree, as has been initiated in France 
by Benichou et al, where special reporting forms 
based on disease -specifi c criteria for events were 
developed.82,83 This is also clearly demonstrated in 
the efforts of Zapater et al. in the evaluation of the 
ticlopidine-associated hepatic toxicity, where the 
evaluation and sensitivity analysis not only clari-
fi ed the estimated probabilities for the cases, but 
also suggested that more careful examinations of 
relative values of hepatic enzymes might further 
understanding in the perplexing fi eld of drug -
associated hepatotoxicity. 80

5 Who will be carrying out the evaluation? Although
no specifi c studies have been carried out to evalu-
ate the inter -rater differences among differently 
trained professionals, it is likely that the body of 
information held by each reviewer will have con-
siderable impact on any of the methods used, 
including the Bayesian method. 

The future 

The fi eld of adverse reaction causality assessment 
has many unresolved issues, both methodologic 
and practical, which have been described in the 
preceding sections. Although there was an original 
hope that there would be some basis for a consen-
sus method, 24 the current state of the fi eld would 
suggest that this is not likely to be the case, as again 
evidenced by the ensuing absence of the emer-
gence of a standard method, despite repeated pub-
lished expressions of need. Several reasons can be 
suggested. First, a number of individuals and insti-
tutions have adopted one or sometimes a few 
methods and have committed to their use, often 

the methods to a standardized case, illustrating 
a considerable lack of concordance for some 
methods.24

A much more elegant and detailed evaluation of 
six representative algorithmic methods has been 
carried out by Pere et al.,81 who identifi ed standard 
evaluation criteria and carried out an evaluation of 
1134 adverse reactions using the various methods. 
Signifi cantly, they found only moderate agreement 
between all pairs, and considerable disagreements 
on weightings of three of the major criteria —
timing, de -challenge, and alternate etiologies —
which tends to underline the lack of considerable 
information on the events and their characteristics. 
More recent attempts to quantify agreements on 
different methods, including global introspection, 
have been published by Macedo et al.66,67,70

Given the current state of affairs, where a 
number of published methods exist, the choice of 
a method for use in evaluating individual adverse 
effects will likely be determined by a number of 
practical factors. These include:
1 How the evaluation will be used .    This refers to both 
its short -term use (e.g., a rating suggesting more 
than possible association may be needed to result 
in a “signal” ) and long -term use (e.g., will a single 
highly probable case in a fi le, not otherwise acted 
upon, be a source of liability for the evaluator?) 
2 The importance of the accuracy of the judgment .    If
this evaluation will determine either a specifi c clin-
ical outcome or, for example, the continuation of a 
clinical trial or the continued marketing of a drug, 
the accuracy of the judgment may be critical. 
Conversely, if little hinges upon the judgment, 
cruder estimates and methods, recognized as such, 
may suffi ce. 
3 The number of causality evaluations to be made .    The
above considerations must also be weighed against 
the time required to make judgments on large 
numbers of reports. This is particularly a dilemma 
for regulatory agencies and manufacturers, where 
the need for accurate judgments is pitted against 
the volume of evaluations to be considered. One 
approach to this problem is suggested by the FDA ’s
approach to identifying high priority problems 
according to their newness and seriousness (see 
Chapter 8).
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At present, with pursuit of the epidemiology 
and pathophysiology of drug -associated diseases by 
both individual centers (e.g., the efforts in drug 
associated hepatic disease, including liver failure by 
Lee84 and the US NIH) and the regulatory agencies, 
in particular FDA (pursuing hepatic injury and 
other drug -associated disorders such as Stevens –
Johnson syndrome), it is likely that such research 
will support development of much more event -
specifi c methods, such as the ALDEN method for 
Stevens–Johnson syndrome developed by the 
European SCAR registry. 85

3 Gathering of data on these critical elements of the 
specifi c adverse events in the course of both clinical 
trials and epidemiologic studies. Risk factor, history, 
timing, characteristics, and resolution patterns of 
adverse events should be described in these studies 
and incorporated into general data resources on the 
characteristics of medical events and diseases. 
4 Further work on automation of the causality 
evaluation process. Global introspection is still 
widely used because of the cumbersome nature of 
many of the more complete methods. Fortunately, 
several methods are now automated, including the 
French method, 81 the Venulet method (J. Venulet, 
personal communication), and the Bayesian BARDI 
method.77 Convenient access to the proper ques-
tions, arrayed in logical order, as well as back-
ground data on the state of information to date, has 
the potential for radically changing the state of 
adverse reaction causality evaluation. 
5 Consideration of new and different methods for 
assessment.

Although it is likely that further work will 
usually include use of the many available methods, 
it is of interest that other approaches have emerged. 
For example, as part of work on patient safety in 
the US (see also Chapter 45), the methods of “root
cause analysis ” has emerged to identify the impor-
tant contributors to adverse events in clinical set-
tings. This approach maps out functional maps of 
possible contributing factors to not only identify a 
cause but also determine methods of preventing it. 
Spath has provided one illustration of this 
approach.86 Another approach described by inves-
tigators at the University of Toronto, although less 
generalizable, is the N -of-1 trial that can evaluate 

through their choice of data collecting systems or 
software.20 Second, the practical aspects of the use 
of these methods have appeared to play a very real 
role. Although discussed with excitement as the 
possible “gold standard ” for adverse reaction cau-
sality, the Bayesian method was not rapidly 
embraced, in part because of the diffi culty of its use 
without automation. It was thought that with the 
lifting of this barrier, and with further use for prac-
tical applications, its potential would be realized, 
but this has generally not been the case. It is likely 
that the complex Kramer et al. algorithm 14 likewise 
discourages its use in some sectors, although this 
has not been documented. Again, this is diminished 
with automation. Third, concern about the misuse 
of judgment terms or scores within the legal arena 
has generated concern, 47 particularly given the fact 
that there is not a gold standard method. 

All of these factors suggest the need for consid-
erable further work. This work would appear to fall 
into several areas:
1 Further defi nition of the  applications of causality 
assessment that is the “output” of the process, so 
as to better defi ne the desired rigor, accuracy, and 
usability of the methods. It would appear that there 
will probably always be needs for simpler and 
rougher methods, as well as more complete and 
rigorous methods, when the determination has 
considerable impact. 
2 Further defi nition of the  critical elements needed for 
the evaluation of causality for different types of 
adverse reactions (e.g., hepatic, hematological, 
skin, etc.) so that this information may be collected 
at the time of reporting or publishing a spontane-
ous event. The need for this event -specifi c informa-
tion has long been recognized 16,24,81 and is being 
implemented in some centers (e.g., Bordeaux, 
France; University of Toronto; as well as many 
pharmaceutical companies) that collect adverse 
events. Further work in this area can have a major 
impact on the: 

(a) collection of better information on the differ-
ent drug -associated events, using data collection 
instruments tailored to the event of interest, and 
(b) better defi nition of the dynamics and, ulti-
mately, the pathophysiology and mechanisms 
of certain types of drug -induced conditions. 
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the causality of adverse events in individuals, par-
ticularly those who have experienced multiple 
reactions to drugs. 87

In conclusion, the topic of causality of adverse 
reactions continues to represent a challenge. With 
increased consideration of the need to consider 
causality as part of the regulatory process, the 
need for consensus, possibly on more than one 
method depending on use, continues. One major 
result of the application of detailed causality assess-
ment, particularly when it is viewed prospectively 
with collection of data in both pharmacovigilance 
centers and clinical studies, is that these data can 
ultimately contribute to the overall need to under-
stand the details of the many drug -associated
diseases.
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Introduction 

One of the most challenging areas in clinical phar-
macology and pharmacoepidemiology is to under-
stand why individuals and groups of individuals 
respond differently to a specifi c drug therapy, both 
in terms of benefi cial and adverse effects. Reidenberg 
observes that, while the prescriber has basically two 
decisions to make while treating patients (i.e., 
choosing the right drug and choosing the right 
dose), interpreting the inter -individual variability 
in outcomes of drug therapy includes a much wider 
spectrum of variables, including the patient ’s health 
profi le, prognosis, disease severity, quality of drug 
prescribing and dispensing, adherence with pre-
scribed drug regimen (see Chapter 42), and last, but 
not least, the genetic profi le of the patient. 1

Molecular pharmacoepidemiology is the study 
of the manner in which molecular biomarkers alter 
the clinical effects of medications in populations. 
Just as the basic science of pharmacoepidemiology 
is epidemiology, applied to the content area of clini-
cal pharmacology, the basic science of molecular 
pharmacoepidemiology is epidemiology in general 
and molecular epidemiology specifi cally, also 
applied to the content area of clinical pharmacol-
ogy. Thus, many of the methods and techniques of 
epidemiology apply to molecular pharmacoepide-
miologic studies. However, there are several fea-

tures of molecular pharmacoepidemiology that are 
somewhat unique to the fi eld, as discussed later in 
this chapter. Most of the discussion will focus on 
studies related to genes, but the methodologic con-
siderations apply equally to studies of proteins and 
other biomarkers. 

It has been suggested that, on average for each 
medication, about one out of three treated patients 
experience benefi cial effects, one out of three do 
not show the intended benefi cial effects, 10% 
experience only side effects, and the rest of the 
patient population is non -adherent so that the 
response to the drug is diffi cult to assess. 2 Although 
this is just a crude estimate, it highlights the chal-
lenge of individualizing therapy in order to produce 
a maximal benefi cial response and minimize 
adverse effects. Although it is clear that many 
factors can infl uence medication effi cacy and 
adverse effects, including age, drug interactions, 
and medication adherence (see Chapter 42), genet-
ics can clearly be an important contributor in the 
response of an individual to a medication. Genetic 
variability can account for a large proportion (e.g., 
some estimates range from 20 to 95% 3) of variabil-
ity in drug disposition and medication effects. 3–7

In addition to altering dosing requirements, 
genetics can infl uence response to therapy by alter-
ing drug targets or the pathophysiology of the 
disease states that drugs are used to treat. 8–13
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severe, frequently fatal, apnea. 15 A third pharma-
cogenetic antecedent is the example of drug -
induced neuropathy in patients with low activity 
levels of the metabolic enzymeN-acetyltransferase.16

This enzyme plays an important role in Phase II 
pathways of drug metabolism, and genetic variance 
of the activity of this enzyme may lead to dramatic 
and clinically relevant differences in the plasma 
concentrations of drugs such as isoniazid, hydrala-
zine, and procainamide. A fi nal example is the 
metabolic variance caused by one of the many 
cytochrome P450 enzymes (CYP). Doctors treating 
patients with codeine as an analgesic have observed 
for decades that some patients do not respond at 
all to normal doses. These clinical observations 
were not well understood until it was discovered 
that a polymorphism of CYP2D6 (a subfamily of 
cytochrome P450) could result in suboptimal trans-
formation of the inactive prodrug codeine into the 
active form, morphine. 17 The example of codeine 
points to inherited lack of effi cacy. However, genetic 
polymorphisms of CYP2D6 also have consequences 
for drug safety, as discussed later in this chapter. 

Defi nitions and  concepts
Genetic variability
Building on the success of the various human 
genome initiatives, it is now estimated that there 
are approximately 25 000 regions of the human 
genome that are recognized as genes because they 
contain deoxyribonucleic acid (DNA) sequence ele-
ments including exons (sequences that encode pro-
teins), introns (sequences between exons that do 
not directly encode amino acids), and regulatory 
regions (sequences that determine gene expression 
by regulating the transcription of DNA to RNA, and 
then the translation of RNA to protein). Some of 
these sequences have the ability to encode RNA 
(ribonucleic acid, the encoded messenger of a DNA 
sequence that mediates protein translation) and 
proteins (the amino acid sequence produced by the 
translation of RNA). In addition, we are learning a 
great deal about genomic regions that do not 
encode RNA or protein, but play important roles in 
gene expression and regulation. 

Thanks to numerous human genome initiatives, 
we also have substantial information about interin-

Genetic variability in drug response:
historical perspective
Although molecular pharmacoepidemiology is a 
relatively new area of research, the idea that indi-
viduals have different susceptibility to medications 
is not new. Since the advent of modern drugs soon 
after the Second World War, physicians, pharma-
cists, and patients have been confronted with inter -
individual variability in the effects of drug therapy. 
Some patients need higher than normal doses to 
achieve an optimum effect. In other patients, 
unwanted and adverse effects occur even in low 
doses, while some patients receive no apparent 
effect of the medication at all. History shows a 
number of cases where genetics or factors that may 
be correlated with genetic variability played a role 
in interpreting and predicting drug effects (Table 
34.1). One of the most well -known “classic” exam-
ples of genetic variance in drug response is the 
metabolic defect caused by glucose -6-phosphate
dehydrogenase (G6PD) defi ciency. 14 This X -linked
chromosome disorder is present in about 10% of 
African men, and occurs at low expressed frequen-
cies in some Mediterranean peoples. In carriers of 
this defi ciency, hemolytic reaction occurs after 
exposure to oxidant drugs such as antimalarials 
(e.g., chloroquine), but is also seen in patients 
using drugs such as aspirin, probenecid, or vitamin 
K. Another early stimulus for pharmacogenetic 
thinking was the observation that, in the 1 in 3500 
white subjects who are homozygous for the gene 
encoding an atypical form of butyrylcholinesterase, 
the inability to suffi ciently hydrolyze the muscle 
relaxant drug succinylcholine could lead to pro-
longed, drug -induced muscle paralysis resulting in 

Table 34.1 Some examples of “old” clinically relevant 
gene–drug interactions 

Hemolysis in patients exposed to antimalarial therapy 
and G6PD defi ciency 14

Prolonged action of suxamethonium due to plasma 
cholinesterase polymorphism 15

Neuropathy in patients exposed to isoniazide 
N-acetyltransferase polymorphism 16

Ineffi cacy of codeine as analgesic in poor 
metabolizers (CYP2D6) 17
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Pharmacogenetics and pharmacogenomics
While the term pharmacogenetics is predominantly 
applied to the study of how genetic variability is 
responsible for differences in patients ’ responses to 
drug exposure, the term pharmacogenomics encom-
passes not only studies of genetic variability in drug 
response, but also includes approaches that con-
sider data about thousands of genotypes, as well as 
responses in gene expression to existing medica-
tions.22,23 Although the term “pharmacogenetics” is 
sometimes used synonymously with pharmacoge-
nomics, the former usually refers to a candidate -
gene approach as opposed to a genome -wide
approach in pharmacogenomics (both are discussed 
later in this chapter). 

The interface of pharmacogenetics
and pharmacogenomics with 
molecular pharmacoepidemiology
Pharmacogenetic and pharmacogenomic studies 
usually are designed to examine intermediate end-
points between drugs and outcomes (such as drug 
levels, pharmacodynamic properties, or surrogate 
markers of drug effects) and often rely on detailed 
measurements of these surrogates in small groups 
of patients in highly controlled settings. Molecular 
pharmacoepidemiology focuses on the effects of 
genetics on clinical outcomes and uses larger obser-
vational and experimental methods to evaluate the 
effectiveness and safety of drug treatment in the 
population. Molecular pharmacoepidemiology uses 
similar methods as pharmacoepidemiology to 
answer questions related to the effects of genes on 
drug response. Thus, molecular pharmacoepidemi-
ology answers questions related to:
1 the population prevalence of SNPs and other 
genetic variants; 
2 evaluating how these genetic variants alter 
disease outcomes; 
3 assessing the impact of gene –drug and gene –
gene interactions on drug response and disease 
risk; and 
4 evaluating the usefulness and impact of genetic tests 
in populations exposed, or to be exposed, to drugs. 

There are, however, some aspects of molecular 
pharmacoepidemiology that differ from the rest of 
pharmacoepidemiology. These include: the need to 

dividual variability in the human genome. The most 
common form of genomic variability is a single 
nucleotide polymorphism (SNP), which represents 
a substitution of one nucleotide (i.e., the basic build-
ing block of DNA, also referred to as a “base”) for 
another, which is present in at least 1% of the popu-
lation. Each person has inherited two copies of each 
allele (one from the paternal chromosome and one 
from the maternal chromosome). The term allele 
refers to the specifi c nucleotide sequence at one 
point in the genome inherited either from the father 
or mother, and the combination of alleles in an indi-
vidual is denoted a genotype. When the two alleles 
are identical (i.e., the same nucleotide sequence on 
both chromosomes), the genotype is referred to as 
“homozygous,” and when the two alleles are differ-
ent (i.e., different nucleotide sequences on each 
chromosome), the genotype is referred to as “het-
erozygous.” Approximately 10 million SNPs are 
thought to exist in the human genome, with an esti-
mated two common missense (i.e., amino acid 
changing) variants per gene (e.g., Cargill et al.18). It is 
likely that only a subset (perhaps 50 000–250000) of 
the total number of SNPs in the human genome will 
actually confer small to moderate effects on pheno-
types (the biochemical or physiological manifesta-
tion of gene expression) that are causally related to 
disease risk. 19

However, SNPs are not the only form of genetic 
variation that may be relevant to human traits and 
diseases. Copy number variants (CNV) have also 
been recently identifi ed as another common form 
of genomic variation that may have a role in disease 
etiology. 20

Finally, we also recognize that the genome is not 
simply a linear nucleotide sequence, but that popu-
lation genomic structure exists in which regions as 
large as 100 kilobases (a kilobase being a thousand 
nucleotides, or bases) in length defi ne units that 
remain intact over evolutionary time. 21 These 
regions defi ne genomic blocks that may defi ne hap-
lotypes, which are sets of genetic variants that are 
transmitted as a unit across generations. 

Thus, the complexity of genome structure and 
genetic variability that infl uences response to med-
ications provides unique challenges to molecular 
pharmacoepidemiology. 
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of drug distribution and action. This includes 
absorption and distribution of medications to the 
site of action, interaction of the medication with its 
targets, metabolism of the drug, and drug excretion 
(see Chapter 2).5,22–24 These mechanisms can be 
categorized into three general routes by which 
genes can affect a drug response: pharmacokinetic, 
pharmacodynamic, and gene –drug interactions in 
the causal pathway of disease. These will be dis-
cussed in turn below. 

Pharmacokinetic gene–drug interactions
Genes may infl uence the pharmacokinetics of a 
drug by altering its metabolism, absorption, or dis-
tribution. As discussed previously, the fact that dif-
ferent individuals might metabolize medications 
differently has been well known for decades (see 
also Chapter 2). Metabolism of medications can 
either inactivate their effect or convert an inactive 
prodrug into a therapeutically active compound. 
Drugs can be metabolized either through Phase I 
reactions (oxidation, reduction, and hydrolysis) or 
Phase II (conjugation) reactions (e.g., methyla-
tion).25 The genes that are responsible for variable 
metabolism of medications are those that code for 
various enzyme systems, especially the cytochrome 
P450 enzymes. 

The gene encoding CYP2D6 represents a good 
example of the various ways in which polymor-
phisms can alter drug response. Some of the genetic 
variants lead to low or no activity of the CYP2D6 
enzyme whereas some individuals have multiple 
copies of the gene, leading to increased metabolism 
of drugs. A specifi c example is the clinically rele-
vant association between polymorphism of CYP2D6 
and the risk of antipsychotic -induced extrapyrami-
dal syndromes, as measured by the need for 
antiparkinsonian medication. In a case –control
study by Schillevoort et al., patients using the 
CYP2D6-dependent antipsychotic drugs (e.g., 
haloperidol) who were poor metabolizers were 
more than four times more likely to need antipar-
kinsonian medication than the extensive metabo-
lizers (odds ratio 4.4; 95% confi dence interval (CI): 
1.1–17.7).26 An increased risk was not observed for 
patients using non -CYP2D6-dependent antipsy-
chotic drugs (odds ratio 1.2; 95% CI: 0.2 –6.8). The 
decreased metabolic activity of CYP2D6 may also 

understand the complex relationship between 
medication response and the vast number of poten-
tial molecular and genetic infl uences on this 
response; a focus on interactions among these 
factors and interactions between genes and envi-
ronment (including other medications) that raise 
issues of sample size and has led to interest in novel 
designs; and the need to parse out the most likely 
associations between genes and drug response from 
among the massive number of potentially impor-
tant genes identifi ed through bioinformatics (the 
science of developing and utilizing computer data-
bases and algorithms to accelerate and enhance 
biological research). As stated previously, the basic 
science of epidemiology underlies molecular phar-
macoepidemiology just as it underlies all pharma-
coepidemiology. What is different is the need for 
approaches that can deal with the vast number of 
potential genetic infl uences on outcomes; the pos-
sibility that “putative” genes associated with drug 
response may not be the actual causal genes, but 
rather a gene near or otherwise associated with the 
causal gene on the chromosome in the population 
studied (and that may not be similarly linked in 
other populations); the potential that multiple 
genes, each with a relatively small effect, work 
together to alter drug response; and the focus on 
complex interactions between and among genes, 
drugs, and environment. By discussing the poten-
tial approaches to these challenges in this chapter, 
it is hoped that both the similarities and differences 
between pharmacoepidemiology and molecular 
pharmacoepidemiology will be made clear. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

It is useful to conceptualize clinical problems in 
molecular pharmacoepidemiology by thinking 
about the mechanism by which genes can affect 
drug response. 

Three  ways that genes can affect  drug
response
The effect that a medication has on an individual 
can be affected at many points along the pathway 
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In addition to metabolism, genes that alter the 
absorption and distribution of medications may 
also alter drug levels at tissue targets. These include, 
for example, genes that code for transporter pro-
teins such as the ATP -binding cassette transporter 
proteins (ABCB, also known as the multidrug -
resistance [MDR] -1 gene), 34 which has polymor-
phisms that have been associated with, for example, 
resistance to antiepileptic drugs. 35 It has been found 
that patients with drug -resistant epilepsy (approxi-
mately one of three patients with epilepsy is a non -
responder) are more likely to have the CC 
polymorphism of ABCB1, which is associated with 
increased expression of this transporter drug -effl ux 
protein (odds ratio, 2.66; 95% CI: 1.32 –5.38).35 Of 
note, and consistent with the complexities of 
molecular pharmacoepidemiologic research noted 
later, the ABCB1 polymorphism falls within an 
extensive block of linkage disequilibrium (LD). LD 
is defi ned by a region in which multiple genetic 
variants (e.g., SNPs) are correlated with one 
another due to population and evolutionary genetic 
history. As a result, an SNP may be statistically 
associated with disease risk, but is also in LD with 
the true causative SNP. Therefore, the SNP under 
study may not itself be causal but simply linked to 
a true causal variant. 35 One of the major challenges 
in genetics research at this time is developing 
methods that can identify the true causal variant(s) 
that may reside in an LD block. 

Pharmacodynamic gene–drug interactions
Once a drug is absorbed and transported to its 
target site, its effect may be altered by differences 
in the response of drug targets. Therefore, poly-
morphisms in genes that code for drug targets 
may alter the response of an individual to a 
medication.

This is well illustrated by the polymorphisms of 
the β(2)-adrenergic receptor ( β(2)-AR), known for 
their role in affecting response to β-agonists (e.g., 
albuterol) in asthma patients. In particular, the 
coding variants at position 16 within the β(2)-AR
gene ( β(2)-AR-16) have been shown to be impor-
tant in determining patient response to albuterol 
treatment.11 Israel  et al. showed that the Arg –Arg
genotype at β(2)-AR-16 was positively associated 
with clinical response to albuterol in patients who 

lead to lower drug effi cacy, as illustrated previously 
for codeine, which is a prodrug that is metabolized 
to the active metabolite, morphine, by CYP2D6. 17,27

It has been estimated that approximately 6 –10% of 
Caucasians have variants that result in CYP2D6 
genotypes that encode dysfunctional or inactive 
CYP2D6 enzyme, in whom codeine is an ineffective 
analgesic.9

Although many drug –CYP2D6 genetic variant 
interactions have been reported based on 
experimental or epidemiologic associations, pre-
dicting clinical outcomes in daily practice based 
on such CYP2D6 genetic data in a valid fashion 
remains complex, with probably an exception 
for optimizing breast cancer treatment with 
tamoxifen by assessing CYP2D6 metabolizing 
state before initiating therapy. 28 Drug –gene associa-
tions shown in one study cannot always be repli-
cated in another one. 29 Obviously, variance in 
drug response has many determinants and singling 
out only one genetic factor fails to account for 
the co -occurrence, interplay, and interactions of 
several other factors (e.g., disease severity, 
exposure variability over time, physiological feed-
back mechanisms, testing bias), something that 
is also of critical importance for molecular 
pharmacoepidemiology. 30

The genetic polymorphism of thiopurine meth-
yltransferase (TPMT) in treating cancer patients is 
another example. 10,31,32 In its usual state, TPMT 
metabolizes thiopurine drugs, which would other-
wise be toxic if not excreted. In approximately 90% 
of individuals, TPMT activity is high and allows 
normal drug excretion. In 10%, activity is interme-
diate due to the presence of a heterozygous variant 
in the TPMT gene. In 0.3%, activity is so low (due 
to a homozygous variant in the TPMT gene) that 
patients using drugs such as azathioprine, mercap-
topurine, or thioguanine accumulate excessive 
concentrations of the active thioguanine nucle-
otides, leading to severe hematological toxicity. 
Thus, TPMT genotyping can be determined prior 
to treatment with these agents to avoid potential 
toxicities.33 Alternatively, given the rarity of the 
homozygous variants, individuals who experience 
treatment-related toxicities may be genotyped for 
TPMT, and this may infl uence the course of further 
treatments.
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Gene–drug interactions and the causal
pathway of disease
Along with altering the pharmacokinetic and phar-
macodynamic properties of medications, genetic 
polymorphisms may also alter the disease state that 
is the target of drug therapy. As an example, hyper-
tension is widely acknowledged to be a complex 
phenotype that involves many regulatory systems. 
These regulatory systems are associated with the 
responsiveness to different drug therapies. 
Medications that work by a particular mechanism, 
such as the increased sodium excretion of some 
antihypertensive medications, may have different 
effects depending on the susceptibility of the patient 
to the effects of the drug. One key polymorphism 
is in the α-adducin gene and its relation to treat-
ment for hypertension. Cusi et al. found a signifi -
cant association between the α-adducin locus (the 
site of the gene) and essential hypertension and 
greater sensitivity to changes in sodium balance 
among patients with the polymorphism of the 
gene.39 These fi ndings fuelled various pharmacoep-
idemiologic studies to evaluate whether the α-
adducin polymorphism may also be useful to 
identify hypertensive patients who can optimally 
benefi t from diuretic treatment, but with rather 
inconsistent results regarding the impact of the 
drug–gene interaction on clinical outcomes. 8,40

Genetic variability in disease states also can be 
critical for tailoring drug therapy to patients with a 
specifi c genotype related both to the disease and 
drug response. One example is the humanized 
monoclonal antibody trastuzumab (Herceptin ®),
which is used for the treatment of metastatic breast 
cancer patients with over -expression of the HER2 
oncogene. The HER2 protein is thought to be a 
unique target for trastuzumab therapy in patients 
with this genetically associated over -expression,
occurring in 10 –34% of females with breast 
cancer. 12 The case of trastuzumab, together with 
another anticancer drug, imatinib, which is espe-
cially effective in patients with Philadelphia 
chromosome-positive leukemias, has pioneered 
successful genetically targeted therapy. 41

Genetic polymorphisms that alter disease states 
can also play a role in drug safety. For example, 
factor V Leiden mutation, present in about one out 

used this drug in an as -needed fashion. 11 However, 
patients with the same genotype showed a decrease 
in response after regular use of albuterol. The Gly –
Gly genotype at β(2)-AR-16 was unaffected by 
regular use. This example shows that the clinical 
effects of genetic variants should be interpreted in 
the context of patterns of use of the drug regimen 
over time, in particular in cases where receptor 
kinetics (e.g., up - and down -regulation of the 
receptor) play a critical role. Later clinical and epi-
demiologic studies, directed at optimizing asthma 
treatment through β(2)-AR gene information, 
were not able to reconfi rm the clinical relevance of 
the earlier fi ndings, an example of Type I error 
(discussed later in this chapter) frequently observed 
in common diseases. 36

Pharmacodynamic gene –drug interactions may 
also result in mixed responses in terms of intended 
and non -intended effects. For example, the treat-
ment of patients with schizophrenia is still unsatis-
factory because of the highly variable and frequently 
poor response profi les of antipsychotic drugs. 37 It is 
thought that dopamine receptors play an important 
role in both achieving the wanted therapeutic ben-
efi ts and the occurrence of side effects (e.g., drug -
induced tardive dyskinesia and parkinsonism) with 
these drugs. It appears as though there is a complex 
interplay between available antipsychotics and an 
array of dopamine D2, D3, and D4 receptor actions. 
This example of pharmacodynamic drug –gene
interactions illustrates that therapeutic responses 
are unlikely to be associated with a single polymor-
phism, in particular when the same receptor panel 
is responsible for both therapeutic and adverse 
responses.

Thus, pharmacodynamic gene –drug interactions 
may also affect the risk of adverse reactions. 
Another example is a polymorphism in the gene 
coding for the bradykinin B2 receptor that has been 
associated with an increased risk of angiotensin 
converting enzyme (ACE) inhibitor -induced
cough.38 Cough is one of the most frequently seen 
adverse drug reactions (ADRs) in ACE therapy and 
very often a reason for discontinuation of therapy. 
The TT genotype and T allele of the human brady-
kinin B(2) receptor gene are found to be signifi -
cantly higher in subjects with cough. 38
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who have a variant that reduces receptor response, 
drug effi cacy will be reduced while toxicity may not 
be different from those who carry genotypes that 
are not associated with impaired receptor response 
(assuming that toxicity is not related to the receptor 
responsible for effi cacy). Among those who have 
variants for both genes, effi cacy could be reduced 
because of the receptor variant (perhaps not as 
substantially as those with an isolated variant of the 
receptor gene because of the higher effective dose 
resulting from the metabolism gene variant), while 
toxicity could be increased because of the metabo-
lism variant. 

A summary of the specifi c examples cited earlier 
and their relationship with each of the three mech-
anisms of genetic variability in drug response is 
shown in Table  34.3.

Some examples of the progression 
and application of molecular
pharmacoepidemiologic research 
Medications with a narrow therapeutic ratio are 
good targets for the use of molecular pharmacoepi-
demiology to improve the use and application of 
medications. One example is warfarin. This example 
illustrates both the logical progression of phar-
macogenetics through molecular pharmacoepidemi-
ology and the complexity of moving pharmacogenetic 
data into practice. The enzyme primarily respon-
sible for the metabolism of warfarin to its inactive 

of 20 Caucasians, is considered an important 
genetic risk factor for deep vein thrombosis and 
embolism.42 A relative risk of about 30 in factor V 
carriers and users of oral contraceptives compared 
to non -carriers and non -oral-contraceptive users 
has been reported. This gene –drug interaction has 
also been linked to the differential thrombotic risk 
associated with third -generation oral contracep-
tives compared with second -generation oral con-
traceptives.13 Despite this strong association, 
Vandenbroucke  et al. have calculated that mass 
screening for factor V would result in denial of oral 
contraceptives for about 20 000 women positive for 
this mutation in order to prevent one death. 43

Therefore, these authors concluded that reviewing 
personal and family thrombosis history, and only if 
suitable, factor V testing before prescribing oral 
contraceptives, is the recommended approach to 
avoid this adverse gene –drug interaction. 43 This 
highlights another important role of molecular 
pharmacoepidemiology: determining the utility 
and cost -effectiveness (see also Chapter 38) of 
genetic screening to guide drug therapy. 44

The interplay of various mechanisms
It is useful to conceptualize how the effects of 
genetic polymorphisms at different stages of drug 
disposition and response might infl uence an indi-
vidual’s response to a medication. As an example, 
an individual may have a genotype that alters the 
metabolism of the drug, the receptor for the drug, 
or both. 23 Depending on the combination of these 
genotypes, the individual might have a different 
response in terms of both effi cacy and toxicity (see 
Table  34.2). In the simplifi ed example in Table  34.2,
there is one genetic variant that alters drug metab-
olism and one genetic variant that alters receptor 
response to a medication of interest. In this example, 
among those who are homozygous for the alleles 
that encode normal drug metabolism and normal 
receptor response, there is relatively high effi cacy 
and low toxicity. However, among those who have 
a variant that reduces drug metabolism, effi cacy 
at a standard dose could actually be greater (assum-
ing a linear dose –response relationship within the 
possible drug levels of the medication) but toxicity 
could be increased (if dose -related). Among those 

Modifi ed from Evans and McLeod 23

Table 34.2 Hypothetical response to medications by 
genetic variants in metabolism and receptor genes 

Gene
affecting 
metabolism*

Gene
affecting 
receptor
response*

Drug response 

Effi cacy (%) Toxicity (%) 

Wild-type Wild-type 70 2
Variant Wild-type 85 20
Wild-type Variant 20 2
Variant Variant 35 20

*Wild-type associated with normal metabolism or 
receptor response and variants associated with reduced 
metabolism or receptor response. 
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throughout the course of anticoagulation therapy, 
whether specifi c variants or combinations of vari-
ants (e.g., heterozygotes with only one variant 
allele versus homozygotes with two variant alleles) 
have different effects, and whether knowing that 
a patient carries a variant can alter therapy in a 
way that can reduce risk. A meta -analysis of 
studies examining the role of CYP2C9 in warfarin -
treated patients demonstrated a signifi cant associa-
tion between CYP2C9 variants and bleeding risk. 53

Of note, there is still a large amount of interindi-
vidual variability in response to warfarin within 
CYP2C9 genotypes, and numerous studies, includ-
ing genome -wide association studies (discussed 
below) have been performed to try to identify 
other genetic variants that alter warfarin response. 
From this work, it is now clear that the vitamin K 
epoxide reductase complex 1 (VKORC -1) gene 
carries several variants that alter response to warfa-
rin. Of note, most of the strongest associations with 
warfarin dose are among variants that are all in 
strong linkage disequilibrium with each other, par-
ticular in non -African-American populations; 
thus, there is no benefi t to dose prediction in these 
patients in genotyping more than just one SNP. 
Despite the presence of two genes with relatively 
strong associations with warfarin dosing, there is still 
about 50% of variability in warfarin dosing that is 
not explained by genetics or clinical factors, suggest-
ing that other genetic factors may also infl uence the 
response to the medication. 54 However, despite 
much research, very few other SNPs have been 
identifi ed that have a substantial effect on warfarin 

form is the cytochrome P450 2C9 variant 
(CYP2C9).45–47 Pharmacogenetic studies identifi ed 
polymorphisms in CYP2C9 that led to altered metab-
olism of warfarin. 48,49 One of the fi rst molecular 
pharmacoepidemiologic studies examining the 
clinical relevance of the CYP2C9 variants was a 
case–control study that reported that the odds ratio 
(OR) for a low warfarin dose requirement was 6.2 
(95% CI: 2.5 –15.6) among those having one or 
more CYP2C9 variant alleles compared with a 
control population with normal warfarin dose 
requirements.50 The OR was elevated both in those 
with only one variant allele (i.e., heterozygotes: 
OR 2.7; 95% CI: 1.2 –5.9) and in those with two 
variant alleles to an even greater extent (i.e., 
homozygotes: OR 7.8; 95% CI: 1.9 –32.1). Patients 
on low doses of warfarin also were more likely to 
have diffi culty with anticoagulation control during 
the fi rst week of therapy and more likely to have 
bleeding complications, based on unadjusted analy-
ses. A subsequent retrospective cohort study con-
fi rmed the lower dose requirement of patients with 
the genetic variant of CYP2C9, but did not examine 
clinical outcomes. 51 In order to address the clinically 
relevant question of bleeding, another retrospec-
tive cohort study was performed that demonstrated 
an increased risk of bleeding among patients fol-
lowed in an anticoagulation clinic who had at least 
one variant of the CYP2C9 genotype. 52 The relatively 
small size of the study, retrospective nature, and 
selected population left unanswered the question 
of whether there is an independent effect of 
CYP2C9 variants on the risk of clinical outcomes 

Table 34.3 Pathways of gene –drug interactions and some relevant examples 

Pharmacokinetic Pharmacodynamic In pathway of disease 

CYP2D6 “poor metabolizer ” type and 
antipsychotic-induced parkinsonism 

ß2-adrenergic receptor ( ß2AR)
and response to ß2-agonists

α-Adducin and salt -sensitive form 
(diuretic response) of hypertension 

Thiopurine methyltransferase defect and 
toxicity of cancer drugs (e.g., azathioprine) 

Dopamine-4 receptor and 
response to antipsychotics 

HER2-overexpression and response 
to Herceptin ®

ABCB1 transporter gene and multidrug 
resistance in epilepsy (MDR1) 

Bradykinin B(2) receptor gene 
and ACE -induced cough 

Factor V Leiden and VTE risk in 
OC users 
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series of studies, including randomized trials, have 
demonstrated the clinical utility of genetic screen-
ing prior to dosing abacavir, and this is now 
standard of care. 63 The abacavir example also 
shows increasing attention from regulatory author-
ities for genomic markers. HLA B5701 testing is 
now included in most labels for abacavir in order 
to optimize therapy by preventing HLA -related
hypersensitivity. Both the Food and Drug 
Administration (FDA) and the European Medicines 
Agency (EMA) have guidance documents in 
place in order to implement scientifi c proof of gen-
otyping into prescribing recommendations. 64,65

Other examples of HLA genotyping include also 
the prevention of sever skin reaction in ethnic 
Asian patients using the antiepileptic drug car-
bamazepine (e.g., HLA -B*1502), also fl agged in the 
product label to consider when prescribing the 
medicine.66

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

As previously discussed, the basic science of 
molecular pharmacoepidemiology is the same 
basic science underlying pharmacoepidemiology. 
Therefore, the same methodologic problems of 
pharmacoepidemiology must be addressed in 
molecular pharmacoepidemiology. These problems 
include those of chance and statistical power, con-
founding, bias, and generalizability (see Chapters 
3, 4, 37, and 47).

However, the complex relationship between 
medication response and molecular and genetic 
factors generates some unique challenges in molec-
ular pharmacoepidemiology. Many of these chal-
lenges derive from the large number of potential 
genetic variants that can modify the response to a 
single drug, the possibility that there is a small 
individual effect of any one of these genes, the 
low prevalence of many genetic variants, and the 
possibility that a presumptive gene –drug response 
relationship may be confounded by the racial 
and ethnic mixture of the population studied. 19,67

Thus, the methodologic challenges of molecular 

dosing, suggesting that perhaps many variants, 
including other variants in CYP2C9 and VKORC1 
that may be more important in African -Americans, 
each with only a relatively small effect on dose, 
may be needed to add to our ability to predict 
warfarin response. This illustrates nicely the com-
plexity of understanding the genetic variability of 
medication response and the need for increasingly 
complex molecular pharmacoepidemiologic 
studies.55

The ultimate question that molecular pharma-
coepidemiologic studies will have to answer is 
whether knowing that a patient carries a polymor-
phism or polymorphisms will lead to better out-
comes. The recent development of algorithms to 
predict a maintenance warfarin dose that combines 
clinical and genetic data suggests that improve-
ments may be made by incorporating genetic 
data into dosing algorithms. 56 Further pharma-
coepidemiologic studies have demonstrated the 
validity of these algorithms for predicting warfarin 
maintenance dose, 57 and a few small randomized 
trials suggest that genetic -based dosing might 
improve outcomes (although none to date have 
been defi nitive). 58,59 This has led to several, ongoing, 
large-scale randomized trials comparing warfarin 
dosing using pharmacogenetic algorithms (that also 
include clinical factors) to dosing using clinical 
algorithms.60–62 The ability to do such studies also 
emphasizes one of the key advantages to molecular 
pharmacoepidemiology, the ability to carry out 
both observational and randomized comparisons of 
gene-based dosing or drug selection. 

Another pertinent example of how pharmaco-
genetics could lead to molecular pharmacoepide-
miologic studies that may guide decision makers 
in safe prescribing, and also fuel new drug develop-
ment, is the HIV drug abacavir. Clinical trials 
have shown that severe hypersensitivity reaction 
to abacavir (HIV reverse transcriptase inhibitor) is 
seen in 4% of patients and results in switching to 
other HIV therapy. 50 These severe reactions could 
have resulted in cessation of development of 
the drug. However, the occurrence of hypersensi-
tivity has been linked to the genetic variant HLA 
B5701, raising the possibility that genetic screening 
could allow safe use of the drug. 51 Indeed, a 
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chemotherapeutic agents, as discussed earlier in 
this chapter. In contrast, variants that have large 
effects and are relatively common (B, Figure  34.1 ) 
are unlikely to exist.   

 More recently, two schools of thought have 
emerged about the genetic architecture of pharma-
cogenetics. The fi rst is the common disease –
 common allele hypothesis,  68   which postulates that 
commonly occurring inherited variants confer 
small effects on drug metabolism (C, Figure  34.1 ). 
These so - called  “ low penetrance ”  alleles have been 
hypothesized to explain a large proportion of drug 
response because the attributable risk associated 
with these variants could be large if the alleles are 
carried by a large proportion of the population. 
Accompanying this hypothesis is the notion that 
the overall disposition of drugs, and the attendant 
pharmacologic consequences and treatment effects 
observed in an individual, may result from numer-
ous allelic variants of this type. These variants are 
typically identifi ed via case – control association 
studies, including genome - wide association studies 
(GWAS). GWAS are studies in which randomly 
selected DNA sequences (selected across the 
genome to try to identify as much of the variability 
in DNA as possible) are examined for associations 
with outcomes, initially irrespective of biological 
plausibility (discussed in further detail below under 
Currently Available Solutions). 

pharmacoepidemiology are closely related to issues 
of statistical interactions, Type I and Type II errors, 
and confounding. First and foremost, however, 
molecular pharmacoepidemiologic studies rely on 
proper identifi cation of putative genes. In addition, 
in all research of this type, use of appropriate labo-
ratory methods, including the use of high -
 throughput genotyping technologies, is necessary. 
Similarly, appropriate quality control procedures 
must be considered to obtain meaningful data for 
research and clinical applications. This section will 
begin by highlighting the nature of gene discovery 
and then focus on the methodologic challenges of 
studying interactions, minimizing Type I and Type 
II errors, and accounting for confounding, particu-
larly by population admixture (defi ned below). 

  Approaches to  g ene  d iscovery 
 While many hypothesize that inherited genetic 
variation infl uences the metabolism of drugs and 
other exposures to infl uence treatment responses, 
recent debate has emerged about the nature of this 
genetic variation. As shown in Figure  34.1 , there 
are a number of categories of genomic variants that 
could explain the pharmacogenetics of drug metab-
olism and treatment response. Variants that have 
large phenotypic effects are likely to be uncommon 
in the population (A, Figure  34.1 ). Examples of this 
class of variants include TPMT and response to 

     Figure 34.1     Paradigm for genetic 
effects on drug response and preva-
lence of genetic variants.  Allele/Genotype Frequency

Relative
Risk 

High

Low

CommonRare

B.
Probably

Don’t Exist

A. Few
Known

C. What We’ve
Been Looking

For
D.

Difficult
to Find
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becomes cheaper and more available. Methods for 
identifying associations remain limited, but include: 
employing linkage disequilibrium in regions of 
interest to identify collections of rare variants; com-
bining common and rare variants to provide joint 
information about the effect of variation in a 
region; studying individuals with extreme pheno-
types to target deep sequencing activities; making 
use of admixture (defi ned below) and ancestry 
genomic differences to identify rare variants 
(discussed further below); using well -annotated
families to study inheritance; studying structural 
variants including deletions and duplications; novel 
case–control matching strategies that consider not 
only epidemiologic matching or adjustment algo-
rithms but also matching to specifi c genomic 
regions; using pooling strategies to study rare vari-
ants; and employing copy number variation (DNA 
segments that are 1 kilobase or larger and present 
at variable copy number in comparison with a ref-
erence genome). 69

Despite the debate about whether common low -
penetrance variants or rare variants explain disease 
and pharmacogenetic effects, it seems likely that 
both classes of these variants, as well as rare vari-
ants with large effects, are likely to be responsible 
for the phenotypic effects of interest. Therefore, 
hybrid strategies that consider all of these classes of 
genetic variants must be developed to explain the 
genetic architecture of common disease and phar-
macogenetic response. 

Interactions
Along with examining the direct effect of genes and 
other biomarkers on outcomes, molecular pharma-
coepidemiologic studies must often be designed to 
examine effect modifi cation between medication 
use and the genes or biomarkers of interest. That 
is, the primary measure of interest is often the role 
of biomarker information on the effect of a medica-
tion. For purposes of simplicity, this discussion will 
use genetic variability as the measure of interest. 

Effect modifi cation is present if there is a differ-
ence in the effect of the medication depending on 
the presence or absence of the genetic variant. 
This difference can be either on the multiplica-
tive or additive scale. On the multiplicative scale, 

While there are examples of such pharmacoge-
netic association studies, including GWAS, that 
have revealed validated associations, there has 
been limited success in translating these fi ndings 
into clinical practice. One reason for this limited 
success can be found from the experience of trans-
lating commonly occurring, low penetrance alleles 
to risk prediction in disease etiology studies. Despite 
the success in defi ning many such risk alleles in a 
wide variety of diseases, few of these have been 
translated into clinical practice as tools to refi ne risk 
assessment, screening, treatment, or other clini-
cally relevant activities. In part, this is due to the 
small effect sizes of each single risk allele (usually 
much less than a relative risk of 1.5, which may 
provide limited clinical utility to most applications), 
and because combinations of these alleles, if they 
can be found, confer only clinically relevant effect 
sizes for extremely rare combinations of alleles 
having an effect on very limited subsets of the 
populations.

An additional concern of the identifi cation of 
low penetrance alleles is that they have not yet 
been able to explain the majority of the estimated 
genetic contribution to disease etiology. Based on 
studies of families or phenotypic variability, most 
loci have been found to explain less than half (and 
at times as little as 1%) of the predicted heritability 
of many common traits. 69 This  “missing heritabil-
ity” of complex disease suggests that other classes 
of genetic variation may explain the genetic con-
tribution to common disease. 

As shown in Figure 34.1, many have argued 
that this “missing heritability ” in common disease 
etiology may be explained by a large number of 
rare variants, each of which may confer very small 
effects (D, Figure 34.1).69 To date, there has been 
little success in confi rming the hypothesis that rare 
variants explain common disease, and essentially 
no studies of pharmacogenetics. The limited data 
are due both to the unavailability of cost -effective
technologies for whole -genome sequencing or 
other methods that may allow the detection of 
these rare variants, as well as statistical methods 
that allow researchers to identify associations in 
this setting. The former limitation is likely to be 
overcome as technology for genetic sequencing 
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with genetic variant but without medication; with 
medication but without genetic variant) is deter-
mined relative to the lack of exposure to either. The 
advantage of the 2 × 4 table is that it presents sepa-
rately the effect of the drug, the gene, and both 
relative to those without the genetic variant and 
without medication exposure. In addition, presen-
tation of the data as a 2 × 4 table allows one to 
directly compute both multiplicative and additive 
interactions.71 In the example given in Table  34.4,
multiplicative interaction would be assessed by 
comparing the odds ratio for the combination of 
genotype and medication exposure to the product 
of the odds ratios for medication alone and geno-
type alone. Multiplicative interaction would be 
considered present if the odds ratios for the combi-
nation of medication and genotype (A in Table 
34.4) was greater than the product of the odds 
ratios for either alone (B × C). Additive interaction 
would be considered present if the odds ratio for 
the combination of genotype and medication use 
(A) was greater than the sum of the odds ratios for 
medication use alone and genotype alone (B + C).
The 2 × 4 table also allows the direct assessment of 
the number of subjects in each group along with 
the respective confi dence interval for the measured 
effect in each of the groups, making it possible to 
directly observe the precision of the estimates in 

interaction is present if the effect of the combina-
tion of the genotype and medication exposure rela-
tive to neither is greater than the product of the 
measure of effect of each (genotype alone or medi-
cation alone) relative to neither. On the additive 
scale, interaction is present if the effect of the com-
bination of the genotype and medication exposure 
is greater than the sum of the measures of effect of 
each alone, again all relative to neither. 70

For studies examining a dichotomous medica-
tion exposure (e.g., medication use versus non -
use), a dichotomous genetic exposure (e.g., 
presence versus absence of a genetic variant), and 
a dichotomous outcome (e.g., myocardial infarc-
tion occurrence versus none), there are two ways 
to consider presenting and analyzing interactions. 71

The fi rst is as a stratifi ed analysis, comparing the 
effect of medication exposure versus non -exposure
on the outcome in two strata: those with the 
genetic variant and those without (e.g., see Table 
34.4). The second is to present a 2 × 4 table (also 
shown in Table  34.4). In the fi rst example (strati-
fi ed analysis), one compares the effect of the medi-
cation among those with the genetic variant to the 
effect of the medication among those without the 
genetic variant. In the second example (the 2 × 4
table), the effect of each combination of exposure 
(i.e., with both genetic variant and medication; 

Source: Modifi ed from Khoury  et al.71

Table 34.4 Two ways to present effect modifi cation in molecular pharmacoepidemiologic studies using case –control
study as a model 

Genotype Medication Cases Controls Odds ratio Information provided 

Stratifi ed analysis
+ + a b ad/bc Effect of medication vs. no medication 

among those with the genotype − c d
− + e f eh/fg Effect of medication vs. no medication 

among those without the genotype − g h

2 × 4 Table
+ + a b ah/bg = A Joint genotype and medication vs. neither 
+ − c d ch/dg = B Genotype alone vs. neither 
− + e f eh/fg = C Medication alone vs. neither 
− − g h Reference Reference group 
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tion response will be the same as the requirements 
for examining direct effects of individual risk 
factors on outcomes. With relatively low preva-
lences of polymorphisms and often low incidence 
of outcomes (particularly in studies of adverse 
drug reactions), large sample sizes are typically 
required to detect even modest associations. For 
such studies, the case –control (see Chapter 3)
design has become a particularly favored approach 
for molecular pharmacoepidemiologic studies 
because of its ability to select participants based on 
the outcome of interest (and its ability to study the 
effects of multiple potential genotypes in the 
same study). 

Studies that are designed to examine the inter-
action between a genetic polymorphism and a 
medication will require even larger sample sizes. 79

This is because such studies need to be powered to 
compare those with both the genetic polymor-
phism and the medication exposure with those 
who have neither. As an example, the previously 
mentioned case –control study of the α-adducin
gene and diuretic therapy in patients with treated 
hypertension examined the effects of the genetic 
polymorphism, the diuretic therapy, and both in 
combination.8 There were a total of 1038 partici-
pants in the study. When comparing the effect of 
diuretic use with no use and comparing the effect 
of the genetic variant with the non -variant allele, 
all 1038 participants were available for comparison 
(Table  34.5). However, when examining the effect 
of diuretic therapy versus non -use among those 
with the genetic variant, only 385 participants con-
tributed to the analyses. Of note, this study pre-
sented the data for interaction in the two ways 
presented in Table  34.4.

In order to minimize false -negative fi ndings, 
further efforts must be made to ensure adequate 
sample sizes for molecular pharmacoepidemiologic 
studies. Because of the complex nature of medica-
tion response, and the likelihood that at least 
several genes are responsible for the variability in 
drug response, studies designed to test for multiple 
gene–gene and gene –environment interactions 
(including other medications, environmental 
factors, adherence to medications, and clinical 
factors) will, similarly, require large sample sizes. 

each of the groups and therefore better understand 
the power of the study. Furthermore, attributable 
fractions can be computed separately for each of 
the exposures alone and for the combination of 
exposures. In general, we believe that presenting 
the data in both manners is optimal because it 
allows the reader to understand the effect of each 
of the exposures (2 × 4 table) as well as the effect 
of the medication in the presence or absence of the 
genotypic variant (stratifi ed table). 

Type  I error 
The chance of Type I error (concluding there is an 
association when in fact one does not exist) 
increases with the number of statistical tests per-
formed on any one data set (see also Chapter 4).72

It is easy to appreciate the potential for Type I error 
in a molecular pharmacoepidemiologic study that 
examines, simultaneously, the effects of multiple 
genetic factors, the effects of multiple non -genetic
factors, and the interaction between and among 
these factors. 72–74 One of the reasons cited for non -
replication of study fi ndings in molecular pharma-
coepidemiology is Type I error. 36 Limiting the 
number of associations examined to those of spe-
cifi c candidate genetic variants that are suspected 
of being associated with the outcome is one method 
to limit Type I error in pharmacoepidemiology. 75

However, with increasing emphasis in molecular 
pharmacoepidemiologic studies on identifying all 
variants within a gene (and all variants within the 
genome) and examining multiple interactions, this 
method of limiting Type I error is often not tenable. 76

Some other currently available solutions are dis-
cussed in the next section. 

Type  II error 
Because it has been hypothesized that much of the 
genetic variability leading to phenotypic expression 
of complex diseases results from the relatively small 
effects of many relatively low prevalence genetic 
variants,77 the ability to detect a gene –response
relationship is likely to require relatively large 
sample sizes to avoid Type II error (concluding 
there is no association when in fact one does 
exist).78 The sample size requirements for studies 
that examine the direct effect of genes on medica-
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observe the potential for population structure to 
exist in African -American populations, but this 
structure was eliminated by removing recent 
African or Caribbean immigrants, and limiting 
study samples to resident African -Americans.
Furthermore, Cardon and Palmer 84 argued that 
poor study design may be more important than 
population stratifi cation in conferring bias to asso-
ciation studies. Based on the literature that has 
evaluated the effects of confounding by ethnicity 
overall, and specifi cally in African -Americans,
there is little empirical evidence that population 
stratifi cation is a likely explanation for bias in point 
estimates or incorrect inferences. 80 Nonetheless, 
population admixture must be considered in 
designing and analyzing molecular pharmacoepi-
demiologic studies to ensure that adequate adjust-
ment can be made for this potential confounder. 
New approaches to addressing population admix-
ture are presented in the following section. 

Currently  available solutions

Gene discovery: genome-wide versus
candidate gene approaches 
There currently are two primary approaches for 
gene discovery: candidate gene association studies 

Confounding by population admixture 
When there is evidence that baseline disease risks 
and genotype frequencies differ among ethnicities, 
the conditions for population stratifi cation (i.e., 
population admixture or confounding by ethnicity) 
may be met. 80 Population admixture is simply a 
manifestation of confounding by ethnicity, which 
can occur if both baseline disease risks and geno-
type frequency vary across ethnicity. For example, 
the African -American population represent admix-
ture of at least three major continental ancestries 
(African, European, and Native American). 
Wacholder  et al.80 demonstrated that the larger the 
number of ethnicities involved in an admixed pop-
ulation, the less likely that population stratifi cation 
can be the explanation for biased associations. 
Millikan81 and Wang  et al.82 also reported that a 
minimal bias in point estimates is likely in African -
American populations, suggesting that point esti-
mates of association will not usually be infl uenced 
by population stratifi cation in studies that involve 
African-American populations under most usual 
circumstances. Ardlie et al.83 used empirical data to 
show that carefully matched, moderate -sized case –
control samples in African -American populations 
are unlikely to contain levels of population admix-
ture that would result in signifi cantly infl ated 
numbers of false -positive associations. They did 

Adapted from Psaty et al.8 with permission. Copyright © (2002) 
American Medical Association. All rights reserved.

Diuretic
use

Adducin
variant

Cases Controls Odds ratio (OR) for stroke 
or myocardial infarction 

0 0 A00
103

B00
248

1.0

0 1 A01
85

B01
131

1.56

1 0 A10
94

B10
208

1.09

1 1 A11
41

B11
128

0.77

Case control OR in variant carriers: OR variant = A11B01/
A01B11 = 41 × 131/85 × 128 = 0.49
Case control OR in wild -type carriers: OR wild-type = A10B00/
A00B10 = 94 × 248/103 × 208 = 1.09
Synergy index = ORvariant/ORwild-type = 0.45
Case-only OR = A11A00/ A 10A01 = 41 × 103/94 × 85 = 0.53

Table 34.5 Gene–exposure interaction 
analysis in a case –control study 
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Interactions
Along with traditional case –control and cohort 
studies, the case -only study can be used for molec-
ular pharmacoepidemiologic studies designed to 
examine interactions between genes and medica-
tions.87,88 In this design, cases, representing those 
with the outcome or phenotype of interest, are 
selected for study, and the association between 
genetic variants and medication use is determined 
among these cases. Under the assumption that 
there is no association between the gene and medi-
cation exposure among those without the disease 
(i.e., controls), the odds ratio for the association 
between genetic variants and medication use in the 
cases is equivalent to the synergy index on a mul-
tiplicative scale for a case –control study. 71 (The 
synergy index is the odds ratio for medication use 
versus the outcome of interest in those with the 
variant alleles divided by the odds ratio for medica-
tion use versus the outcome in those without the 
variant alleles — see Table  34.5 footnote.) In other 
words, assuming that the use of the medication is 
unrelated to the genotype, the case -only study pro-
vides a valid measure of the interaction of the 
genotype and the medication on the risk of the 
outcome.

One strength of the case -only study design is 
that it eliminates the need to identify controls, 
which is often a major methodologic and logistical 
challenge in case –control studies. In addition, the 
case-only study can result in greater precision in 
estimating interactions compared with case –control
analyses.87,88 It also is possible to use the case -only
approach to estimate interactions between genes 
and medications in large -scale registries of people 
with diseases or disease outcomes (e.g., cancer reg-
istries with genotypes and medication information 
available).71

There are several limitations of the case -only
design.87 As stated above, the design relies on the 
assumption of independence between exposure 
(medication use) and genotype. Although this 
assumption may be valid (in the absence of knowing 
the genotype clinically, it may be reasonable to 
assume that the use of the medication is not related 
to patients ’ genotypes), it is certainly possible 
that the genotype, by altering response to medica-
tions targeted at a specifi c disease, could affect the 

and genome -wide associations studies (GWAS). In 
the former, genes are selected for study on the 
basis of their plausible biological relevance to 
drug response. In the latter, randomly selected 
DNA sequences are examined for associations 
with outcomes, initially irrespective of biological 
plausibility. GWAS rely on linkage disequilibrium 
(LD), defi ned above as the correlation between 
alleles at two loci. This approach uses DNA sequence 
variation (e.g., SNPs) found throughout the 
genome, and does not rely on a priori knowledge 
of gene function. Therefore, GWAS can be used 
to identify new candidate genes or regions, but 
relies on the potential for truly causative gene 
effects to be detected using genetic variants 
that may not have a functional effect. A number 
of factors infl uence the success of these studies. 
Appropriate epidemiologic study designs and 
adequate statistical power remain essential. 
Thorough characterization of LD is essential for 
replication of genome -wide association studies: the 
haplotype mapping (HapMap) consortium and 
other groups have shown that the extent of LD 
varies by ethnicity, which may affect the ability 
to replicate fi ndings in subsequent studies. 77

Particularly informative SNPs that best characterize 
a genomic region can be used to limit the amount 
of laboratory and analytical work in haplotype -
based studies. 85 It has been hypothesized that 
studies that consider LD involving multiple SNPs 
in a genomic region (i.e., a haplotype) can 
increase power to detect associations by 15 –50%
compared with analyses involving only individual 
SNPs.86 Finally, even if genome -wide scans may 
identify markers associated with the trait of inter-
est, a challenge will be to identify the causative 
SNPs.

Clearly, candidate gene and genome -wide
approaches are not mutually exclusive. It has 
been suggested that gene discovery can focus on 
SNPs or haplotypes based on: (i) strong prior 
information about biological pathways or linkage 
data; (ii) information about the functional signifi -
cance of an SNP or haplotype; and/or (iii) studies 
that start with a “simple” haplotype involving 
a small number of SNPs that can be expanded 
to increase the number of SNPs that consti-
tute haplotypes in a specifi c region of the genome. 77
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since one would have to hypothesize 40 –80 nega-
tive studies were not reported rather than the 
average of 12 reported studies per association. 
Lohmueller et al. also concluded that it was unlikely 
that these replications represented false positives 
due to ethnic stratifi cation. Different linkage dise-
quilibrium patterns or other population patterns or 
population-specifi c modifi ers (genes and/or envi-
ronments) could also explain lack of replication, 
but this was unlikely to be a signifi cant source of 
study inconsistency. The fi rst positive reports also 
tended to be unreliable estimates for subsequently 
reported ORs, 89 perhaps due to the  “winner’s curse ”
phenomenon which predicts that the initial posi-
tive report overestimates the “true” value. 90 Indeed, 
23 of 25 associations studied showed evidence for 
a “winner’s curse. ” An additional consequence of 
this phenomenon is that replication studies may 
therefore require larger sample sizes since the 
actual effects being replicated may be smaller than 
suggested by the initial report. Despite these limita-
tions, these data indicate that associations are rep-
licable more often than expected by chance, and 
may therefore represent truly causative effects on 
disease.

In order to achieve believable, replicable asso-
ciation results, investigators must consider factors 
that infl uence the design, analysis, and interpreta-
tion of these studies. These include, as discussed 
above, adequate sample size, proper study design, 
and characterization of the study population, par-
ticularly when replication studies themselves are 
not comparable in terms of ethnicity or other con-
founding factors. 

One approach to assessing for possible Type I 
error is the use of “genomic controls. ” This approach 
uses the distribution of test statistics obtained for 
unlinked markers (genotypes at loci that lie in 
regions other than the location of the gene of inter-
est) to adjust the usual chi square test for the asso-
ciation of interest. For example, if 20 unlinked 
markers are studied in addition to the candidate 
gene of interest, none of these 20 should be associ-
ated with disease if they are truly random markers 
with no biological effect. If one or more of these 
unlinked markers is associated with disease, this 
implies that the association represents a Type I 

medications being prescribed to patients. For 
example, the use of a particular antihypertensive 
medication may be related to prior success with 
other medications. Patients carrying genotypic 
variants that diminish the response to one class 
of antihypertensive medication may be more 
likely to be on other classes of antihypertensive 
medications. Thus, there would be an association 
between the genotype and the medication expo-
sure. One way to minimize this possibility is to 
include only fi rst -time prescriptions for hyperten-
sive medications. 

Another limitation of the case -only design is 
that it does not allow assessment of the independ-
ent effects of medication use or genotype on 
outcome. Further, the assessment of interaction 
can only be interpreted on a multiplicative scale. 

Type  I error and  replication
Given concerns of Type I error (along with other 
methodologic concerns such as uncontrolled con-
founding, publication bias, and linkage disequilib-
rium), a key issue in molecular epidemiology is the 
ability to replicate association study fi ndings. 
Replication of association studies is required not 
only to identify biologically plausible causative 
associations, but also to conclude that a candidate 
gene has a meaningful etiological effect. Lohmueller 
et al.36 observed that many associations are not rep-
licated. This lack of replication can be explained by 
false-positive reports (e.g., spurious associations), 
by false -negative reports (e.g., studies that are 
insuffi ciently powerful to identify the association), 
or by actual population differences (e.g., the true 
associations are different because of differences in 
genetic background, exposures, etc.). Given the 
perceived lack of consistency in association studies, 
what level of confi dence can we have in associa-
tions reported to date? 

Lohmueller et al.36 addressed these issues by 
undertaking a meta -analysis of 25 inconsistent 
associations and 301 “replication” studies (i.e., by 
ignoring the initial positive report). Most initial 
associations were not replicated, but an excess 
(20%) of replicated associations were seen, while 
only 5% were expected under the null hypothesis. 
This replication is not solely due to publication bias, 
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Population admixture 
As presented above, although population stratifi ca-
tion is unlikely to be a signifi cant source of bias in 
epidemiologic association studies, this assumes 
adequate adjustment for race. A number of analyti-
cal approaches exist to either circumvent problems 
imposed by population genetic structure, or that 
use this structure in gene identifi cation. 93,94 The 
“structured association ” approach identifi es a set of 
individuals who are drawing their alleles from 
different background populations or ethnicities. 
This approach uses information about genotypes at 
loci that lie in regions other than the location of 
the gene of interest (i.e., “unlinked markers ”) to 
infer their ancestry (often referred to as ancestry 
informative markers) and learn about population 
structure. It further uses the data derived from 
these unlinked markers to adjust the association 
test statistic. By adjusting for these ancestry inform-
ative markers, one can adjust for differences in 
ancestry. 

The future 

Without any doubt scientifi c and clinical develop-
ments in biology and (bio)chemistry, particularly in 
the fi eld of genomics and other biomarkers, have 
and will continue to affect the fi eld of pharma-
coepidemiology in a signifi cant way. As discussed 
earlier in this chapter, translating biomarkers from 
the lab and experimental studies to clinical practice, 
and thereby to the fi eld of molecular pharmacoepi-
demiology, has been a diffi cult path. We have 
addressed in this chapter several examples where 
the initial promising fi ndings on drug –gene interac-
tions to predict clinical drug responses could not be 
replicated in subsequent studies. For sure, the 
ability of genes and other biomarkers to improve 
patient care and outcomes will need to be tested in 
properly controlled studies, including randomized 
controlled trials. The positive and negative predic-
tive value of carrying a genetic variant will be 
important determinants of the ability of the variant 
to improve outcomes. Those genetic variants with 
good test characteristics may still need to be evalu-
ated in properly controlled trials. Such studies 

error because associations of these unlinked 
markers cannot be causally associated with disease, 
and therefore can only represent false -positive
associations. Therefore, the observation of associa-
tions with the unlinked markers is a measure of the 
potential for Type I error. This approach is also 
useful for assessing for possible population admix-
ture, as discussed below. 

Type  II error 
Reducing Type II error essentially involves a logisti-
cal need to ensure adequate sample size (see 
also Chapter 4). One approach to increasing the 
sample size of molecular pharmacoepidemio-
logic studies is to perform large, multicenter col-
laborative studies. Another is to combine multiple, 
separately performed cohorts, sometimes referred 
to as meta -epidemiologic studies. One example 
is the International Wafarin Pharmacogenetics 
Consortium (IWPC). This consortium of over 21 
centers across nine countries has worked to 
combine data from multiple cohort studies in order 
to develop multiethnic dosing algorithms, attempt 
to identify uncommon SNPs associated with war-
farin response, and perform genome -wide associa-
tion studies. 91 By combining cohorts, the IWPC 
now has the largest sample size of any warfarin 
pharmacogenetics studies. 

Another potential solution to minimizing Type 
II error is through meta -analysis, whereby smaller 
studies, which are, individually, not powered to 
detect specifi c associations (such as interactions) 
are combined in order to improve the ability to 
detect such associations (see Chapter 40). One par-
ticularly intriguing approach is the concept of pro-
spective meta -analysis in which studies are planned 
or identifi ed in advance of performing a meta -
analysis so that important elements of study design 
complement each other across studies and impor-
tant potential sources of bias that hamper the inter-
pretation of retrospective meta -analyses can be 
avoided (see Chapter 40). The Clarifi cation of 
Optimal Anticoagulation through Genetics (COAG) 
trial61 and the European Pharmacogenetics of 
Anticoagulation Trial (EU -PACT), 92 two trials of 
warfarin pharmacogenetic -based dosing, are doing 
just that. 
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infl uenced by such tests, making genotype and 
drug exposure non -independent factors. 

Finally, just as for all research, the ethical, legal, 
and social implications of genetic testing must be 
considered and addressed. 5,97–99 (See also Chapter 
35.) Pharmacogenetic testing raises issues of privacy 
concerns, access to health -care services, and 
informed consent. For example, concern has been 
raised that the use of genetic testing could lead to 
targeting of therapies to only specifi c groups (ethnic 
or racial) of patients, ignoring others, and to loss of 
insurance coverage for certain groups of individu-
als.99 There also is a concern that medicines will be 
developed only for the most common, commer-
cially attractive, genotypes, leading to “orphan
genotypes.”100,101

All of these issues are challenges to overcome as 
we continue to reap the benefi ts of the tremendous 
strides made in determining the molecular basis of 
disease and drug response. 
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Introduction 

Research ethics is a discipline that defi nes the set 
of norms investigators ought to follow when they 
conduct research. In the past 50 years as medical 
research has rapidly evolved, the discipline of 
research ethics has assumed a largely protectionist 
posture, principally because of a series of unfortu-
nate scandals and the resulting public outcry. 1–3 As 
a result, research ethics has focused primarily on 
protecting human subjects from the risks of 
research. The goal has been to minimize risks to 
subjects, rather than minimizing the risks and max-
imizing the potential benefi ts for both subjects and 
society. 4 Themes that run through many of these 
scandals are scientists ’ failure to adequately review 
and disclose research risks and potential benefi ts, 
failure to disclose confl icts of interest, and their 
failure to obtain explicit permission from research 
subjects. As a result of these events, review of 
research protocols by an Institutional Review Board 
(IRB) and strict disclosure of funding sources in 
addition to informed consent have become the cor-
nerstones for the protection of human subjects 
from research risks. 

Research ethics and research practice have 
become separate and even, sometimes, antagonistic 
enterprises. The role society expects of ethics is to 

regulate science. Current scientifi c practice refl ects 
this fact. IRB review and the practice of informed 
consent have become as integral to the design of 
clinical research as sample size calculations, the 
accurate measurement of endpoints, or robust sta-
tistical analyses. 

These and other requirements have been 
remarkably effective in defi ning the limits of ethical 
research, and have made it much less likely that 
the most egregious ethical errors of the past will 
be repeated. Overall, they should be viewed as 
welcome additions to the practice of clinical 
research. However, serious scientifi c and ethical 
problems may arise when the requirements that 
were developed to guide clinical research are 
applied to other kinds of research. In particular, 
standard protections in clinical research are not 
easily exported and applied to challenges of epide-
miologic research. Therefore, as these rules have 
been applied to pharmacoepidemiologic research, 
the result has been the parallel development of 
modifi cations to the prevailing ethical guidelines 
and principles, with concomitant increasing con-
sternation and confusion, about how these modifi -
cations should be applied beyond clinical settings. 

The central problem has been that, while the 
ethics of human subjects research has been built 
upon the protection of human subjects, the human 
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miologic research, have therefore focused on the 
kinds of research that require ethics board review 
and the kinds of research that require the subject ’s
informed consent. 

The answers to these questions defi ne the ethical 
procedures that allow researchers to have access to 
information gathered for clinical and administra-
tive purposes. Therefore, investigators face a con-
siderable challenge. They must protect patients ’
privacy and confi dentiality in a way that accom-
plishes research goals accurately and effi ciently. 
This challenge lies at the heart of the ethics of most 
pharmacoepidemiologic research. 

National and international organizations have 
created principles that provide a backdrop to the 
research framework, the most well established 
being those adopted by the Organization for 
Economic Cooperation and Development (OECD) 25

in 1980 and more recently by the American College 
of Epidemiology 24 and the International Society for 
Pharmacoepidemiology. 23 These recommendations 
suggest that limits to the collection of data should 
be sought, especially when it relates to data identi-
fi ers, that the quality of data is important, that data 
use should be specifi ed in advance, and that inves-
tigators should adhere to prespecifi ed uses as deter-
mined in the protocol. Finally, the OECD suggests 
a requirement of “openness”—that is, a require-
ment that goals, uses, and access to data should be 
a matter of public record, and that individuals 
should be able to determine whether and how 
data about them are being used. Despite general 
agreement about these and other principles, the 
international community has failed to achieve a 
consensus about the proper balance of protections 
and research progress. 

A key goal of this chapter is to present an over-
view of this balance and specifi cally of the chal-
lenges that arise when the principles of research 
ethics are applied to issues surrounding privacy and 
confi dentiality. In order to accomplish this goal, 
this chapter will tend to emphasize regulations in 
the United States (US). This is not because these 
regulations can or should be generalized to other 
countries, but simply because at the current time 
international guidelines vary widely and are often 
contradictory. 26,27 Therefore, although the experi-

subjects involved in many pharmacoepidemiologic 
studies are quite different. Indeed, it may be diffi -
cult to see how the analysis of an existing data set 
makes the patients whose information contributes 
to that data set “human subjects ” and why this 
research requires any review by an ethics review 
board. The idea that a patient can become a subject 
without his or her knowledge, and without any 
direct contact with an investigator, is not intuitively 
clear. Moreover, the risks to the subjects of obser-
vational research are not the usual health risks of 
research that can be balanced against the potential 
health benefi ts of research. Harm is not the issue 
in most pharmacoepidemiologic research. It is 
almost always what in law and philosophy are 
referred to as “wrongs,” that is, a violation of a 
person’s rights, privacy, or dignity. These risks have 
been identifi ed among researchers globally. 5–19

While investigators and ethics review boards may 
be able to balance medical and research risks 
against medical benefi ts, they may fi nd balancing 
these different currencies to be challenging. 

In an effort to deal with these problems, inves-
tigators, governments, and professional associa-
tions have developed regulations and guidelines to 
provide and disseminate ethical structure to the 
growing fi eld of epidemiology. 20–24 Most of these 
guidelines apply equally well to pharmacoepide-
miologic research, although this fi eld has begun to 
develop its own principles. 22–24 These guidelines 
and regulations have made it clear that the protec-
tion of subjects in epidemiologic research repre-
sents only one part of the ethical obligations of 
investigators in epidemiology. Guidelines have 
addressed four broad categories of ethical issues in 
epidemiologic research: obligations to society, obli-
gations to funders and employers, obligations to 
colleagues, and obligations to subjects. 20–24

Although these guidelines acknowledge a range 
of ethical obligations, one of these, the investiga-
tors’ obligations to subjects, has clearly proven to 
be the most challenging. This is because the proce-
dures of ethical research, like ethics board review 
and informed consent, may be overly protectionis-
tic or prohibitively diffi cult in epidemiologic 
research. Ethical concerns about pharmacoepide-
miologic research, and more broadly about epide-
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a clear and precise understanding of the term 
“research.” Given the frequency with which this 
term is used by ethicists, investigators, and the 
public, a defi nition would seem to be a simple 
matter. Unfortunately, this has been far from the 
truth.28 Yet, perhaps the most well -established defi -
nition is also the oldest. In its summary statement 
(the Belmont Report), the US National Commission 
for the Protection of Human Subjects defi ned 
“research” as any activity designed to  “develop or 
contribute to generalizable knowledge. ”29 This is a 
defi nition that has been embraced by other schol-
ars, and has become the standard by which a pro-
posed project is assessed. 30

In clinical research that involves investigators 
changing the treatment of human subjects, this 
defi nition is relatively clear and succinct, although 
sometimes there may be challenges in categorizing 
certain clinical studies as research. Unfortunately, 
in the situation of observational pharmacoepide-
miologic research, this defi nition creates a chal-
lenge for researchers and ethics review boards, 
because it is not always easy to characterize the 
intent of the person who generates the knowledge 
and it can be diffi cult to distinguish between 
activities conducted as public health surveillance 
or quality improvement and those conducted as 
research studies. 

The major diffi culty arises from the defi nition 
itself. What is meant by “generalizable knowledge ”
and how generalizable should the knowledge be 
before the study or project is considered research? 
For instance, data may be gathered as part of a 
health-care organization ’s drug surveillance 
program, the intent of which is to defi ne the pat-
terns of medication use in a local population. This 
study may generate results that can be used in the 
local population and the results may be generalized 
to the local population. However, these same 
results may not apply to other populations within 
the same country. Would this study still be consid-
ered research? It is not clear, given the defi nition 
based on “generalizable knowledge, ” whether this 
project should be construed as research, clinical 
care, or even as a quality improvement activity. 
Should the data be presented at a professional 
meeting or submitted for publication, it would most 

ence of the United States is not universal, these 
regulations provide a frame of reference for com-
parison. Where instructive, however, experience 
from other countries is discussed as well. This 
chapter also will focus on observational research, 
which makes up a large proportion of the research 
in pharmacoepidemiology. 

This chapter begins by defi ning the terms that 
describe the procedures and requirements of ethical 
research. These are the normative boundaries in 
which pharmacoepidemiology must operate in 
order to maintain the public ’s trust. If research is 
to move forward, pharmacoepidemiologists must 
develop procedures that permit them to balance a 
need for scientifi c rigor, on one hand, with the 
need for ethical requirements, on the other. This 
chapter will discuss three such strategies and the 
challenges that investigators face in applying them: 
delinking subject identifi ers from their informa-
tion, modifi cations to bioethics board review, and 
modifi cations to subject informed consent require-
ments. This chapter concludes with a critical con-
sideration of some of the available guidelines and 
regulations, and recommendations for future regu-
latory efforts. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

The birth and subsequent development of research 
and scholarship in research ethics, like any fi eld of 
specialized knowledge, has constructed a language 
that is particularly its own. This language provides 
a taxonomy of ethical issues in research and is 
essential to this discussion because it forms the 
foundation of any communication and discourse 
between the fi elds of ethics and epidemiology. 
These terms also offer an excellent vantage point 
from which to examine critically the current 
emphasis on human subjects ’ protection and its 
applicability to pharmacoepidemiologic research. 

Pharmacoepidemiologic research 
Any productive analysis of the ethics of pharma-
coepidemiologic research is critically dependent on 
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Human subjects
Although it is important that any discussion of 
research and research ethics be clear about the defi -
nition of a research subject, this defi nition is as 
elusive as the defi nition of research, on which it 
depends. Broadly, though, a useful defi nition comes 
from the United States “Common Rule, ” the set of 
Federal regulations fi rst promulgated in 1981 that 
govern research ethics. 35 The Common Rule defi nes 
a “research subject ” as  “a living individual, about 
whom an investigator (whether professional or 
student) conducting research obtains either: (1) data 
through intervention or interaction with the indi-
vidual, or (2) identifi able private information ”35 (US 
Code of Federal Regulations (CFR) 46.102f). For 
pharmacoepidemiologists, the key issue here is that 
the use of information that can be linked to an indi-
vidual constitutes a contact between an investigator 
and a human subject. This is true even if the infor-
mation was gathered in the past and no contact 
occurs between the investigator and the person. A 
fundamental issue, then, becomes whether informa-
tion can be linked to an individual. 

This may not be a universally accepted defi ni-
tion. However, the Common Rule applies, at a 
minimum, to all research carried out by US inves-
tigators using Federal funds. In addition, its infl u-
ence is far greater because the vast majority of 
institutions that accept these Federal funds have 
signed an agreement, called a Federal Wide 
Assurance (FWA), to abide by the Common Rule 
requirements in all research, regardless of the 
source of funding. 35 Therefore, the Common Rule 
serves as de facto law governing research at the 
most productive research institutions in the US 
and offers a reasonable working defi nition. 
Further, even when research is performed outside 
the United States, if it is done with US Federal 
support or at an institution with an FWA then it 
must conform to American regulations governing 
research ethics. 

Privacy and confi dentiality 
In pharmacoepidemiologic research, the concepts 
of privacy and confi dentiality are of paramount 
concern. Although they are often discussed 

likely be considered research. These distinctions are 
important because once a project is identifi ed as 
“research,” investigators must meet a series of 
requirements designed to protect the patients, who 
are now human subjects. 

This defi nition of research is particularly 
problematic in pharmacoepidemiology, because it 
is often hard to distinguish the routine practice 
of epidemiology from research. The extremes 
are evident. The paradigmatic practice of epidemiol-
ogy is public health case fi nding and surveillance, 
for adverse drug reactions or drug utilization as 
examples. This is a social good that we do not, 
generally, consider being research, although the 
activities are conducted for the purpose of creating 
generalizable knowledge upon which to base 
public health decisions. 31–33 Analogous would be 
the quality assurance activities of health plans 
or hospitals, seeking to improve the use of 
medications in their settings. These sorts of inves-
tigations proceed, and sometimes even produce 
publishable data, without review by ethics 
review boards. These activities differ from more 
“research-oriented” epidemiology designed to test 
hypotheses about drug adverse event associations, 
drug–drug interactions, drug adherence, or effi -
cacy. These investigations may be identifi ed as 
research, and they may be required to undergo 
review by ethics review boards. However, the dif-
ference between these two types of activities can 
be diffi cult to demarcate. Of particular interest are 
risk-management programs required by regula-
tory agencies through which patients can only 
receive a drug after registering in the program and 
providing certain medical information. Because 
these programs are mandatory, they are not con-
sidered research and are not reviewed by ethics 
boards. However, such programs can generate 
extensive knowledge about the safety and safety 
use conditions of the product and about the effec-
tiveness and side effects of the risk -management
program itself (see Chapter 29). Sometimes such 
information is not published because the investiga-
tors are concerned that journal editors will reject a 
manuscript because of the lack of ethics board 
review. 34
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cifi c concerns or expectations about ways in which 
the information they divulge may be used. These 
expectations may include transfer to a third party 
in either identifi able or unidentifi able form, or 
access to particular kinds of information within a 
medical record, or limits as to the period of time 
information may be available to others. 

The fundamental issue is whether information 
that was gathered in a clinical setting, where rules 
of confi dentiality apply, can be used for reasons, 
such as research, that were not part of the condi-
tions of that relationship. Both the law and research 
regulations are ambiguous over what constitutes a 
substantive violation of confi dentiality. Does the 
use of records without prior authorization consti-
tute a violation of confi dentiality? Or does it con-
stitute a risk of a violation that depends on how 
those records are used, and on what is done with 
the information? 

In general, society has not articulated clear 
answers to these questions, in large part because 
the questions engage well -formed but confl icting 
political and philosophical views about how society 
should organize the exchange of information. For 
example, proponents of communitarianism (the 
perspective of a community created by voluntary 
association) argue that the good of the individual 
is inextricably tied to the public good. 38 Thus, 
ethical dichotomies that pit individuals against 
society (such as the unauthorized use of a person ’s
clinical information for research) must be resolved 
with attention to both personal and public goods. 

However, proponents of liberalism, or a rights -
based individualism, disagree. From this perspec-
tive, what is right exists prior to what is good. This 
means that any unauthorized use of a person ’s
information threatens to violate a fundamental 
right to privacy and the potential good derived 
from that use is not a proper condition to balance 
against that violation. 

In most states in the US, these confl icting views 
exist in a perhaps deliberately unresolved tension. 
Laws (or the absence of laws) generally allow pro-
cedures that attempt to circumscribe the extremes 
of either view. Laws are silent on whether medical 
records can be used for research without the prior 

together, they are distinct concepts. It is useful to 
distinguish them, and to describe individually the 
ethical basis for requirements of each. Of these, 
privacy is the most basic and confi dentiality is in a 
sense derivative. 

Privacy, in the setting of research, refers to secu-
rity from unwanted intrusion into physical and 
personal space including personal information and 
handling of waste materials from a person. In the 
case of much epidemiologic research, privacy refers 
to each individual ’s right to prevent access to his or 
her medical records. The right to privacy, and 
others’ corresponding obligation to respect privacy, 
is justifi ed in part by each individual ’s right to be 
left alone. 36 This is a legal way of considering a right 
to privacy, but privacy has an important social 
function as well. Viewed in this light, a right to 
privacy is a precondition for social interaction and 
cooperation because it allows and requires a degree 
of trust. 37

Confi dentiality is a derivative right that is based 
upon the right to privacy. When individuals choose 
to allow a health -care provider access to personal 
medical information, they have chosen to waive 
their right to privacy. 21 Individuals may choose to 
exercise this right with the expectation, either 
implicit or explicit, that no one else will have access 
to that information without the patient ’s permis-
sion. This right to limit the transfer of information, 
to control the secondary use of information by 
others, is the right to confi dentiality. Like the right 
to privacy, the right to confi dentiality is also based 
on a basic right to a freedom from interference, in 
the sense that a right to confi dentiality is not pos-
sible unless there is an underlying right to privacy. 
However, the right to confi dentiality also engen-
ders a responsibility on the part of the person who 
has information about another person. The expec-
tation that someone will not disclose the informa-
tion to a third party creates a fi duciary relationship. 
That is, it creates an agreement based on a mutually 
understood set of goals and understandings. This 
means that confi dentiality may be more highly 
specifi ed by arrangements that may be made at the 
time that an individual initially grants access to 
information. For instance, patients may have spe-
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lations convey the feature of understanding by 
requiring that the investigator explain: the research 
risks, benefi ts, and alternatives of research partici-
pation; the confi dentiality of any information 
obtained; and the procedures for compensation and 
for contacting a person responsible for the research. 
Voluntariness is expressed by the requirement that 
investigators tell subjects that participation in the 
research study is voluntary, and that subjects have 
the right to discontinue participation at any time. 
In some situations (as will be clarifi ed below), 
informed consent may be modifi ed to be verbal 
instead of written, or even may not need to be 
obtained at all. Whether informed consent must 
always be obtained, and in what form consent 
should be documented, have been the subject of 
vigorous debate. 40,41

Again, while the US guidelines are not univer-
sal, they offer a helpful perspective on the com-
plexities that this issue raises. The Common Rule 
requires that written informed consent be obtained 
in most research situations 35 (CFR 46.116). 
However, it makes two notable exceptions. First, 
written documentation of informed consent is not 
required if the principal risk of the research is a 
breach of confi dentiality and if the written record 
is the only link between personal data and the 
subject’s identity 35 (CFR 46.117.c). In this case, 
whether or not a written informed consent docu-
ment is used depends on each subject ’s preferences 
regarding whether he/she wishes to sign a consent 
document that could be used to link data with 
identifi able information. Second, informed consent 
can be entirely waived if the research meets four 
conditions35 (CFR 46.116):
1 the research involves no more than minimal risk 
to the subjects, 
2 the waiver or alteration will not adversely affect 
the rights and welfare of the subjects, 
3 the research could not practicably be carried out 
without the waiver or alteration, and 
4 whenever appropriate, the subjects will be pro-
vided with additional pertinent information after 
participation.

These criteria are often applied to pharmacoepi-
demiologic research and other forms of research 
that rely on the use of pre -existing records. The 

authorization of the patient, although a few states 
have laws that records can be used for research 
after Institutional Review Board (IRB) review. 36

Many European nations have very strict protec-
tions of individual rights to privacy and confi den-
tiality. For example, Iceland and Sweden have very 
strict requirements for individual informed consent 
for the use of identifi able information. Other 
nations lean toward a more communitarian per-
spective with respect to epidemiologic research and 
allow waivers of consent for many studies. 

However, US research regulations do provide a 
set of conditions that permit the use of records 
regardless of whether the patient authorized their 
use for research. The key features of these condi-
tions are that the research risks are minimal and 
the potential violation does not adversely affect 
subjects’ rights and welfare 29 (CFR 46.116). The 
following sections will discuss both of these key 
arguments.

Informed consent
Perhaps the most disturbing feature of many of the 
research scandals in recent history has been the 
total disregard for informed consent. Informed 
consent is a legally documented procedure that 
ensures patients are made aware of all the risks that 
they may incur and the benefi ts they may receive 
when choosing or not choosing a certain therapy 
or treatment. Every nation which has addressed 
the subject, as refl ected in international codes of 
ethics and professional society statements about 
research ethics, recognizes that subjects, or for 
incompetent patients, their surrogates, are to be 
told about the nature of research and alternatives 
to participation, and offered the chance to volun-
teer to participate or not participate. It is not sur-
prising, therefore, that research ethics guidelines, 
recommendations, and regulations have stressed 
the procedural requirement of a subject ’s informed 
consent. In order for a subject ’s consent to be 
informed, he or she must understand the research 
and must agree to participate voluntarily, without 
inducement or coercion. 39

The regulations governing research informed 
consent in the US, while not universal, are illustra-
tive of these features 35 (CFR 46.116). The US regu-
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without patients ’ consent must be considered in 
the appropriate context in a rapidly changing envi-
ronment, because the potential impact on an indi-
vidual is heavily dependent on social, economic, 
and medical factors. 

In between these extremes, reasonable people 
can and do disagree about the magnitude of harm 
and impact upon rights caused by unauthorized use 
of information. There are two useful ways to settle 
this disagreement. The fi rst is to assure that the 
ethics review board is truly multidisciplinary so 
that a variety of reasonable views are heard. The 
second is to require that researchers take steps to 
minimize the risks and adverse effect upon rights 
if patient confi dentiality is violated. These methods 
are addressed in the next section. 

Minimal risk
Although the general goal of research is to produce 
knowledge that will benefi t society, investigators 
must also minimize the risks to subjects. It is axi-
omatic that, as risks to subjects increase, the degree 
of subject protections, such as ethics review and 
informed consent, increases as well. The concept of 
minimal risk attempts to operationalize a risk 
threshold, above which protections should be 
stricter. Conversely, subject protections are relaxed 
if a research protocol does not exceed the level of 
minimal risk. Although the concept of minimal risk 
is relatively straightforward, and would apply to 
most pharmacoepidemiologic protocols, its defi ni-
tion is problematic. 

According to US regulations stated in the 
Common Rule, research risks are “minimal” if “the
probability and magnitude of harm or discomfort 
are not greater in and of themselves than those 
ordinarily encountered in daily life or during the 
performance of routine physical or psychological 
examinations or tests ”35 (CFR 46.102.i). In most 
situations, this concept is diffi cult to operational-
ize.43 This is in large part because the defi nition 
lacks a clear standard against which to compare the 
research risks: the daily lives of healthy or “normal”
persons, or the daily lives of persons who might be 
subjects of the research. In pharmacoepidemiologic 
research where the risk is a potential violation 
of confi dentiality, there is the additional problem 

controversial conditions here are whether the 
research risks are minimal and whether a waiver 
of informed consent will adversely affect the sub-
jects’ rights and welfare. These are controversial, 
because in research that involves the use of medical 
records, the principal risk is the violation of the 
subjects’ confi dentiality. A consensus about the 
proper application of these conditions requires a 
consensus about whether access to the patient ’s
medical record without the patient ’s permission is 
a violation of confi dentiality that is greater than 
minimal risk and violates the subject ’s rights and 
welfare.

There are two competing answers to this ques-
tion. The fi rst relies upon a strict adherence to the 
principle of respect for autonomy. Accordingly, any 
unauthorized use of records violates confi dential-
ity, presents more than minimal risk, and adversely 
affects subjects ’ rights and welfare. Hence, in all 
human subjects research, the subject ’s informed 
consent could be perceived as an absolute require-
ment. Although this view follows from strict adher-
ence to some research ethics codes, 42 this is not the 
view held by most contemporary researchers and 
ethicists.

Instead, a second interpretation allows for fl ex-
ibility in the priority of the principle of respect for 
autonomy. Accordingly, some potential or even 
actual violations of confi dentiality do not adversely 
affect the subject ’s rights and welfare or present 
more than minimal risk. This interpretation requires 
that we be able to determine to which kinds of 
information, if any, most people would be willing 
to grant access. For instance, at one extreme, 
research using information about patients ’ sexual 
activity or certain genetic characteristics might well 
be perceived as posing a greater than minimal risk. 
In such a study, obtaining that information without 
patients’ consent might well have an adverse 
impact upon patients ’ rights and welfare, depend-
ing on the use of the information and the safe-
guards in place to protect access by third parties. In 
contrast, information about patients ’ age and blood 
pressure might seem to pose only minimal risks, 
even though blood pressure information could be 
more predictive of future disability status than the 
results of a genetic test. Obtaining information 
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review all research that is funded by all Federal 
government branches that have signed on to the 
“Common Rule. ”35 Examples of Federal agencies 
that abide by the Common Rule are the National 
Institutes of Health (NIH), the FDA, and the Agency 
for Healthcare Research and Quality (AHRQ). 
Further, as noted above, institutions that have fi led 
an FWA have agreed to abide by the Common Rule 
requirements in all research, regardless of the 
source of funding. In most other countries, research 
regulations are not limited by provisions regarding 
funding but, instead, apply to all research con-
ducted in that country. 

The composition of these review boards varies 
widely across international boundaries. However, a 
consistent feature is the need for inclusion of 
expertise from outside the scientifi c community. 
For instance, the US regulations mandate the 
inclusion of at least one member who is not affi li-
ated with the institution, and one member who 
may be affi liated but who represents law, ethics, or 
another non -science discipline 35 (CFR 46.107). 
Australian regulations mandate a committee ’s com-
position by requiring a mix of genders, and by 
extending the inclusion of non -science representa-
tives.27 The purpose of these requirements is to 
introduce accountability to society and minimize 
confl icts of interest between researchers and scien-
tists who act as research reviewers. 

Although review boards have become a com-
monplace feature on the research landscape, even 
under US Federal guidelines, not all research 
requires review. Certain kinds of research can 
receive expedited review, that is, review by the IRB 
chair or a designated member of the IRB instead of 
the full committee, and some may be exempt from 
IRB review. This is a means to assure that the 
research risks are truly minor and the research 
fulfi lls basic subject protections without expending 
unnecessary IRB resources. Research that does not 
require IRB review is any project that does not 
involve human subjects 35 (CFR 46.101). For 
example, when investigators use data in which 
nothing would permit the investigator to identify 
the individual from whom the data came, ethics 
board review is not required. In addition, according 

of deciding whether any such violation is ordinarily 
encountered during daily life, such that a violation 
in the course of research is “minimal risk. ”

Ethics review boards 
In many countries over the past 30 years, ethics 
review boards have become central to the practice 
of research. In the US context, these are commit-
tees with at least one “community representative, ”
(discussed in further detail later) appointed by 
institutions that receive Federal funds to conduct 
research. In other nations, there are regional or 
national committees that are appointed by profes-
sional organizations or government agencies. 

This requirement refl ects the consensus that sci-
entists, and science, could benefi t from independ-
ent review of research protocols. This idea fi rst 
appeared in the World Medical Association ’s
Declaration of Helsinki in 1964, which requires 
that an independent committee review all proto-
cols. The Declaration recommends that this com-
mittee be responsible for “consideration, comment 
and guidance, ” but does not defi ne further the 
committee’s authority to approve or reject proto-
cols that it fi nds unacceptable. 27 These recommen-
dations have been taken up rapidly, and review 
boards have become widespread. Their authority 
has been clarifi ed as well, and these committees 
typically have the power to review and reject all 
research that takes place in their institution or 
in which their institution ’s investigators are 
involved. In addition, there have been several inde-
pendent IRBs established across the US to review 
protocols for pharmaceutical companies, contract 
research organizations, and independent research-
ers. These institutions are generally in compliance 
with the US Food and Drug Administration (FDA) 
regulations and adhere to the statutory require-
ments for protocol reviews as set by Title 21 of the 
Code for Federal Regulation (CFR 21. 50 and 
CFR21.56).

In the US, while some states have enacted leg-
islation governing human subjects research, the 
formal system of review has evolved primarily in 
a manner that links Federal authority and funding. 
A committee, referred to as an IRB, is required to 
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use of their archived records. However, there are 
two problems in applying these methods to pharma-
coepidemiologic research. First, they may not really 
protect privacy to the degree that investigators and 
ethics review boards would hope. Second, they may 
erode the validity of the research fi ndings (as will be 
further discussed below), and therefore utility for 
the population that stands to benefi t from the 
research. 

First, there is reason for skepticism about 
whether these procedures (or approaches or strate-
gies) actually foster patient confi dentiality. For 
instance, if individuals must be contacted each time 
their records may be used in a particular study, the 
individual may consider such contact intrusive. 
Furthermore, individuals might consider that their 
confi dentiality has been violated if researchers 
access research information and contact them 
directly in order to obtain consent for the use of 
otherwise de -identifi ed records. Individuals may 
also refuse participation if contacted for a study 
they consider irrelevant to their health. An indi-
vidual may also become alarmed if asked to consent 
for records to be used in such a study of a disease 
for which she has not been diagnosed (e.g., a 
control subject in a case –control study of patients 
with and without breast cancer). Although these 
concerns cover very different ground, they all 
provide grounds for concern that a variety of pro-
cedures for protecting privacy may not be ideal. 

Validity is a necessary precondition for all ethical 
research,47 and research should not be conducted 
if it cannot answer the hypothesis it claims to test. 
In pharmacoepidemiologic studies that use archival 
records, methods that allow patients to control who 
has access to data can severely limit the validity of 
the research to be done. For instance, consider the 
procedure of universal consent, in which each 
patient is given the opportunity to remove his or 
her electronic medical records (such as Medicaid 
data) from use for research. It is certain that at least 
some patients will opt out. The problem is that 
willingness to provide consent is generally not 
random, and varies in ways that may bias study 
results, as demonstrated in a study of consent bias 
in the Rochester Epidemiology Project. 48 In an 

to the Common Rule, research may be eligible for 
expedited review if it poses no more than minimal 
risk and the research involves “existing data, ”
which means a retrospective analysis of records 
that exist as of the date the research is proposed 29

(CFR 46.110). Most European nations have similar 
provisions for expediting the review of research 
that poses no more than minimal risks to subjects. 
Internationally, in the past, there was some disa-
greement about whether pharmacoepidemiologic 
research should require review. For instance, while 
the Royal College of Physicians would not require 
review, 44 the Council for International Organizations 
of Medical Sciences (CIOMS) recommends ethics 
board review for all research. 45 The current situa-
tion has changed in the UK and there are now 
specifi c ethical approval requirements for any study 
involving people, whether they are physicians, 
patients, nurses, or care givers in the National 
Health Service. However, the effi ciencies of these 
requirements have been challenged. 46

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

There are several procedures available that can 
protect patient confi dentiality. These methods allow 
patients to control who has access to information. 
At the time that clinical data are gathered, such as 
upon enrollment in a health system, a patient can 
provide a “universal consent ” to determine whether 
his or her medical record can be used for research. 
This term should not be construed to mean an 
informed consent to participate in research, because 
the patient is simply consenting to the generic use 
of his or her records and not whether to participate 
in actual protocols. A variation on this method is 
that patients can shield some aspects of their medical 
records from use in research. This is possible in some 
electronic record management systems. For example, 
patients could place into an electronic “black box, ”
records of certain medications, such as antidepres-
sants. Finally, at the time of the research, patients 
can be contacted to provide informed consent for the 
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The number of studies using archival records 
will likely increase with the growing availability of 
electronic records and increasing interest in answer-
ing important drug safety questions. However, as 
the number of studies increases, there will undoubt-
edly be a decreasing consent rate if all studies 
require consent. Jacobsen et al. showed a high 
consent rate among persons who returned consent 
forms, but only 79.3% of persons contacted 
returned the consent forms. 48 Another study of 
consent, a drug safety study within a population of 
members of a Minnesota health plan, showed 
much poorer participation. In this study, with more 
representative results, only 19% of individuals con-
tacted provided consent, and only 52% provided 
any response. 50

An additional problem is encountered in the 
conduct of large, multi -institutional case –control
studies in which access to a large amount of 
data must be reviewed in order to identify the cases 
and controls prior to contacting the appropriate 
patients for consent. Ethics review boards typically 
waive the requirement for consent in the initial 
case-fi nding review of records, and evaluate the 
consent used when patients are invited to partici-
pate in the study. Applying the current Common 
Rule framework to these studies requires separate 
review by ethics review boards from each partici-
pating institution of the same protocol. Issues raised 
by these ethics review boards and encountered in 
the review process may relate less to true local dif-
ferences in the research environment than to the 
administrative differences of each institution ’s
ethics review board process. In the absence of a 
more streamlined approach to the current ethics 
review board process, the time and cost of seeking 
multiple approvals discourage the conduct of these 
studies that may have important public health 
implications.

These issues are even more complex when 
attempting to conduct studies across multiple coun-
tries in which ethics requirements, consent proce-
dures, and data confi dentiality regulations may 
differ substantially. Harmonizing study procedures 
to accommodate differences in cultural norms, 
medical care practice patterns, and regulatory over-
sight while maintaining the integrity of the research 

ethics review board -approved study at the Mayo 
Clinic, patients were mailed an educational bro-
chure and a request for authorization to allow use 
of medical records for research. Characteristics of 
patients who did and did not provide written 
authorization were compared. Among persons 
returning the form, the refusal rate was low (3.2%), 
but the persons declining consent varied from the 
study population by age, gender, residence, and 
prior diagnoses, suggesting that the ability to opt 
out of databases creates a potential bias in the 
data.48

Selective consent by patients may prohibit the 
evaluation of a key medication –adverse event asso-
ciation if the shielded information is in the pathway 
between the medication exposure and outcome of 
interest. For example, the results of a study of a 
drug–outcome association may be misleading if 
there is a large increased risk due only to an inter-
action between the study medication and the con-
founder drug. The overall study results may show 
a low -level association between the study drug and 
the outcome. No interaction could be analyzed. 
Further, if all patients treated with antidepressants 
chose to withhold their medical records from any 
research, the drug –outcome study would show no 
association, since no data on patients experiencing 
the reaction would be included in the research data 
fi le. 

When researchers attempt to contact all patients 
in a database to seek informed consent, some 
patients may be unavailable to provide consent 
because they have died, moved, or changed health 
plans. Those patients are likely to be distributed in 
a non -random fashion. The potential bias was dem-
onstrated using data from the Mayo Clinic Rochester 
Epidemiology Project. 49 Data available from all 
patients over a 50 -year period showed a decrease 
in the population incidence of hip fracture. Data 
from only those patients known to be alive 
and able to give consent would produce results 
showing an increasing risk of hip fracture over 
time. This consent issue poses particular challenges 
in studies requiring long periods of exposure or 
follow-up, studies evaluating events of long latency, 
and the evaluation of intergenerational effects of 
medications.
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as well. Each institution must have a data control-
ler/data privacy offi cer, who is accountable for 
appropriate procedures and use of data within the 
institution. In addition, data cannot be transferred 
from a member state of the EU to another country 
outside the EU unless that country has safeguards 
at least as stringent as those of the EU. Notably, 
however, member states may grant deviations from 
some provisions of the Directive for activities of 
substantial public interest. Interestingly, there is no 
mention of ethics review boards in the Directive. 
All research would presumably: (i) be conducted 
with explicit consent, (ii) be conducted only with 
delinked records, or (iii) be exempted by a specifi c 
member state as a type of activity of substantial 
public interest. 

For pharmacoepidemiology, a number of impli-
cations of the Directive are of concern. For example, 
pharmacovigilance activities currently must be 
conducted using identifi able data. A requirement 
for patient consent would stifl e the collection of a 
substantial proportion of cases and therefore hinder 
the ability to identify signals of drug safety prob-
lems. Furthermore, analysis of secondary informa-
tion (from clinical trials or administrative databases) 
for research questions not anticipated at the time 
patients signed consent would not be possible 
without additional consent. Very little research 
could be conducted using secondary fi les from 
which direct patient identifi ers have been deleted. 
This restriction is due to the broad defi nition in the 
Directive of identifi able and  “indirectly identifi a-
ble” data. 

In the US, the Health Insurance Portability and 
Accountability Act (HIPAA) of 1996 called for 
Congress to pass legislation on medical data 
privacy, and for the Department of Health and 
Human Services to promulgate regulations if 
Congress failed to act. While Congress considered 
numerous bills that promised stricter scrutiny of 
research and tighter protections, none was passed. 
Therefore, the Privacy Rule (Standard for Privacy 
of Individually Identifi able Health Information, in 
Title 45 of the Code of Federal Regulation, Part 
160 and Subparts A and E of Part 164) was 
developed, and went into effect April 14, 2003 
(seewww.hhs.gov/ocr/hipaa). The Privacy Rule 

design requires signifi cant involvement of individ-
uals at the local level. 

Currently  available solutions

These methodologic challenges pose considerable 
obstacles to the conduct of pharmacoepidemiologic 
research. For records -based studies using data not 
directly identifying subjects, investigators have 
relied on the confi dentiality policies governing the 
use of information in the individual institution. For 
studies using identifi able records, investigators 
receive guidance and direction, if they receive it at 
all, through a process of negotiation with local 
ethics review boards, whose task is to balance the 
requirements of the research design with the rights 
and welfare of prospective subjects. Because the 
tension between ethics requirements and the exi-
gencies of pharmacoepidemiologic research require 
this balancing process, in a very real sense the 
ethics of pharmacoepidemiologic research is a 
negotiated agreement between investigators and 
one or more review boards. The available solutions 
to the methodologic challenges outlined in the pre-
vious section, therefore, depend upon two factors. 
First, they depend upon the steps investigators can 
take in gathering and handling data. Second, they 
depend upon the degree to which review boards 
can and should be involved in research, and on 
their ability to review research in a manner that is 
both competent and effi cient. We examine each of 
these in turn. 

The past several years have seen a rapid move-
ment toward legislative protections for data privacy 
both in the US and internationally. These legislative 
approaches to protect the confi dentiality of medical 
data provide potentially strong protections and 
safeguards on the creation and reuse of confi dential 
information. For instance, the European Union 
(EU) Directive that went into effect October, 1998 
covers all information that is either directly identi-
fi able or information from which identity could be 
inferred.51 The EU Directive requires fi rst, consent 
for all uses of information beyond that for which 
the information was originally collected. Safeguards 
on the use and transfer of information are required 
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assuring the appropriate use and disclosure of the 
information for research. 

There are two additional features of the Privacy 
Rule that are important in protecting research. A 
data set can be considered to be de -identifi ed even 
though a covered entity maintains a code by which 
the de -identifi ed database can be relinked to per-
sonally identifi able data. The code itself cannot be 
disclosed. In some early drafts of legislation and 
rules, retention of these codes would not have been 
allowed. The ability to relink a data set to original 
data in order to supplement a de -identifi ed data set 
with information on risk factors, outcomes, or 
extended follow -up time can be critically important 
in pharmacoepidemiologic studies. In addition, the 
Privacy Rule has preserved access by researchers to 
patient information in certain circumstances for 
activities “preparatory for research. ” For example, 
a preliminary review of medical records is often 
important to identify patients potentially eligible 
for a study prior to approaching a patient for 
consent. Researchers may have access under the 
Privacy Rule only if the identifi able data are neces-
sary for the preparatory work, and the identifi able 
information may not be removed from the covered 
entity as it is reviewed. However, early implemen-
tation of the Privacy Rule suggests that the intended 
balance between protecting patient confi dentiality 
and promoting careful research has not yet been 
realized, as some covered entities are reluctant to 
permit research access to data even when all aspects 
of the Privacy Rule are honored. More recently, the 
US Institute of Medicine requested the Committee 
on Health Services to evaluate the impact of the 
HIPAA privacy rule on the conduct of health related 
research and to generate recommendations accord-
ingly. The committee concluded that the HIPAA 
privacy rule is not protecting privacy of patients 
effectively and is affecting negatively the conduct 
of meaningful health -related research. 52 The com-
mittee recommended the department of Health and 
Human Services to develop a new framework for 
patients’ privacy to increase security protection and 
distinguish between ethical review requirements 
for information -based research versus interven-
tional research. 52

offers greater protections of privacy, restrictions on 
the uses to which existing data can be put, and 
requirements that individuals must be able to 
determine who and why others may have access to 
their personal data in many cases outside of stand-
ard medical practice. The rule applies to “covered
entities” or organizations that generate and manage 
personally identifi able health data. While some 
researchers may not be directly covered by the rule, 
they generally must obtain access to information 
from organizations considered covered entities. 

Of specifi c interest for pharmacoepidemiologists 
are the strategies for protecting confi dentiality and 
enabling researchers to access existing data sets. 
Under the rule, data sets that are de -identifi ed can 
be disclosed and used freely. The Privacy Rule 
defi nes de -identifi ed data as: (i) a data set from 
which 18 specifi ed items that could be considered 
identifi ers have been removed, and (ii) a data set 
which the covered entity knows will not be used 
alone or with other data for the purpose of subse-
quently identifying individuals. The covered entity 
can alternatively use a satisfactory statistical method 
to de -identify the data set while maintaining some 
of the 18 elements. 

However, epidemiologists would rarely fi nd a 
data set stripped of these 18 elements appropriate 
for research because the elements include some 
items that are essential for research. For example, 
any specifi c date fi eld related to an individual 
would have to be removed. Specifi c dates are 
usually required to evaluate sequence and timing 
of drug exposures and adverse events. 

There are several methods researchers can use 
to gain access to a data set that has not been com-
pletely de -identifi ed. First, patient authorization 
can be obtained. Second, the requirement for 
patient authorization can be waived by either an 
IRB or a Privacy Board (which is defi ned in the 
rule) if certain conditions are met, such as limits on 
access to the data, and assurances that the research 
could not be conducted without the waiver. Third, 
a “limited data set, ” that contains some of the 18 
elements considered identifi ers (e.g., dates and 
geocodes) can be provided to a researcher if a “data
use agreement ” has been signed by the researcher 
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investigators, challenges that may be magnifi ed in 
the case of multicenter research that crosses inter-
national borders, including developing countries. 
Certainly, sensitivity to local issues may be a desir-
able feature for the ethical review of research, par-
ticularly if institutions have special populations or 
circumstances that warrant special scrutiny of pro-
tocols. However, this variability may also be the 
result of variability in the quality of the ethics 
review board ’s skills and resources. 

The ability of ethics review boards to review 
research in a manner that is both competent and 
effi cient addresses issues of the training and certi-
fi cation of membership and resources for handling 
the volume of new and renewing research proto-
cols. In general, the requirements for the skills and 
knowledge needed for ethics review board mem-
bership are handled by the local ethics review 
board. No certifi cation exists to assure that ethics 
review board members possess adequate under-
standing of research ethics and regulation. Finally, 
ethics review boards are funded through indirect 
means, such as the general pool of indirect 
funds generated from grants. Potential ways to 
improve the quality and effi ciency of ethics board 
review include training and certifi cation of board 
members, reduction in the amount of paperwork 
for routine monitoring of protocols, and explicit 
funding that is proportionate to an ethics review 
board’s workload. 

The future 

The variability and quality of ethics board review 
pose signifi cant challenges for pharmacoepidemio-
logic investigators. These should be the focus of 
future efforts to harmonize research regulations 
and set minimum standards for ethics review 
board competency and funding. However, these 
solutions do not adequately address a larger 
problem. Although ethics review boards may offer 
a reasonable procedural solution to ethics review, 
it is less clear how ethics review boards should 
make the sorts of decisions that are required of 
them. Specifi cally, it is not clear how ethics review 

There are also opportunities to improve and 
maybe standardize the ethics board review process. 
Ethics review varies widely from country to country, 
and, depending on each country ’s culture and 
needs, there may be differences between countries 
or even within one country. However, standardiz-
ing the basic ethics board review processes may 
be more effi cient and effective especially when 
researchers are involved in multicountry pharma-
coepidemiologic studies. In existing guidelines 
there is general agreement that protocol review by 
ethics review boards is valuable in principle. 
However, there is considerably less agreement 
about what kinds of pharmacoepidemiologic 
research require this review. 

In some cases, it is not even the features of the 
research, but the source of funding that determines 
whether ethics board review is necessary. For 
example, as noted previously, the Common Rule 
regulations apply only to research that is conducted 
using Federal funds or research that is conducted 
in institutions that have agreed to follow these 
regulations voluntarily. The result is that while 
some researchers are required to apply for ethics 
review board approval, other researchers whose 
research presents the same kinds of research risks 
are not. Although this distinction on the basis of 
funding source respects the limits of Federal author-
ity in intrastate activities, it lacks moral force. 

As examples of effi cient protection of human 
subjects, the Common Rule 35 and the International 
Society for Pharmacoepidemiology (ISPE) 23 posi-
tions seem the most sensible. This means that 
investigators and ethics review boards will at times 
need to negotiate the kinds of research that achieve 
standards such as “existing data ” and minimal risk. 
However, this negotiation is a far better system to 
assure adequate subject protection for research 
than a system in which decisions are either entirely 
left in the hands of the investigators or made by 
others.

Nevertheless, this system of research oversight, 
and its heavy dependence on ethics board review, 
means that oversight can vary widely among insti-
tutions. This variability creates enormous admin-
istrative challenges for pharmacoepidemiologic 
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requirements of ethics board review and subject to 
informed consent that govern the ethical conduct 
of research. In a sense, the requirements of ethical 
research are suspended for studies that offer signifi -
cant and generally agreed upon value. 

This is an extreme case of balancing value 
against research risks. Indeed, it effectively removes 
research involving social programs from the 
purview of ethics oversight. This example is inform-
ative not only because it is so extreme, but also 
because studies of social programs have a great 
deal in common with pharmacoepidemiologic 
research. Pharmacoepidemiology ’s goals of study-
ing medication use and identifying adverse drug 
reactions are directed as much toward the preser-
vation of the public ’s health as they are toward 
the production of generalizable knowledge. The 
value of pharmacoepidemiologic research is 
therefore as clear and as readily evident as it is in 
studies designed to evaluate social programs. On 
these grounds alone, a compelling argument might 
be made that some kinds of pharmacoepidemio-
logic projects, like projects to evaluate important 
social programs, should be exempt from research 
review. 

Of course, this argument may not be equally 
cogent and convincing for all pharmacoepidemio-
logic research because pharmacoepidemiologic 
research, like any research, spans a continuum. 
Certainly studies of adverse drug reactions resem-
ble closely the example of social program research. 
This is one standard, perhaps the highest standard, 
for a study ’s potential to produce valuable knowl-
edge. Phrased somewhat differently, the knowl-
edge must be immediately relevant and applicable 
to the subjects who are being studied. In pharma-
coepidemiologic research, one example might be a 
study of adverse drug reactions among individuals 
taking a certain medication. Results of this research 
would have immediate consequences for the health 
of the patients, or “subjects,” for whom data are 
gathered.

Other studies may be done for private compa-
nies or organizations following rigorous methodo-
logic standards but where the fi ndings would not 
be made public or shared with anyone outside the 
sponsoring organization. It is diffi cult to know how 

boards and investigators should balance ethical and 
methodologic requirements. Without a careful con-
sideration of this balancing process, any efforts at 
regulation, and particularly efforts to standardize 
ethics board review and boost their resources, will 
achieve only limited success. 

The idea of balancing is not new. Traditional 
approaches to balancing the ethical and methodo-
logic requirements of research typically use as their 
guide the research risks. In most guidelines, and 
the Common Rule is an excellent case in point, 
increasing risks to study subjects requires increas-
ing attention by full ethics board review and the 
informed consent process, including written docu-
mentation of informed consent. 31 Seen in this light, 
there is a simple proportional relationship between 
research risks and subject protections such as 
informed consent. This relationship describes the 
degree of subject protections solely in terms of 
the balance of the risks and potential benefi ts to 
the subjects of the proposed research. 

The problem, though, is that this relationship is 
too simple for the situation of pharmacoepidemio-
logic research. The ethical requirements of tradi-
tional biomedical research do not fi t entirely with 
the practice of pharmacoepidemiologic research. 
The risks to the subjects of most epidemiologic 
research are not the usual health risks of research 
that can be balanced against the potential health 
benefi ts of research. They are instead largely risks 
of another kind. The chief risk is the violation of 
confi dentiality, which is really a civil, rather than a 
medical, risk. 

We suggest that investigators and ethics review 
boards should consider an additional factor in this 
relationship: the value of the knowledge to be 
gained35 (CFR 46.111a). An ethical justifi cation for 
this position begins, fi rst, with the example of social 
services research. United States research regula-
tions currently include an exception for studies 
designed to evaluate social programs 35 (CFR 
46.101). The implicit argument for this exception 
is that these social programs offer clear and evident 
value. They contribute in an important way to the 
social good. Studies designed to evaluate them, 
even if these studies bear all of the markings of 
“research,” are considered to be exempt from the 
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Introduction 

When properly conducted, randomized controlled 
trials (RCTs) are considered the gold standard for 
demonstrating the effectiveness of a new medica-
tion because they provide unbiased estimates of 
effect. While RCTs are generally used to evaluate 
benefi cial drug effects, the advantages of this study 
design also make it ideal for obtaining an unbiased 
estimate of the risk of adverse outcomes. 

During the premarketing phases of drug devel-
opment, RCTs involve highly selected subjects and 
in the aggregate typically include at most a few 
thousand patients. These studies are designed to be 
suffi ciently large to provide evidence of a benefi cial 
clinical effect and to exclude large increases in risk 
of common adverse clinical events. However, pre-
marketing trials are rarely large enough to detect 
small differences in the risk of common adverse 
events or to estimate reliably the risk of rare events, 
whether serious or trivial (see Chapters 1 and  4).
Identifi cation and quantifi cation of these poten-
tially important risks require large studies, which 
typically are conducted after a drug has been mar-
keted. Because of design complexity and costs, 
large controlled trials have not generally been con-
sidered in the pharmacoepidemiologist ’s armamen-
tarium for the postmarketing evaluation of drugs. 

However, in evaluating the best method to assess 
the risk of serious but rare adverse reactions to 
pediatric ibuprofen, the authors adapted this 
approach.1 That experience is the basis for this 
chapter and may serve as a guide to the use of 
randomized trials for the postmarketing assessment 
of drug safety. 

Clinical problems to 
be addressed by 
pharmacoepidemiologic research 

Pharmacoepidemiologic methods are classically 
used to quantify risks and benefi ts of medications 
that could not be adequately evaluated in studies 
performed during the premarketing phase of drug 
testing. In this chapter, the authors will consider 
the role of postmarketing randomized trials in 
assessing only the risks of medications; however, 
the same principles can be applied to the postmar-
keting evaluation of the benefi ts of medications. 

As noted above, premarketing studies are typi-
cally too small to detect modest differences in the 
incidence rates (e.g., relative risks of 2.0 or less) for 
common adverse events or even large differences 
in the incidence rates for rare events, such as 
those that affect one per 1000 treated patients (see 
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these may be poor measures of the underlying con-
founding factor, and their control therefore may 
not eliminate confounding. 

An investigator observing a crude (i.e., unad-
justed) association between a drug and an effect 
attempts to control for confounding by adjusting 
for one or more factors. If a crude odds ratio (or 
relative risk) of 5.0 (for example) remains essen-
tially unchanged after all known confounders have 
been controlled, residual confounding is usually 
not considered an important concern; although the 
true (unconfounded) odds ratio may be somewhat 
smaller than the unadjusted estimate, it is generally 
assumed to be of similar magnitude. On the other 
hand, in the same example, if the adjusted odds 
ratio (or relative risk) is closer to the null value of 
1.0, there is empirical evidence of confounding in 
the data, and the adjusted odds ratio is usually 
considered the “best” (least biased) measure of the 
association. However, it is not possible to determine 
whether there remains any residual confounding 
in this best estimate, which if completely controlled 
might reveal that the true association is still weaker 
or even non -existent.

We have direct experience with this concern. 
Infants treated in newborn intensive care units fre-
quently receive medications and intravenous fl uids 
through indwelling catheters, and low doses of 
heparin are often infused to help maintain the 
patency of these catheters. In 1986, we published 
the results of a case –control study of the use of 
intravenous heparin in relation to the risk of intra-
ventricular hemorrhage (IVH) in low -birth-weight
infants.3 In this study, 66 infants with IVH (cases) 
were compared to 254 infants with no evidence of 
IVH (controls), matched on study hospital and 
duration of observation. Compared to no heparin 
exposure, the matched odds ratio for heparin expo-
sure on the day prior to detection of IVH was 14 
(95% confi dence interval [CI]: 5.4 –34). As addi-
tional potential confounders were taken into 
account, the magnitude of the association became 
progressively smaller (Table  36.1). Adjustment by 
logistic regression for the matching factors, birth 
weight, volume of parenteral fl uids administered, 
and the presence of pneumothorax reduced the 
odds ratio to 3.9 (95% CI: 1.4 –11), which did not 

Chapters 1 and  4). Modest differences in risk of 
non-life threatening adverse events can be of sub-
stantial public health importance, particularly if the 
medication is used by large numbers of patients. 
For example, following the introduction of angi-
otensin converting enzyme (ACE) inhibitor use in 
patients with congestive heart failure, case reports 
of severe hypotension began to appear in the litera-
ture. Although similar events were noted after 
initial use of other medications (e.g., vasodilators) 
in congestive heart failure patients, reliable esti-
mates of the risk for different classes of medications 
were not available. Because of the high prevalence 
of the indication, differences in risk too small to be 
detected by conventional RCTs were judged to be 
clinically important, and a large RCT was con-
ducted to resolve the question. 2

Modest risks are especially relevant for nutri-
tional supplements or drugs available, or being 
considered for, over -the-counter (OTC) sale, 
because these agents are likely to be very com-
monly used and are widely viewed by the public as 
safe. If there are questions about the safety of a 
drug after it has been licensed, large observational 
studies are typically used to satisfy the sample sizes 
needed to identify (or rule out) the relevant risks. 
The respective strengths and weaknesses of these 
designs are discussed elsewhere in this volume (see 
Chapter 3). However, potential confounding is a 
major concern for virtually every observational 
study, and uncontrolled or incompletely controlled 
confounding can easily account for modest associa-
tions between a drug and an adverse clinical event. 
For example, in the relation between phenylpropa-
nolamine and cerebrovascular disease, obesity 
increases both the likelihood of exposure to the 
drug and the risk of a cerebrovascular accident; 
thus, body weight must be controlled in any analy-
sis of this association. The challenge to the phar-
macoepidemiologist is to recognize those factors 
that represent potential confounders and then 
control for their effects. To do so requires the rel-
evant information to be included in the data to be 
analyzed, but information on important confound-
ing factors is frequently incomplete or unavailable. 
Although surrogate variables are often used (e.g., 
years of education to refl ect socioeconomic status), 
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that estrogens reduce the risk of heart disease. 
Although not all published observational studies 
have confi rmed this association, 6,7 numerous 
studies, including at least one large prospective 
cohort study, have reported signifi cantly lower 
risks of cardiovascular events among women using 
postmenopausal hormone replacement therapy. 8,9

The Women ’s Health Initiative (WHI) was a large, 
complex clinical investigation of several strategies 
intended to prevent cardiovascular disease and 
cancer in postmenopausal women. 10 The study 
included a placebo -controlled, randomized clinical 
trial of hormone replacement therapy and the risk 
of coronary heart disease. This component of the 
WHI was closed early when a planned interim 
analysis indicated that the risk of coronary heart 
disease was signifi cantly elevated among women 
randomized to hormone replacement therapy 
(hazard ratio 1.29; 95% CI: 1.02 –1.63).10 Further, 
hazard ratios were also elevated for breast cancer 
(1.26; 95% CI: 1.00 –1.59), stroke (1.41; 95% CI: 
1.07–1.85), and pulmonary embolism (2.13; 95% 
CI: 1.39 –3.25). It seems likely that incomplete 
control of confounding (and perhaps measurement 
error as well) in the observational studies obscured 
these associations. As these examples demonstrate, 
when residual confounding is a possible explana-
tion for an apparent association, serious considera-
tion needs to be given to whether the hypothesis 
needs to be tested in a non -observational design. 

Weak associations deserve particular attention. 
Although there are important exceptions, the 
general view is that the stronger the association, 

change further when other potential confounding 
factors were added to the multivariate model. 
Although we described an observation that was 
statistically signifi cant, biologically plausible, and 
clinically important, we concluded that control of 
confounding may have been incomplete and that, 
“. . . the association could have been partly, or 
even wholly, due to the severity of the infants ’
underlying conditions rather than to the use of 
heparin.” We suggested that the question could 
only be answered by a randomized trial. A second 
observational study also found an increased risk 
(odds ratio 1.96) among infants who received doses 
of heparin above the lowest quartile of exposure. 4

However, neither study could adequately control 
for confounding. Uncertainty about the association 
persisted until 1997, when results were published 
from a randomized, double blind trial of heparin 
added to umbilical catheters used to treat prema-
ture infants. 5 Among the 113 study infants, Chang, 
et al. found no difference in the incidence of intra-
ventricular hemorrhage between the heparin 
treated and control groups ( p = 0.6). Although the 
odds ratios from the earlier observational studies 
were moderately large (3.9 and 1.96) and statisti-
cally signifi cant, these  “best” estimates of risk were 
likely due to confounding by one or more factors 
not completely controlled in the analyses. 

Another, perhaps more familiar, example is 
the purported cardioprotective effect of estrogens. 
Because women have a lower incidence of heart 
disease than men, and incidence increases substan-
tially after menopause, it has been hypothesized 

Table 36.1 Effect of potential confounding factors on the relation between heparin exposure and intraventricular 
hemorrhage in 320 premature infants 

Model Potential confounders included Odds ratio * 95% Confi dence interval 

1 Hospital and duration of observation 14. 5.4–34
2 Model 1 + birth weight 7.5 2.8–20
3 Model 2 + IV fl uids 4.4 1.6–12
4 Model 3 + pneumothorax 3.9 1.4–11

*Calculated by logistic regression controlling for the potential confounders listed. 
Reproduced from Lesko et al .3 with permission from Massachusetts Medical Society. 
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caused by ibuprofen in children, was unknown. In 
addition, it was at least theoretically possible that 
Reye syndrome (a toxic encephalopathy in chil-
dren associated with another NSAID, aspirin) might 
be associated with ibuprofen use in children. Other 
events, possibly unique to children, might also be 
associated with this drug. Thus, premarketing 
studies were unable to exclude even a substantially 
increased risk of rare but important and serious 
adverse reactions. 

Once available OTC, pediatric ibuprofen would 
likely be widely used for the treatment of fever, 
which is typically a minor and self -limited condi-
tion. (Whether and when it is appropriate to treat 
fever in children will not be considered here.) 
Given the generally benign nature of this indica-
tion, it is reasonable to require greater assurance of 
safety than may be expected for a drug used to treat 
a life -threatening illness. Further, an effective anti-
pyretic with an excellent record of safety in chil-
dren, acetaminophen, had been available OTC in 
the US for more than 20 years. For these reasons, 
the US Food and Drug Administration required 
additional data concerning the risk of rare but 
serious adverse events before it would approve 
pediatric ibuprofen for OTC sale. 

What approach would best provide this 
information? Observational postmarketing studies, 
especially case –control studies, are one source of 
data for very rare conditions. However, the circum-
stances surrounding ibuprofen use in 1989 –1990
raised serious concern that observational studies 
could not adequately control confounding. 
Specifi cally, prior to the availability of pediatric ibu-
profen, febrile children in the US received no anti-
pyretic or were given acetaminophen, which was 
generally considered safe by both physicians and 
parents. On the other hand, because ibuprofen was 
available only by prescription, treatment with this 
drug required contact with a physician. In addition, 
for fever less than 102.5 °F, the recommended dose 
of prescription ibuprofen was 5 mg/kg, whereas for 
fever of 102.5 °F or greater, the dose was 10 mg/kg.
Both its status as a prescription medication and the 
two-tier dosing schedule predicted that ibuprofen 
would be used for more severe illness than 
acetaminophen. This prediction was supported by 

the more likely the observed relationship is causal. 
This is not to say that a weak association (e.g., a 
relative risk ≤1.5) can never be causal; rather, it is 
more diffi cult to be certain of it because such asso-
ciations, even if statistically signifi cant, can easily 
be an artifact of confounding. As an example, con-
sider an analysis where socioeconomic status is a 
potential confounder and education is used as a 
surrogate for this factor. Because the relation 
between years of education completed (the surro-
gate) and socioeconomic status (the potential con-
founder) is, at best, imperfect, analyses controlling 
for years of education can only partially control for 
confounding. This leads to the familiar caveat in 
reports of observational studies, “. . . residual con-
founding may account for the observed associa-
tion.” This qualifi cation is no more appropriate 
than for studies reporting weak associations. As a 
consequence, even after rigorous efforts have been 
made to control for confounding, many experi-
enced epidemiologists consider small relative risk 
estimates to be most compatible with no associa-
tion, regardless of the confi dence interval (or  p
value). Whether or not one subscribes to this view, 
it is advisable to use extreme caution in making 
causal inferences from small relative risks derived 
from observational studies. 

When there is a basis for concern about residual 
confounding, one may wish to consider using a 
non-observational study design. The authors faced 
just this situation when they considered how to 
best assess the safety of pediatric ibuprofen. 
Ibuprofen is a non -steroidal anti -infl ammatory 
drug (NSAID) that has become widely used among 
adults in the US, fi rst by prescription and then as 
an OTC drug. In 1989, ibuprofen suspension was 
licensed as a prescription product for fever control 
in children, since premarketing studies in children 
established that it was appropriate for use under a 
physician’s supervision. However, events known to 
occur in adults using ibuprofen, such as acute gas-
trointestinal bleeding, acute renal failure, and ana-
phylaxis, were either not observed at all during the 
relatively small premarketing trials in children or 
occurred so infrequently that it was not possible to 
obtain reliable estimates of the risk. Thus, whether 
these events, which affect adults, might rarely be 



644   Part V: Selected Special Methodologic Issues in Pharmacoepidemiology

the severity of the underlying illness. In practice, 
however, this is not easily done (see Chapter  37).

Confounding by indication is a particular 
concern in a number of settings. When there is a 
single therapy for an illness, and all patients receive 
the therapy (i.e., are “channeled” to the treat-
ment), it is not possible to control for confounding 
in an observational study simply because no 
patients are left untreated to serve as controls. For 
example, it is standard practice to administer 
artifi cial surfactant to premature infants at risk for 
respiratory distress syndrome of the newborn. If 
any infants are not treated, they are likely to 
differ from treated infants in that they may have a 
very mild form of the illness, or they may have a 
major congenital malformation and not be expected 
to survive. Thus, they are also likely to have 
different risks for many clinical outcomes. While it 
may be rare for all patients with a given illness to 
be treated in exactly the same way, this situation 
is not unusual for subgroups of patients. For 
example, all patients with diabetes are not treated 
with insulin, but patients with type I (insulin -
dependent) diabetes are. In general, observational 
studies are most informative when patients 
receiving different medications are similar with 
respect to their risks of adverse events. Cohort 
studies will be compromised if there is no reason-
able alternative to the study treatment, including 
no treatment, to serve as a control. Case –control
studies may be infeasible if one cannot identify 
controls that, aside from any effect of the exposure, 
are equally at risk of having the outcome diagnosed 
as the cases. 

When there is at least one alternate treatment 
option and it is possible to control for obvious con-
founding, observational studies can contribute to 
our understanding of a medication ’s risks, particu-
larly where the adjusted relative risk is large. 
However, as discussed above, a small relative risk 
(e.g., 1.3) can easily be an artifact of confounding 
by an unknown factor or by incomplete control of 
a recognized confounder. 

When confronted with the task of assessing the 
safety of a marketed drug product, the pharma-
coepidemiologist must evaluate the specifi c hypoth-
esis to be tested, estimate the magnitude of the 

a survey of 108 physicians (61 pediatricians, 47 
family practitioners) conducted in 1992. 1 More 
than half of the physicians in the study reported 
that they treated children with ibuprofen after 
acetaminophen failed, but none reported using 
acetaminophen only when ibuprofen was not 
effective. Further, both the minimum age and tem-
perature at which the physicians recommended 
using these drugs were higher for ibuprofen than 
acetaminophen. It seemed clear that pediatric ibu-
profen would be most commonly used among chil-
dren whose illness was relatively severe, or whose 
fever was particularly high or unresponsive to 
acetaminophen. Because of the greater severity of 
illness (and potential exposure to antibiotics or 
other medications), there was a reasonable basis to 
believe that ibuprofen users would experience rela-
tively high rates of adverse clinical events, unrelated
to the ibuprofen itself. It was apparent, then, that to 
provide a valid assessment of the risks of pediatric 
ibuprofen, a study must be able to distinguish the 
risks of the drug from the risks associated with the 
illness for which ibuprofen was given. 

Methodologic problems to  be
solved by pharmacoepidemiologic
research 

The phenomenon described above for pediatric 
ibuprofen is known as confounding by indication 
(also referred to as indication bias, channeling, con-
founding by severity, or contraindication bias; see 
also Chapters 37 and  47). According to Slone et al.,
confounding by indication exists when “patients
who receive different treatments . . . differ in their 
risk of adverse outcomes, independent of the 
treatment received. ”11 In general, confounding by 
indication occurs when an observed association 
between a drug and an outcome is due to the 
underlying illness (or its severity) and not to any 
effect of the drug. Put another way, confounding 
by indication occurs when the risk of an adverse 
event is related to the indication for medication use 
but not the use of medication itself. As with any 
other form of confounding, one can, in theory, 
control for its effects if one can reliably measure 
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Blinding
Blinding is used to minimize detection bias, and is 
particularly important where the outcome is at all 
subjective. Reporting of subjective symptoms by 
study participants and the detection of even objec-
tively defi ned outcome events may be infl uenced 
by knowledge of the medications the patient is 
using. For example, if a patient complains of 
abdominal pain, a physician may be more likely to 
perform a test for occult blood in the stool if that 
patient was being treated with ibuprofen rather 
than acetaminophen. Thus, follow -up data collec-
tion will only be unbiased if all parties (patients, 
health-care providers, and investigators) are 
unaware of the treatment assigned. Blinding may 
not be possible for non -drug treatments such as 
diet, exercise, and surgery, and double blinding 
(i.e., of patients and health -care providers or inves-
tigators) may be diffi cult to achieve and maintain 
in drug studies as well, particularly if either the 
study or control medication produces specifi c 
symptoms (i.e., side effects) or easily observable 
physiologic effects (e.g., change in pulse rate or 
blood pressure). 

Choice of control  treatment 
The hypothesis being tested determines the choice 
of control treatment. Placebo controls are most 
useful for making comparisons with untreated 
disease, but may not represent standard of care and 
have been challenged as unethical. 12 Further, it 
may be diffi cult to maintain blinding in placebo -
controlled studies, as noted above. Studies employ-
ing an active control typically utilize common drug 
treatments, which frequently represent the stand-
ard of care. Although often considered more ethical 
and easier to keep blinded because the illness and 
symptoms are not left untreated, these studies do 
not permit comparison with the natural history of 
the illness. 

Data collection
Data collection in even a small premarketing clini-
cal trial is generally resource intensive. Detailed 
descriptive and clinical data are collected at enroll-
ment, and extensive clinical and laboratory data 
are collected at regular and often frequent intervals 

hypothesized association, and determine whether 
confounding by indication is possible. If incomplete 
control of confounding is likely, it is important to 
recognize the limitations of observational research 
designs and consider conducting an RCT. There is 
nothing inherent in an RCT that precludes a 
pharmacoepidemiologist from designing and carry-
ing out these studies. To the contrary, the special 
skills of a pharmacoepidemiologist can be very 
useful in performing large -scale RCTs after a drug 
is marketed. 

Overview of classic randomized
controlled  trials
RCTs are most commonly used during the premar-
keting phases of drug development to demonstrate 
a drug ’s effi cacy (and to gather general information 
concerning safety). By randomization, one hopes 
to make the distributions of confounding factors 
(both known and unknown) equal in all groups. If 
the study is suffi ciently large, the assigned treat-
ment is the most likely explanation for any observed 
differences in the clinical outcomes (improvement 
in the illness or the occurrence of adverse events) 
between the treatment groups. By defi nition, par-
ticipants in observational studies are not assigned 
treatment at random, where the choice of treat-
ment may be determined by the stage or severity 
of the illness or by the patient ’s poor response to 
or adverse experience with alternative therapies, 
which can introduce bias. 

Sample size
In homogeneous populations, balanced treatment 
groups can be achieved with relatively small study 
sizes. In heterogeneous populations (e.g., children 
less than 12 years of age), a large sample size may 
be required to insure the equal distribution of 
uncommon confounders between study groups 
(e.g., infants versus toddlers versus school -age chil-
dren). Study size is determined by the need to 
assure balance between treatment groups and the 
magnitude of the effect to be detected. Large ran-
domized studies minimize the chance that the 
treatment groups are different with respect to 
potential confounders and permit the detection of 
small differences in outcomes. 



646   Part V: Selected Special Methodologic Issues in Pharmacoepidemiology

medication after licensing. One of the attractive 
features of observational studies is that they tend 
to refl ect the real world experience of medication 
use and clinical outcomes, and their modest costs 
permit studying large numbers of patients. 

Currently  available solutions

Large simple trials
Large, simple trials (LSTs) may be the best solution 
when it is not possible to completely control con-
founding by means other than randomization. If 
the volume and complexity of data collection can 
be kept to a minimum, there is no reason that large 
trials cannot be conducted. Indeed, the US Salk 
vaccine trial of the early 1950s is an example of a 
very large trial. 13 More recently, large randomized 
trials have been used to test the effi cacy of thera-
peutic interventions, especially in cardiology, 14–17 or 
to evaluate dietary supplements or pharmaceuticals 
for primary prevention of cardiovascular disease 
and cancer. 18–23 This approach has also been used 
successfully to evaluate the risk of adverse drug 
effects when the more common observational 
designs have been judged inadequate. 2,24,25 LSTs are 
really just very large randomized trials made simple 
by reducing data collection to the minimum needed 
to test only a single hypothesis (or at most a few 
hypotheses). Randomization of treatment assign-
ment is the key feature of the design, which con-
trols for confounding by known and unknown 
factors. The large study size provides the power 
needed to evaluate small risks, either absolute or 
relative.

How simple is simple?
Yusuf  et al. have suggested that very large rand-
omized studies of treatment -related mortality need 
collect only data concerning the vital status of par-
ticipants at the conclusion of the study. 26 Because 
the question of drug safety frequently concerns 
outcomes less severe than mortality, these ultra 
simple trials may not be suffi cient. Hasford has sug-
gested a somewhat less restrictive approach to data 
collection, in which “Large Trials with Lean 
Protocols” include only  relevant baseline, follow -up,

during follow -up. In addition to the data needed to 
test the hypothesis of a clinical benefi t, premarket-
ing trials of medications must also assess safety and 
therefore must collect extensive data on symptoms, 
physical signs, and laboratory evaluations, which 
adds to the high cost of these trials. In contrast, data 
collection in a large simple trial (LST) can be quite 
simple (as discussed below). 

Data analysis
While data collection in classic clinical trials is 
onerous and expensive, analysis of the primary 
hypothesis tends to be straightforward and involves 
a comparison of some measure of the outcome 
event in different groups. Analyses involving 
repeated measures, subgroups of study subjects, or 
adjustment to control for incomplete or ineffective 
randomization may be performed, but they add 
only modest complexity. In contrast, data analyses 
in observational studies tend to be quite complex 
because of the need to adjust for potential 
confounders.

Despite the strengths of randomization and rela-
tive ease of analysis, several features of the classic 
RCT limit its use as a postmarketing study design. 
First, the complexity and cost of traditional pre -
market RCTs, with their detailed observations and 
resource-intensive follow -up, make very large 
studies of this type generally infeasible. Second, it 
may be unethical to conduct a study in which 
patients are randomly assigned a potentially 
harmful treatment. However, if the study can be 
simplifi ed and use the epidemiologist ’s tools to 
track patients and collect follow -up data, it may be 
possible to both control costs and make a large 
study feasible. The ethical dilemma can be resolved 
by studying only questions that are truly important 
to the public ’s health and for which the answers 
are not known. 

Generalizability of results
The usual clinical trial conducted during the pre-
marketing evaluation of a drug almost always 
involves highly selected patients, often in settings 
that differ markedly from the “real world ”; as a 
consequence, the results may not be generalizable 
to the large numbers of patients who may use the 
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Data collection
The data collection process itself can be stream-
lined. Follow -up data can be collected by mailed 
questionnaires, telephone interviews, or online 
using a secure website. Because the study will be 
limited to clear and objective outcomes (see below) 
which can be confi rmed by medical record review 
or other means, self -report by study participants 
can be an appropriate source of follow -up data. 
Other sources of follow -up data could include elec-
tronic medical records (e.g., for studies among sub-
scribers of a large health maintenance organization 
where it is likely that important outcomes will by 
recorded) or vital status records for fatal outcomes 
(e.g., the US National Death Index). 

The primary advantage of this simplicity is that 
it allows very large groups of study participants to 
be followed at reasonable cost. The trade -off is that 
a simple trial cannot answer all possible questions 
about the safety of a drug but must be limited to 
testing, at most, a few related hypotheses. 

When is a large simplifi ed  randomized
trial appropriate? 
LSTs are appropriate when all of the conditions in 
Table  36.2 apply. 

Important research  question
Although a simple trial will cost considerably 
less per subject than a typical premarketing 
clinical trial, the total cost of a large study (in 
money and human resources) will still be substan-
tial. The cost will usually be justifi ed only when 

and outcome data. 27 Collecting far less data than is 
common in the usual RCT is the key feature of both 
approaches. With simplifi ed protocols that take 
advantage of epidemiologic follow -up methods, 
very large trials can be conducted to test hypoth-
eses of interest to pharmacoepidemiologists. 

Power/sample size
Study power is not simply a function of the number 
of subjects enrolled. It is related to the number of 
events observed during the course of the study, 
which in turn is a function of the incidence rate for 
the event, sample size, and duration of observation 
(or follow -up). Power requirements can be satisfi ed 
by studying a population at high risk, enrolling a 
large sample size, or conducting follow -up for a 
prolonged period. The appropriate approach will be 
determined by considering the goal of the study 
and the hypothesis to be tested. Allergic or idiosyn-
cratic events may require a very large study popu-
lation, and events with long latency periods may 
be best studied with long duration follow -up.
Selecting high -risk populations can be problematic: 
while an elderly population may meet criteria for 
high risk (e.g., gastrointestinal bleeding or cardio-
vascular events), a study limited to this group may 
lack generalizability and would be inappropriate to 
assess the risk of these events in younger adults or 
children.

Data elements
The data collection process can be kept simple by 
restricting the study to a few primary endpoints 
that satisfy the study hypothesis, are objective, are 
easily identifi ed, and are verifi able. Epidemiologists 
may need to overcome their predisposition to com-
prehensive data collection when it comes to sec-
ondary outcomes (i.e., those that do not directly 
relate to the study hypothesis), as these must be 
ignored to eliminate unnecessary effort and com-
plexity. Of critical importance, because confound-
ing is controlled by randomization, data on all 
potential confounders need not be collected. 
Rather, a few basic demographic variables can be 
collected at enrollment in order to characterize the 
population studied and allow the investigators to 
confi rm that effective randomization was achieved. 

Table 36.2 Conditions appropriate for the conduct of a 
large randomized trial 

1. The research question is important. 
2. Genuine uncertainty exists about the likely results. 
3a. The absolute risk is small and confounding by 

indication is likely 
or
3b. The relative risk is small, regardless of the absolute 

risk.
4. Important effect modifi cation (interaction) is 

unlikely. 
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Power and confounding
LSTs will only be needed if (i) the  absolute risk of 
the study outcome is small and there are concerns 
about confounding by indication, or (ii) the  relative
risk is small (in which case, there are inherent 
concerns about residual confounding). 17 By con-
trast, LSTs would not be necessary if the  absolute
risk were large, because premarket or other con-
ventional RCTs should be adequate, or where con-
founding by indication is not an issue, because 
observational studies would suffi ce; also, if the  rela-
tive risk were large (and confounding by indication 
is not a concern), observational studies would be 
appropriate.

No interaction between 
treatment and  outcome
An additional requirement for LSTs is that impor-
tant interactions between the treatment and patient 
characteristics (effect modifi cation) are unlikely. 17

In other words, the available evidence should 
suggest that the association will be qualitatively 
similar in all patient subgroups. Variation in the 
strength of the association is acceptable among sub-
groups, but there should be no suggestion that the 
effect would be completely reversed in one or more 
subgroups. Because of the limited data available in 
a truly simple trial, it may not be possible to test 
whether an interaction has occurred, and the data 
collected may not be suffi cient to identify relevant 
subgroups. Because randomization only controls 
confounding for comparisons made between the 
groups that were randomized, subsets of these 
groups may not be strictly comparable with respect 
to one or more confounding factors. Thus, if clini-
cally important interaction is considered likely, 
additional steps must be taken to permit the appro-
priate analyses (e.g., stratifi ed randomization). This 
added complexity may result in a study that is no 
longer a truly simple trial. 

When is a large simplifi ed 
trial feasible?
LSTs are feasible when all of the conditions in Table 
36.3 are met. 

there is a clear need for a reliable answer to a ques-
tion concerning the risk of a serious outcome. A 
minor medication side effect, such as headache or 
nausea, may not be trivial for the individual patient 
but may not warrant the expense of a large study. 
However, if the question involves the risk of pre-
mature death, permanent disability, hospitaliza-
tion, or other serious events, the cost may well be 
justifi ed. 

Uncertainty must exist
An additional condition has been referred to as the 
“uncertainty principle. ” This was originally 
described by Gray et al. as a simple criterion to 
assess subject eligibility in LSTs. 28 It states that 
“. . . both patient and doctor should be substantially
uncertain about the appropriateness, for this par-
ticular patient, of each of the trial treatments. If 
the patient and doctor are reasonably certain that 
one or other treatment is inappropriate then it 
would not be ethical for the patient ’s treatment to 
be chosen at random ” (italic in the original). 
We support this principle and would extend its 
use to evaluate when it is appropriate to conduct 
an LST to test a hypothesis related to the risk of 
an adverse clinical event. Very large randomized 
trials are justifi ed only when there is true uncer-
tainty about the risk of the treatment in the 
population. Apart from considerations of benefi t, 
it would not be ethical to subject large numbers 
of patients to a treatment that was reasonably 
believed to place them at increased risk, however 
small, of a potentially serious or permanent adverse 
clinical event. The concept of uncertainty can 
thus be extended to include a global assessment 
of the combined risks and benefi ts of the treat-
ments being compared. One treatment may be 
known to provide therapeutic benefi ts that are 
superior to an alternative, but it may be unknown 
whether the risks of important side effects out-
weigh the therapeutic advantage. For example, the 
antiestrogen tamoxifen may improve breast cancer 
survival, but may do so only at the cost of an 
increased risk of endometrial cancer. Appropriately, 
a randomized trial was undertaken to resolve 
uncertainty in this situation. 18
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clinical events that occurred. Events of this type can 
be reliably recorded using epidemiologic follow -up
methods (e.g., questionnaires, telephone inter-
views, online surveys, hospital discharge diagnosis 
codes, or linkage with public vital status records). 
On the other hand, clinical outcomes which can be 
reliably detected only by detailed in -person inter-
views, physical examinations, or extensive physi-
ologic testing are not as amenable for study in 
simple trials. 

Cooperative population
Particularly in LSTs, a cooperative and motivated 
study population greatly increases the probability 
of success. Striking examples are the large popula-
tions in the Physicians ’ and Women ’s Health 
Studies; the success of these studies is at least partly 
due to the willingness of large numbers of knowl-
edgeable health professionals to participate. 29,30

Because of the participants ’ knowledge of medical 
conditions and symptoms and participation in the 
US health -care system, relatively sophisticated 
information could be obtained using mailed ques-
tionnaires, and even biologic samples could be col-
lected. Success of the Boston University Fever 
Study was also largely due to parents whose moti-
vation and cooperation were encouraged by their 
private physicians who had invited them to partici-
pate in the study. 24

Logistics of conducting a large
simplifi ed  trial
A LST may be appropriate and feasible, but it will 
only succeed if all logistical aspects of the study are 
kept simple as well. In general, LSTs are  “multi-
center” studies involving a group of primary inves-
tigators who are responsible for the scientifi c 
conduct of the study, a central data coordinating 
facility, and a network of enrollment sites (possibly 
the offi ces of collaborating physicians or other 
health-care providers). Health -care professionals 
(e.g., physicians, nurse practitioners, and pharma-
cists in private practice or members of large health -
care organizations) can participate by recruiting 
eligible patients. Alternative methods to identify 
and enroll eligible subjects (e.g., direct mailings to 

Simple hypothesis
LSTs are best suited to answer focused and rela-
tively uncomplicated questions. For example, an 
LST can be designed to test the hypothesis that the 
risk of hospitalization for any reason, or for acute 
gastrointestinal bleeding, is increased in children 
treated with ibuprofen. However, it may not be 
possible for a single LST to answer the much more 
general question, “Is ibuprofen safe with respect to 
all possible outcomes in children, whether or not 
they require medical attention? ”

Simple treatments 
Simple therapies (e.g., a single drug at a fi xed dose 
for a short duration) are most amenable to study 
with LSTs. They are likely to be commonly used, so 
that it will be easy to enroll large numbers of 
patients, and the results will be applicable to a large 
segment of the population. Complex therapeutic 
protocols are diffi cult to manage, reduce patient 
compliance, and by their very nature may not be 
compatible with the simple trial design. 

Objective and easily measured  outcomes
The outcomes to be studied should be objective, 
easy to defi ne ( “simple”), and easy to recall. An 
example might include hospitalization for acute 
gastrointestinal bleeding. Study participants may 
not recall the details of a hospital admission, but 
they likely will recall the fact that they were admit-
ted, the name of the hospital, and at least the 
approximate date of admission. Medical records 
can be obtained to document the details of the 

Table 36.3 Conditions which make a large, simple 
randomized trial feasible 

1. The study question can be expressed as a simple 
testable hypothesis. 

2. The treatment to be tested is simple (uncomplicated). 
3. The outcome is objectively defi ned (e.g., 

hospitalization, death). 
4. Epidemiologic follow -up methods are appropriate. 
5. A cooperative and motivated population is available 

for study. 
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regimen and are likely to drop out of the study. 
During the run -in period, eligible subjects are 
given a “test” medication and their compliance 
with the protocol is assessed. Patients who cannot 
comply with the protocol are withdrawn. Patients 
who remain in the study are likely to be highly 
adherent, so that relatively few will drop out after 
randomization. Depending on the characteristics 
of drugs under study, either the active drug or 
the control may be preferable for the run -in
period. In the Physicians ’ Health Study, for 
example, the study drug aspirin was used for the 
run in period to identify subjects who could not 
tolerate the gastrointestinal side effects of the 
drug.29

Importance of complete follow-up
Because drop outs and losses to follow -up may not 
be random but rather may be related to adverse 
treatment effects, it is important to make every 
effort to obtain follow -up data on all enrolled sub-
jects. For example, a study that has follow -up data 
on even tens of thousands of patients may not be 
able to provide a valid answer to the primary study 
question if this number represents only half of 
those randomized. The duration of the follow -up
period can affect the completeness of follow -up
data collection. If the duration of follow -up is too 
short, important outcomes may be missed (i.e., 
they may not be diagnosed until after the end of 
the follow -up period). On the other hand, as the 
length of the follow -up period increases, the 
number lost -to-follow-up or exposed to the alter-
nate treatment (contaminated exposure) increases. 
In the extreme, a randomized trial becomes a 
cohort study because of selective dropouts in either 
or both of the treatment arms. Beyond choosing a 
motivated and interested study population, inves-
tigators can minimize losses to follow -up by main-
taining regular contact with study participants. 
Regular mailings of medication supplies, a study 
newsletter, or e -mail reminders can be helpful, and 
memory aids such as medication calendar packs or 
other devices may help maintain compliance with 
chronic treatment schedules. In addition, follow -up
data collection itself can help maintain contact with 
study participants. 

professional groups, print ads) may be appropriate 
for some studies. Because success depends on the 
cooperation of multiple health -care providers and 
a large number of patients, it is best to limit the 
demands placed on each practitioner (or his/her 
clinical practice). One approach is to have the 
practitioner identify eligible subjects, obtain per-
mission to pass their names to a central study staff, 
and leave to the study staff the task of explaining 
study details, enrollment, and obtaining informed 
consent.

To facilitate patient recruitment and to maxi-
mize generalizability of the results, minimal restric-
tions should be placed on patient eligibility. As 
Gray et al. have said, “Any obstacle to simplicity is 
an obstacle to large size, and the wider the range 
of the patients studied, the wider the generali-
zability of the results will be. ”28 Patients with a 
medical contraindication or known sensitivity to 
either the study or control drug should not, of 
course, be enrolled, but other restrictions should be 
kept to a minimum and should ideally refl ect only 
restrictions that would apply in a typical clinical 
setting.

Simple informed consent and registration docu-
ments should be completed, with one copy kept on 
fi le by the collaborating practitioner or study staff, 
one given to the study participant, and, depending 
on the role of the coordinating center, one for-
warded to the data coordinating center by mail or 
facsimile. Registration of study subjects can also be 
accomplished online using a secure internet con-
nection to the coordinating center, which allows 
for immediate confi rmation of eligibility and rand-
omization.31 Substantial bias can be introduced if 
either physician or patient can choose not to par-
ticipate after learning (or guessing) which treat-
ment the patient has been assigned. Therefore, 
patients should be randomized only after eligibility 
has been confi rmed and the enrollment process 
completed.

Particularly in studies requiring a long duration 
of medication use, validity may be seriously com-
promised by poor adherence with the treatment 
regimen. A run -in period prior to randomiza-
tion can be used to identify patients who are unable 
or unwilling to adhere to a chronic treatment 
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Subgroup  analyses
It is important to remember that confounding 
factors will be distributed evenly only among 
groups that were randomized; subgroups which are 
not random samples of the original randomization 
groups may not have similar distributions of con-
founding factors. For example, participants who 
have remained in the study (i.e., have not dropped 
out or been lost to follow -up) may not be fully 
representative of the original randomization groups 
and may not be comparable with respect to con-
founders. Despite all efforts, complete follow -up is 
rarely achieved, and because only the original ran-
domization groups can be assumed to be free of 
confounding, at least one analysis involving all 
enrolled study subjects (i.e., an intention -to-treat
analysis) should be performed. Also, unless a strati-
fi ed randomization scheme was used, one cannot 
be certain that unmeasured confounding variables 
will be evenly distributed in subgroups of partici-
pants, and the smaller the subgroup, the greater the 
potential for imbalance. Therefore, subgroup anal-
yses can be subject to the same limitations as obser-
vational studies (i.e., the potential for uncontrolled 
confounding).

Data monitoring/interim analyses
Because of the substantial commitment of resources 
and large number of patients at risk for adverse 
outcomes, it is appropriate to monitor the accumu-
lating data over the course of the study. The 
study may be ended prematurely if participants 
experience unacceptable risks, if the hypothesis 
can be satisfactorily tested earlier than anticipated, 
or if it becomes clear that a statistically signifi -
cant result cannot be achieved, even if the study 
were to be completed as planned. A data monit-
oring committee, independent of the study inves-
tigators, can conduct periodic reviews of the data 
using an appropriate group sequential analysis pro-
cedure to preserve the study ’s overall Type I error 
rate.32,33

The Boston University Fever Study, an offi ce -
based study of the safety of ibuprofen use in chil-
dren, was an LST conducted by the authors using 
the approach described above. The methods and 
results have been described in detail but are briefl y 

Follow-up data collection
An important element of a successful LST is that 
follow-up data collection is the responsibility of the 
central study staff. Busy health -care providers 
cannot be expected to consistently obtain even 
minimal but specifi c follow -up data from large 
numbers of subjects. However, the subject ’s clini-
cian may, with subject permission, provide limited 
follow-up data (e.g., vital status) or current contact 
information for the occasional patient who would 
otherwise be lost to follow -up. A mailed question-
naire, supplemented by telephone interviews when 
needed, has been shown to work quite well. 24 The 
response rate will likely be greatest if the questions 
are simple and direct and the time required to 
complete the questionnaire is limited. With appro-
priate permissions, medical records can be reviewed 
to verify important outcomes, such as rare adverse 
events; the work needed to obtain and abstract the 
relevant records should be manageable. If there is 
a need to confi rm a diagnosis or evaluate symp-
toms, a limited number of participants can be 
referred to their enrolling health -care provider for 
examination or to have studies performed. In addi-
tion, a search of public records (e.g., the National 
Death Index in the US) can identify study subjects 
who have died during follow -up.

Analysis
Primary analysis
Analyses of the primary outcomes are usually 
straightforward and involve a comparison of inci-
dence rates between the treatment and control 
groups. Under the assumption that confounding 
has been controlled by the randomization proce-
dure, complex multivariate analyses are not neces-
sary (and may not be possible because only limited 
data on potential confounders are available). 
Descriptive data collected at enrollment should be 
analyzed by treatment group to verify randomiza-
tion; any material differences between treatment 
groups suggest a failure of randomization. As noted 
above, it is usually assumed that there is no mate-
rial interaction between patient characteristics and 
medication effects, thus eliminating the need for 
complex statistical analyses to test for effect 
modifi cation. 
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sales of pediatric ibuprofen suspension in the 
United States. 

The future 

With accelerated approval of new medications and 
rapid increases in their use, there may be a greater 
need for large postmarketing studies capable of 
randomizing exposures in order to assess small dif-
ferences in risk. This is particularly the case for 
drugs that are being considered for OTC switch, 
because the risks of rare and unknown events that 
would be acceptable under prescription status 
might be unacceptable when the drug is self -
administered and likely used by diverse popula-
tions. In the absence of techniques that reliably 
control for confounding by indication in observa-
tional studies, there may be a growing need for 
LSTs to evaluate larger relative risks. By virtue of 
minimal restrictions on participant eligibility, LSTs 
are more likely than classical randomized clinical 
trials to refl ect the true benefi ts and safety of medi-
cations when used in actual clinical practice. The 
generalizability of the results of LSTs and other 
pragmatic clinical trials makes these studies par-
ticularly valuable to regulators and policy makers 
and may lead to increased use of these studies. 34

One possible approach that may improve effi -
ciency in large studies would be to conduct trials 
involving patients who receive care from very large 
health delivery systems with automated medical 
records. If reliable data concerning relevant out-
comes (e.g., hospitalization for gastrointestinal 
bleeding) were available in automated medical 
records for all study participants, it would be theo-
retically possible to eliminate the need to contact 
patients to collect follow -up data. It would still be 
necessary to identify eligible subjects, obtain 
consent, and randomize treatment. In addition, 
assurance is needed that events were not being 
missed by patients presenting to out -of-plan
providers.

In settings where there is no appropriate control 
treatment and it is not ethical to randomize between 
active drug and placebo, an alternative to an LST 
might be to enroll and follow a single cohort of 

summarized here. 1,24 The study was a practitioner -
based, randomized clinical trial designed to compare 
the risk of rare but serious adverse events among 
children treated for fever with ibuprofen or aceta-
minophen. Study subjects were children between 
6months and 12 years of age with a febrile illness, 
which in the opinion of the managing physician 
warranted treatment with an antipyretic. Eligible 
children weighed at least 7 kg, had no contraindica-
tion to receiving either ibuprofen or acetaminophen 
suspension, and were in the care of a parent who 
could read and follow instructions written in 
English. Participants were identifi ed by community -
based pediatricians and family physicians and 
were randomized to one of three treatment groups: 
acetaminophen (12 mg/kg per dose), ibuprofen 
(5mg/kg per dose), or ibuprofen (10 mg/kg per 
dose). The primary study endpoints were hospitali-
zation for gastrointestinal bleeding, acute renal 
failure, anaphylaxis, or Reye syndrome occurring 
within 4 weeks of enrollment. Follow -up data 
collection was conducted by mailed questionnaire, 
supplemented with telephone interviews and 
review of medical records for hospital admissions. 

A total of 84 142 children were enrolled by 1735 
practitioners. Approximately 28 000 children were 
randomized to each of the three treatment arms; 
demographic and clinical characteristics of the par-
ticipants were balanced in the three groups. Overall, 
795 children were hospitalized for any reason 
during follow -up; the risk of hospitalization did not 
vary signifi cantly by treatment group (range 0.89 –
0.99%). Four children were hospitalized for gas-
trointestinal bleeds, all of whom had been assigned 
to receive ibuprofen —two in each dose group. The 
risk of hospitalization for gastrointestinal bleeding 
among all ibuprofen treated children, 7.2 per 
100000 (95% CI: 2 –18 per 100 000), was not sig-
nifi cantly greater than the risk among children ran-
domized to acetaminophen, 0 per 100 000 (95% CI: 
0–11 per 100 000). No children were hospitalized 
for any of the other primary study endpoints, and 
the risk of each was no more than 5.4 per 100 000
(based on the upper bound of the 95% CI). The 
study provided substantial evidence of the safety of 
short-term use of ibuprofen in children and was 
used to support an application for over -the-counter
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7. Wilson PW , Garrison RJ, Castelli WP . Postmenopausal

estrogen use, cigarette smoking, and cardiovascular 

morbidity in women over 50. The Framingham 

Study . N Engl J Med 1985; 313: 1038–43.

8. Ross RK, Paganini-Hill A, Mack TM, Arthur M,

Henderson BE. Menopausal oestrogen therapy and 

protection form death from ischaemic heart disease .
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disease. N Engl J Med 1985; 313: 1044–9.
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and benefi ts of estrogen plus progestin in healthy 
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Women ’s Health Initiative randomized controlled 

trial. JAMA 2002; 288: 321–33.

11. Slone D, Shapiro S, Miettinen OS, Finkle WD, Stolley
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spective. Ann Intern Med 1979; 90: 257–61.
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13. Francis T Jr , Korns R, Voight R, Boisen M, Hemphill

F, Napier J, et al. An evaluation of the 1954 polio-

myelitis vaccine trials: summary report . Am J Public 

Health 1955; 45 (Suppl):  1–50.

14. Gruppo Italiano per lo Studio della Streptochinasi 
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et al. Glucose-insulin-potassium therapy in patients 

with ST -segment elevation myocardial infarction .

JAMA 2007; 298: 2399–405.

16. Connolly SJ, Ezekowitz MD, Yusuf S, Eikelboom J,

Oldgren J, Parekh A, et al. Dabigatran versus warfarin 

in patients with atrial fi brillation . N Engl J Med 2009;

361: 1139–51.

17. Yusuf S. Reduced mortality and morbidity with the 

use of angiotensin -converting enzyme inhibitors 

in patients with left ventricular dysfunction and 

congestive heart failure . Herz 1993; 18 (Suppl): 
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perhaps the fi rst 10 000 users of a study medication. 
However, the absence of a comparison group would 
make it impossible to determine whether the 
observed risks were due to the drug, the disease, or 
other factors; however, although it would at least 
be possible to accurately estimate the absolute 
risk of important events, whatever their cause, 
among exposed subjects. An alternative and 
perhaps preferable approach would be to rand-
omize to different doses, when possible, and search 
for a dose –response relationship. 

It is clear that very large simple controlled trials 
of drug safety can be conducted. 2,24,25 It remains less 
clear, however, how frequently the factors that 
support the need for a very large trial (Table  36.2)
will converge with those that permit such a trial to 
be carried out (Table  36.3). As a discipline, phar-
macoepidemiology is well suited to conduct LSTs 
and to develop more effi cient methods of subject 
selection and follow -up data collection that can 
make these studies a more common option for the 
evaluation of small but important risks of medica-
tion use. 
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Introduction 

In order to be approved for marketing in the United 
States, drugs must be proven to be safe and effec-
tive using “adequate and well -controlled investi-
gations.” Earlier chapters in this book have 
shown that this premarketing information often is 
insuffi cient to provide some of the information 
about drug toxicity which is clinically most impor-
tant. The same applies to information about drug 
effi cacy. 

In this chapter we will begin by clarifying the 
different defi nitions of various types of benefi cial 
drug effects. Then we will discuss the need for 
postmarketing studies of drug effectiveness. Next, we 
will present the unique methodologic problems 
raised by studies of benefi cial drug effects, as well 
as potential solutions to these problems. Finally, we 
will evaluate the frequency with which these pro-
posed solutions might be successful. Specifi c exam-
ples of approaches to the study of effi cacy also will 
be presented. 

Defi nitions 
There are at least four different types of measurable 
drug effects of interest to a prescriber.  Unanticipated
harmful effects are the unwanted effects of drugs that 
could not have been predicted on the basis of their 
preclinical pharmacologic profi le or the results of 

premarketing clinical studies. These effects are 
most often Type B adverse reactions, as defi ned in 
Chapter 1. For example, chloramphenicol was not 
known to cause aplastic anemia at the time it was 
marketed,1 nor was the skeletal muscle pain associ-
ated with use of HMG -CoA reductase inhibitors. A 
major research challenge is to discover medically 
important, unanticipated, harmful effects as soon 
as possible after drug marketing. Quantitation of 
the incidence of these effects is medically useful 
as well. 

Anticipated harmful effects are unwanted effects of 
drugs that could have been predicted on the basis 
of preclinical and premarketing studies. They can 
be either Type A reactions or Type B reactions (see 
Chapter 1). One example is the syncope that some-
times occurs after patients take their fi rst dose of 
prazosin.2 Although this effect was known to 
occur at the time of marketing, a major question 
remaining to be answered was how often the event 
occurred. The dominant research challenge that 
this type of drug effect presents is establishing its 
incidence.

Unanticipated benefi cial effects are desirable effects 
of drugs that were not anticipated at the time of 
drug marketing. Although these effects may be 
medically useful, they are nevertheless side effects, 
if they are not the purpose for which the drug was 
given. An example of an unanticipated benefi cial 
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services researchers (see Chapter 41 for a discus-
sion of the validity issues involved in measuring 
such outcomes); they can be measures of quality -
of-life (see Chapter 39), often referred to in the 
pharmaceutical industry as “outcomes research ”;
they can be measures of utility, that is global meas-
ures of the desirability of certain clinical outcomes 
(see Chapters 38 and  39); they can be economic 
outcomes (see Chapter 38); etc. Regardless, the 
same methodologic issues apply to each. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

In order to make optimal clinical decisions about 
whether to use a drug, a prescriber needs to know 
whether, and to what degree, the drug actually is 
able to produce the intended effect (see Table 
37.1).5 Premarketing randomized clinical trials gen-
erally provide information on whether a drug can 
produce at least one benefi cial effect. Specifi cally, 

effect is aspirin ’s ability to decrease the probability 
of a subsequent myocardial infarction in patients 
who were given the drug for its analgesic or anti -
infl ammatory action. 3 Only recently, relative to 
how long aspirin has been around, has this been 
confi rmed as a valid new indication for the use of 
aspirin. A major research challenge is to discover 
this type of drug effect. For example, it currently 
remains an open question whether non -aspirin
non-steroidal anti -infl ammatory drugs have the 
same benefi cial effects, although data are accumu-
lating to that effect. 4 Secondarily, it is useful to 
quantitate the frequency of the event. 

Anticipated benefi cial effects are the desirable effects 
that are known to be caused by the drug. They 
represent the reason for prescribing the drug. The 
study of anticipated benefi cial effects has three 
aspects. A study of drug effi cacy investigates whether 
a drug has the ability to bring about the intended 
effect. In an ideal world, with perfect compliance, 
no interactions with other drugs or other diseases, 
etc., could the drug achieve its intended effects? 
Drug effi cacy usually is studied using a randomized 
clinical trial. 

In contrast, a study of drug effectiveness investi-
gates whether, in the  real world, a drug  in fact
achieves its desired effect. For example, a drug 
given in experimental conditions might be able to 
lower blood pressure but, if it causes such severe 
sedation that patients refuse to ingest it, it will not 
be effective. Thus an effi cacious drug may lack 
effectiveness. Studies of drug effectiveness usually 
are performed after a drug ’s effi cacy has been 
established. In contrast, if a drug is demonstrated 
to be effective, it also is obviously effi cacious. 
Studies of drug effectiveness generally would best 
be conducted using non -experimental study 
designs. However, these raise special methodologic 
problems, which are discussed below. 

Lastly, a study of  effi ciency investigates whether a 
drug can bring about a desired effect at an acceptable 
cost. This type of assessment falls in the province of 
health economics, and is discussed in Chapter 38.

Note that the outcome variable for any of these 
studies can be of multiple different types. They can 
be clinical outcomes (diseased/ undiseased), or so -
called “outcomes research, ” as defi ned by health 

Table 37.1 Clinically important information about 
intended benefi cial effects of drugs *

1. Can the drug have the desired effect? 
2. Does the drug actually achieve the desired effects 

when used in practice? 
3. Can and does the drug have other benefi cial effects, 

including long -term effects for the same indication? 
4. Can the drug achieve these desired effects better than 

other alternative drugs available for the same 
indication?

5. For each of the above, what is the magnitude of the 
effect in light of the many different factors in medical 
practice that might modify the effect, including: 
a. Variations in drug regimen: dose per unit time, 

distribution of dose over time, duration of regimen 
b. Characteristics of the indication: severity, 

subcategories of the illness, changes over time 
c. Characteristics of the patient: age, sex, race, 

genetics, geographic location, diet, nutritional 
status, adherence, other illnesses, drugs taken for 
this or other illness (including tobacco and 
alcohol), etc. 

*Modifi ed from Strom  et al.5 with permission from 
Elsevier. 
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were probably medically and therapeutically inap-
propriate. For example, the use of antibiotics is not 
justifi ed for the treatment of viral infections, but 
such use was common. Other unapproved drug –
indication pairs could well have been quite appro-
priate, but the regulatory process does not need to, 
and did not, refl ect the current medical practice. 

Of the 100 common drug uses, eight were based 
on the assumption that a drug had a particular 
long-term effect, but only an intermediate effect 
had been studied prior to marketing. For example, 
antihypertensive drugs are used for their presumed 
ability to prevent long -term cardiovascular compli-
cations, but are approved for marketing on the 
basis of their ability to lower blood pressure. Five 
of the 100 common drug uses may have been for 
either the intermediate effect or the long -term
effect of the drugs, but only the intermediate effect 
was studied prior to marketing. For example, 
hypoglycemic agents may be used to control the 
symptoms of diabetes or to prevent the vascular 
complications of diabetes, but only the former were 
studied before drug marketing. 

Drugs other than those in the list of 100 common 
uses were sometimes prescribed as treatment for 
each of the 52 indications included in those 100 
uses. Yet, eight of the uses involved drugs whose 
effects relative to alternative drugs had not been 
studied prior to marketing. 

The 100 common drug uses also included a 
number of examples of clinical factors that are able 
to modify the effects of the drug, but these were 
not discovered until after drug marketing. Some 
are listed in Table  37.2.6–19 In addition, additional 
prescriptions accompanied 62% of the prescrip-
tions studied, and 41% of the prescriptions were 
for patients who had illnesses other than just the 
one that the drug was being used to treat. Of the 
100 common drug uses, the mean number of con-
comitantly administered drugs ranged from 0.04 to 
2.1. The mean number of concomitant diagnoses 
ranged from 0.1 to 1.2. Yet, for none of the uses 
was the potential for modifi cation of the drug effect 
by concomitant drugs or concomitant diagnoses 
fully explored before marketing. 

The proportion of prescriptions which were for 
patients less than age 20 ranged from 0.0%, for 43 

premarketing studies generally investigate the effi -
cacy of drug relative to a placebo, when both are 
used to treat a particular illness. These premarket-
ing studies of effi cacy tend to be conducted in very 
atypical clinical settings, compared to those in 
which the drug ultimately will be used. Patient 
compliance (now more often called adherence) 
during these studies is assured, and the patients 
included are similar to each other in age and sex, 
do not have other diseases, and are not taking other 
drugs. Such restrictions maximize the ability of pre-
marketing studies to demonstrate a drug ’s effi cacy, 
if the drug actually is effi cacious. Additional infor-
mation may then be needed on whether, in the 
world of daily medical practice, the drug actually 
achieves the same benefi cial effects and whether 
the drug can and does have other benefi cial effects. 
In addition, at the time of marketing there may be 
little data on a drug ’s effi cacy relative to other 
medical or surgical alternatives available for the 
same indication. Finally, a number of factors that 
are encountered in the practice of medicine can 
modify a drug ’s ability to achieve its benefi cial 
effects. Included are variations in the drug regimen, 
characteristics of the indication for the drug, and 
characteristics of the patient receiving the drug, 
including demographic factors, nutritional status, 
the presence of concomitant illnesses, the ingestion 
of drugs, and so on. Many, if not most, of these 
factors that can infl uence the effects of drugs are 
not fully explored prior to marketing. 

In order to quantitate the need for postmarket-
ing studies of the benefi cial effects of drugs, a com-
parison was made of the 100 most common drug 
uses in 1978 (drug –indication pairs) to the infor-
mation available to the FDA at the time of its regu-
latory decisions about the marketing and labeling 
of the drugs involved in these uses. 5 The compari-
son was restricted to drugs approved after 1962, 
when the Kefauver –Harris Amendments fi rst intro-
duced a requirement for the submission of data 
about drug effi cacy prior to approval of a drug for 
marketing.

Of the 100 common drug uses, 31 had not been 
approved by the FDA at the time of initial market-
ing, and 18 still had not been approved at the time 
of the comparison. Eight of the 18 unapproved uses 
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Table 37.2 Examples of factors determining drug effi cacy that were demonstrated after marketing, selected from the 
100 most common drug uses of 1978 *

Factors Drug Indication Comments Reference

Regimen
Dose per unit 
time

Ibuprofen Rheumatoid arthritis, 
osteoarthritis

Daily dosage initially approved 
proved to be suboptimal 

6

Distribution of 
dose over time 

Furosemide Congestive heart 
failure

Effi cacy improved by more frequent 
smaller doses 

7

Duration Clonidine Hypertension Tolerance develops in the absence of 
a diuretic 

8

Hypoglycemics (e.g., 
acetohexamide and 
tolazamide)

Diabetes mellitus Tolerance develops in many patients 9

Indication
Severity Metaproterenol Asthma Patients with severe illness do not 

have a response without additional, 
supplementary therapy 

10

Subcategories Desipramine Depression May vary with endogenous versus 
exogenous depression 

11

Changes over 
time

Ampicillin Otitis media No longer the drug of choice in 
some geographic areas due to 
bacterial resistance 

12, 13 

Patient
Age Diazepam Anxiety A given regimen is more effective in 

the aged than in the young 
14

Metabolism varies markedly from 
premature infants (half -life 54 hours),
to full -term infants, to older children 
(half-life 18 hours); young children 
can have paradoxic reactions 

15

Other illness Gentamicin Infection Lower doses required in renal failure 16

Other
Drugs Lithium Manic-depressive

illness
Clearance impaired by diuretics, e.g., 
furosemide

17

Acetohexamide Diabetes mellitus Many drugs interfere, by causing 
hyperglycemia (e.g., diuretics), 
displacing drug from binding sites 
(e.g., non -steroidal anti -
infl ammatory drugs), etc. 

18

Diet Diuretics (e.g., 
metolazone,
furosemide)

Hypertension A decrease in sodium intake can 
improve effi cacy 

19

Lithium Manic–depressive
illness

Signifi cant sodium depletion or 
excess can modify renal excretion 

17

*Reproduced from Strom et al.5 with permission from Elsevier. 
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the indication for therapy. 23,24 In this case, the risk 
factor under study is the drug being evaluated and 
the outcome variable under study is the clinical 
condition that the drug is supposed to change 
(cure, ameliorate, or prevent). In clinical practice, 
one would expect treated patients to differ from 
untreated patients, as the former have an indica-
tion for the treatment. To the extent that the indi-
cation is related to the outcome variable as well, 
the indication can function as a confounding 
variable.

For example, if one wanted to evaluate the 
effectiveness of a beta -blocker used after a myocar-
dial infarction in preventing a recurrent myocardial 
infarction, one might conduct a cohort study com-
paring patients who were treated with the beta -
blocker as part of their usual post -myocardial
infarction medical care to patients who were not 
treated, measuring the incidence of subsequent 
myocardial infarction in both groups. However, 
patients with angina, arrhythmias, and hyperten-
sion, all indications for beta -blocker therapy, are at 
increased risk of subsequent myocardial infarction. 
As such, one might well observe an increase in the 
risk of myocardial infarction, rather than the 
expected decrease. Thus, even if use of the drug 
was benefi cial, it might appear to be harmful! 

Confounding by the indication for the treatment 
generally is not a problem if a study is focusing on 
unexpected drug effects, or side effects, whether 
they are harmful or benefi cial. In this situation, the 
indication for treatment is not usually related to the 
outcome variable under study. For example, in a 
study of gastrointestinal bleeding from non -
steroidal anti -infl ammatory drugs, the possible 
indications for treatment, such as arthritis, dys-
menorrhea, and acute pain, have little or no rela-
tionship in and of themselves to the risk of 
gastrointestinal bleeding. 25 Nevertheless, some-
times the problem of confounding by indication 
can emerge even in studies of unexpected drug 
effects (benefi cial or harmful). For instance, in a 
study of hypersensitivity reactions associated with 
the use of non -steroidal anti -infl ammatory drugs, 
the increased risk of hypersensitivity reactions 
evident in patients taking non -steroidal anti -
infl ammatory drugs was higher in those using the 

of the uses, to 97%. Yet, many of these uses had 
not been tested in children prior to marketing. 
Analogously, only three of the drugs were approved 
for use in pregnant patients, yet we know that drug 
use in pregnancy was common, even then. 20–22

Thus, this study revealed considerable gaps in 
the information about benefi cial drug effects at the 
time of drug marketing. These defi ciencies in the 
available information should not be surprising, nor 
should they be considered inadequacies that ought 
to prevent the release of the drug to the market-
place. The data needed for clinical decisions are 
frequently and understandably different from those 
needed for regulatory decisions. Studies performed 
prior to marketing per force are focused predomi-
nantly on meeting appropriate regulatory require-
ments, and only secondarily on providing a basis 
for optimal therapeutic decisions. The physician 
also should keep in mind that the FDA is not 
allowed to regulate physicians but, rather, pharma-
ceutical manufacturers. This regulation is not aimed 
at telling a physician precisely how an agent should 
be used. In addition, the FDA does not initiate its 
own studies of drug effects, but generally evaluates 
those submitted to it by manufacturers. Finally, 
there are reasonable logistical limitations on what 
can be expected prior to marketing, without undue 
cost in time and resources, as well as delaying the 
availability of a chemical entity with a proven 
potential for effi cacy. Thus, it seems that more 
studies of benefi cial drug effects are needed, 
perhaps as a routine part of postmarketing drug 
surveillance.

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

Chapter 3 introduced the concept of a confounding 
variable, that is a variable other than the risk factor 
and outcome variable under study which is related 
independently to each of the other two and, 
thereby, can create an apparent association or mask 
a real one. This is discussed in more depth in 
Chapter 47. Studies of intended drug effects present 
a special methodologic problem of confounding by 
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felt that questions of benefi cial drug effects can be 
addressed only by using randomized clinical trials. 27

Yet, although postmarketing randomized clinical 
trials certainly can be very useful, they are vexed 
by many of the same logistical problems, ethical 
restrictions, and artifi cial medical settings found in 
premarketing clinical trials. 

Currently  available solutions

Not all studies of benefi cial drug effects need be 
randomized clinical trials (see Table  37.3).23 First, 

drugs for acute pain than in those using the drugs 
for osteoarthritis and other chronic conditions. This 
probably was because of the intermittent ingestion 
of the drug by those receiving it for acute pain. 26

Although confounding by the indication is a less 
common problem for studies of side effects, this is 
not the case for studies of anticipated benefi cial 
effects. In these studies one would expect the indi-
cation to be more closely related to the outcome 
variable. In fact, the problem presented by con-
founding by the indication has been thought by 
some to invalidate non -experimental approaches to 
studies of the benefi cial effects of drugs. Some have 

Table 37.3 Classifi cation of research questions according to their problems of confounding by the indication for 
therapy*

Situation Example

1. Comparative studies unnecessary 
a. Drug effect obvious in the individual patient, or Naloxone used for methadone overdose 
b. Drug effect obvious in a series of patients Penicillin used for pneumococcal pneumonia 

2. Confounding by the indication nonexistent: there 
is no indication 

Measles vaccine given routinely to healthy infants 

3. Confounding by the indication exists but is 
controllable
a. The indication is dichotomous 

(i) Gradations in the indication do not exist, or Anti-Rh (D) immune globulin given to Rh (D) negative mothers 
who deliver Rh (D) positive newborns to prevent future 
erythroblastosis fetalis 

(ii) Gradations in the indication are unrelated to 
the choice of treatment, or 

Penicillin used for endocarditis prophylaxis in patients with 
congenital aortic stenosis who are undergoing tooth extraction 

(iii) Gradations in the indication are unrelated 
to expected outcome, or 

Penicillin used to prevent tertiary syphilis, given to patients 
with an asymptomatic positive serologic test for syphilis 

(iv) Special clinical settings Anticoagulants used after myocardial infarctions to prevent 
death

b. The indication is suffi ciently characterizable 
(i) Complete characterization of the indication 

as it relates to choice of therapy or as it 
relates to expected outcome, and 

(ii) Characterization must continue after 
initiation of therapy 

Isoniazid used for tuberculosis prophylaxis in a patient with an 
asymptomatic positive PPD 

4. Confounding by the indication exists and is not 
controllable

Ampicillin used to treat urinary tract infection 

Reproduced From Strom et al.23 with permission from  Nature.
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related to the outcome variable under study, such 
as the limited availability of the drug in question, 
then there is no opportunity for confounding by 
the indication. This situation occurs most com-
monly in studies of primary prevention. The use of 
measles vaccine, routinely administered to healthy 
infants, is one example. 

Third, there are several settings in which con-
founding by the indication may exist but theoreti-
cally can be controlled. When the indication can be 
measured suffi ciently well, then traditional epide-
miologic techniques of exclusion, matching, strati-
fi cation, and mathematical modeling can be applied. 
The indication clearly can be suffi ciently measured 
if it is dichotomous or binary. In this situation, the 
indication either is present or absent, but has no 
gradations in severity. The indication also can be 
suffi ciently measured if any gradations in severity 
either are unrelated to the choice of whether or not 
to treat or are unrelated to the expected outcome. 
Alternatively, sometimes one can fi nd special clini-
cal settings in which the gradations are not related 
to the choice of therapy. For example, if the avail-
ability of drugs is limited or there are consistent 
philosophical differences among prescribers for 
using or not using the drug, then gradations in the 
indication will not be related to the choice of 
therapy. 

Finally, if an indication is graded but can be suf-
fi ciently precisely measured, it can be controlled by 
mathematical modeling using, for example, multi-
ple regression. Then, confounding by the indication 
can be controlled and ruled out as the cause for an 
observed benefi cial effect of the drug. 

More recently, researchers are beginning to use 
propensity scores towards this end. 28,29 This is an 
approach that uses mathematical modeling to 
predict exposure, rather than the traditional 
approach of predicting outcome.30 This is, essentially, 
a direct measure of indication. One can then use 
the propensity score to create categories of proba-
bility of exposure, and control for those categories 
in the analysis. While this approach has many 
attractive features, especially as a direct way to 
control for confounding by indication, it is impor-
tant to point out that it is still dependent on iden-
tifying and measuring those variables which are the 

some questions do not require any comparative 
(analytic) research for their answer. For these, 
simple clinical observations, as reported in a case 
report or case series, can be suffi cient. For example, 
the effi cacy and effectiveness of naloxone, used as 
a narcotic antagonist, is demonstrable simply 
through the observation of a single patient. 
Consider a patient comatose from an overdose of 
methadone. An injection of naloxone results in his 
prompt awakening. However, 30 minutes later, as 
the effects of the narcotic antagonist wear off, the 
patient returns to coma. Another injection of the 
naloxone results in awakening once more, and 
then later the coma returns again. This sequence of 
events represents a convincing demonstration of 
the drug ’s ability to have its desired effect. No elab-
orate studies are needed to make this point. The 
same would be true for a case series of patients 
treated with penicillin to treat pneumococcal 
pneumonia.

However, in applying this simple approach of 
clinical observations based on a case report or 
case series, the course of a patient ’s disease must 
be suffi ciently predictable that one can differen-
tiate a true drug effect from spontaneous improve-
ment. In particular, one must be able to exclude 
regression to the mean as the mechanism of the 
observed change: individuals selected to partici-
pate in a study based upon the severity of their 
disease will spontaneously tend to improve. One 
example would be a patient with recurrent head-
aches. The patient would most likely seek medical 
attention when the headaches are most severe or 
most frequent. A spontaneous return to the base-
line pattern of headaches generally could be 
expected. However, if the patient were treated in 
the interim, then the treating physician likely 
would view the return to normality as evidence of 
successful therapy, no matter what treatment was 
used or whether it contributed anything to the 
recovery. 

Second, some questions about benefi cial drug 
effects can be answered using formal non -
experimental studies, because there is no con-
founding by the indication. If the decision about 
whether to treat is not based on a formal indica-
tion, but on some other factor that may not be 
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The qualitative approach illustrated above must 
be used with caution. First, the effect of the con-
founding by indication must be opposite in direc-
tion to the expected effect of the drug. Second, the 
effect of the confounding by indication must be 
absolutely predictable in its direction. Third, the 
effect of the confounding by indication must be 
suffi ciently large so as to exclude regression to the 
mean as an explanation for the results. Even if all 
of these conditions are met, the results must be 
interpreted only qualitatively, not quantitatively. 

Examples of each of these situations are pre-
sented in Table  37.3 and discussed further in Strom 
et al.23

Applicability of the proposed 
approaches 
How commonly are the non -experimental app-
roaches we have described applicable for the study 
of benefi cial drug effects? A list of the 100 most 
recently approved new molecular entities as of 
December 1978 was studied to determine what 
types of non -experimental study designs, if any, 
could be used to evaluate drug effectiveness. 32 After 
excluding from this list seven entities that were 
used in contact lenses, the remaining 93 drugs were 
examined for all potential indications and clinical 
outcomes that could be used to evaluate intended 
drug effects. Ultimately we assessed 131 drug uses, 
that is 131 drug –indication pairs. Each drug use 
was categorized as to whether a study evaluating 
the effectiveness of that drug for that indication 
would present the problem of confounding by the 
indication and, if so, whether one of the approaches 
described above would be adequate to address it. 
Eighty-nine (67.9%) of the drug uses could have 
been evaluated using simple clinical observations, 
without formal comparative research. A very few 
of these drugs were, in fact, approved by FDA on 
the basis of such studies, for example nitroprusside 
(approved for malignant hypertension) and 
bretylium (approved for life -threatening arrhyth-
mias, in patients refractory to all other antiarrhyth-
mics). The remaining 42 drug uses required 
comparative research for their evaluation, because 
they all presented the problem of confounding by 

true predictors of therapeutic choice. Further, pro-
pensity scores only have advantages when there 
are seven or fewer outcome events per confounder. 
When there are at least eight outcome events per 
confounder, logistic regression represents a prefer-
able approach.31 (See Chapter  47 for a more detailed 
discussion.)

Another new approach increasingly being 
applied is the use of instrumental variables. An 
instrument is a variable that is causally related to 
the exposure of interest, only weakly related to the 
uncontrolled risk factors of concern, and is not 
itself in the causal chain. Thus, an instrument is an 
external factor that infl uences an outcome only 
through its effect on treatment. By controlling for 
the instrument, it is thought that one can control 
for the indication for treatment. However, fi nding 
good instruments in pharmacoepidemiology is 
extremely diffi cult; some would say impossible. 
This is discussed more in Chapter 47.

When questions of intended drug effects do 
not fall into any of the preceding categories, con-
founding by the indication cannot be controlled. Non -
experimental study designs cannot then be used, or 
they can only be used to demonstrate qualitatively 
some degree of benefi cial effect. Specifi cally, if con-
founding by the indication is such that treated 
patients would have a worse clinical outcome than 
untreated patients, yet the outcome observed 
in treated patients is better than that observed in 
untreated patients, some degree of confi dence that 
the drug has a benefi cial effect can be built. As an 
example, patients treated with corticosteroids for 
status asthmaticus would be expected to be sicker 
than those not so treated. If patients receiving cor-
ticosteroids stop wheezing sooner than those not 
receiving corticosteroids, corticosteroids would 
indeed seem to have a benefi cial effect. However, 
if the patients receiving corticosteroids do not stop 
wheezing sooner than those not receiving corticos-
teroids, the results of the study are uninterpretable. 
It is possible that the corticosteroids in fact have no 
benefi cial effect. However, it is also possible that a 
benefi cial effect was present but was being masked 
by the difference in severity between the two treat-
ment groups. 
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balance returned toward normal with the ingestion 
of exogenous estrogens. 34 Studies of bone density 
documented that exogenous estrogens prevented 
the loss of bone density that was associated with 
the menopause, 35 for as long as the estrogens were 
continued.36 It seemed plausible that the use of 
estrogens might prevent fractures from osteoporo-
sis, but no data directly addressed that question. On 
the other hand, postmenopausal estrogens had 
been shown to cause endometrial cancer. 37,38

A randomized clinical trial would have been 
the ideal way to address the effect of estrogen on 
fractures. However, such a study was impractical 
for many reasons. This is prophylactic therapy. 
Although postmenopausal fractures are common, 
they are experienced by a suffi ciently small propor-
tion of the population during any defi ned time 
period that an extremely large sample size would 
be needed. Also, the study would need to be carried 
on for many years before a benefi cial effect could 
begin to be seen. 

Instead of a randomized clinical trial, a series of 
non-experimental studies were performed. Both 
case–control and cohort designs were used. 39–56 In 
general, these studies were rigorous and well done. 
Unfortunately, however, the question of confound-
ing by the indication was not addressed in most of 
the studies. 33 In particular, most of the studies failed 
to address why some of the women received the 
postmenopausal exogenous estrogens and others 
did not. Given the data already available on the 
effects of estrogens on bone density 57,58 and 
endometrial cancer, 59–62 it is reasonable to assume 
that some physicians might preferentially routinely 
use the drugs and others might routinely avoid 
them.63–65 In such a setting, non -experimental tech-
niques could yield valid results, unaffected by con-
founding by the indication (Category 3.a.iv in Table 
37.3). However, many physicians might try to 
selectively prescribe the drugs for patients who 
have undergone hysterectomy, because these 
patients are at no risk of endometrial cancer. 
Alternatively, some physicians may try to use the 
drugs only on patients who they feel are at high 
risk of fractures or are at high risk of complications 
from fractures. These situations would represent 

the indication. In seven of the 42 (5.3% of the 
total), this confounding was not an obstacle to valid 
non-experimental research. Most often the validity 
of the approach rested on the observation that 
any given physician usually used the drug to 
treat either all or none of his patients with the 
indication.

In the remaining 35 of the 42 uses (26.7% of 
the total), confounding by the indication was 
judged to be uncontrollable using currently avail-
able non -experimental techniques. 

To place these fi ndings in perspective, of the 42 
drug uses that required comparative research to 
evaluate their effectiveness, 30 could not ethically 
be addressed using a randomized clinical trial and 
a placebo control. Most of these 30 involved the 
use of drugs to treat infections or malignancies. In 
these situations, patients could not ethically be left 
“untreated,” that is assigned to the placebo group. 

Studies of the effects of one drug relative to 
another active drug, of course, gave different 
results. Formal comparative research was necessary 
for all 131 drug uses. Non -experimental studies 
theoretically could be conducted validly for 94 of 
the 131 drug uses (71.8%). Experimental studies 
would be ethical for all of them. 

Of course, judging theoretically that a question 
of effectiveness is “studiable” by a given technique 
is not the same as proving that a valid outcome 
would emerge from such a study. There are many 
particular details in the actual conduct of such 
studies that must be addressed on a case -by-case
basis. It is, therefore, instructive to examine some 
specifi c examples of non -experimental research 
into benefi cial drug effects. 

Specifi c  examples
Estrogens for  prevention of 
osteoporotic  fractures 
One of the fi rst series of studies of drug effective-
ness using rigorous non -experimental study designs 
examined whether exogenous estrogens could 
prevent fractures in postmenopausal women with 
osteoporosis.33 Biochemical studies had docu-
mented that the menopause resulted in a negative 
calcium and phosphorus balance, and that the 
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a massive clinical trial, that is the Women ’s Health 
Initiative.72

Anticoagulants for prevention of  recurrent 
venous thromboembolism 
The use of intravenous anticoagulants reduces the 
risk of recurrent venous thromboembolism, 73 and 
the addition of oral anticoagulants to intravenous 
anticoagulants probably reduces the risk even 
further. 74 However, how long oral anticoagulant 
treatment should be continued had not been well 
studied. Most explicit advice from experts on the 
optimal duration of anticoagulation therapy was 
based on anecdotal experience. 75,76 Most of the data 
available that were used to suggest the appropriate 
duration of therapy are derived from clinical obser-
vations in a single medical center. 77–80 They repre-
sent an accumulating case series. Over time, 
gradually, patients ’ treatment has been prolonged. 
Thus, changes in the duration of treatment are 
intermingled with other changes in medical care 
over decades. In addition, the studies do not 
compare patients receiving treatments of different 
length, but simply observe when most recurrences 
tend to occur. The investigators have assumed that 
treatment should be prolonged suffi ciently to 
include that time when recurrences can be 
expected. Problems with these studies have been 
detailed.75,76

As with the question of the effect of estrogens 
on bone fractures from osteoporosis, a randomized 
clinical trial would be the ideal design to address 
the question of the optimal duration of anticoagu-
lation after venous thromboembolism, but such a 
study is diffi cult. After patients have been antico-
agulated in the hospital and followed for a short 
time as outpatients, the risk of recurrence is suffi -
ciently small that an enormous population would 
be needed to detect a difference in outcome due to 
differences in therapy. For years, the only rand-
omized clinical trial in the literature that addressed 
this question compared 6 weeks of outpatient treat-
ment to 6 months of treatment. No difference in 
recurrence rate between these two groups of 
patients was observed. 81 However, only 186 sub-
jects were included, yielding a total of only seven 
recurrences. In addition, over half the study sub-

uncontrollable confounding by the indication 
(Category 4 in Table  37.3). Finally, one might 
expect that the direction of the confounding 
by indication might be opposite to that of the 
drug effect, allowing one to use these data to make 
at least qualitative conclusions. This assumes, 
however, that physicians can accurately predict 
who is at high risk of fracture. Such a presumption 
was not borne out by the available data. 50

In fact, the three studies that closely examined 
the comparability of the study groups were able to 
document that they were not comparable. 39,50,52

Specifi cally, one study was a case –control study 
within an orthopedic service, and documented that 
cases with fractures of the hip or radius weighed 
less than controls matched for age and race, had a 
later menopause, and more frequently were alco-
holics.39 A second was a cohort study of patients 
with known estrogen defi ciency. In this study, 
those who were treated with estrogens differed 
from those who were not in age, age of menopause, 
duration of follow -up, height, weight, blood pres-
sure, marital status, race, economic status, and gra-
vidity, as well as in the frequency of the following 
diagnoses: atrophic vaginitis, bilateral oophorec-
tomy, premature ovarian failure, hypopituitarism, 
gonadal dysgenesis, endocrine disease, hyperten-
sion, and osteoporosis. 50

A third study used a case –control design to 
investigate patients admitted to surgical services. 52

It compared cases with hip fractures to a control 
group of surgical patients, divided into those with 
trauma and those without trauma. Cases were 
noted to be older, taller, and to have a lower body 
weight than the controls. The cases more frequently 
had undergone ovariectomy, breastfed fewer times 
and for fewer months, and were hypothyroid less 
frequently than the controls. When these factors 
were controlled for as confounding variables, the 
effect of estrogens was still apparent. However, as 
in the other studies, there was no information on 
how or why the decision was made to treat with 
or withhold estrogens. 

A number of other non -experimental studies 
published since then showed similar results. 59,61,62,66–71

Since then, the fi nding that estrogens have a ben-
efi cial effect on hip fractures has been confi rmed in 
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thromboembolism between the 6 -week and 
6-month groups (18.1% vs. 9.5%, respectively), 
and no signifi cant difference in mortality or in the 
incidence of major hemorrhage between the two 
treatment groups. 83

Several other recent studies also showed the 
benefi t of longer duration of warfarin anticoagu-
lant therapy. One randomized trial also showed 
that long -term, low -dose warfarin therapy was 
effective in decreasing the subsequent risk of recur-
rence of idiopathic venous thromboembolism, in 
patients who had already received full dose warfa-
rin for a median of 6.5 months. 84

Lidocaine for prevention of  death from 
myocardial  infarction 
As another example, the effi cacy of lidocaine in 
preventing death from myocardial infarction was 
studied using a case –control design. 85 Among 
patients admitted to a coronary or intensive care 
unit for acute myocardial infarction, those who 
died were compared to an equal number of patients 
who survived. The controls were matched to the 
cases for age, gender, race, and date of hospitaliza-
tion. Overall, lidocaine did not protect against 
death. Lidocaine was effective only when deaths 
attributable to ventricular arrhythmia were ana-
lyzed separately. 

In this careful study, the investigators obviously 
were well aware of the risk of confounding by 
indication. They attempted to control for this con-
founding by using the epidemiologic technique of 
stratifi cation, that is classifying patients according 
to their risk of dying from myocardial infarction, in 
order to control for this inequality of risk as a con-
founding variable. Thus, they treated the study as 
a Category 3.b question in Table  37.3. Unfortunately, 
however, it is doubtful that one can accurately and 
fully measure the basis for physicians ’ judgments 
about who they think is at high risk of death from 
myocardial infarction. Similarly, it is unlikely that 
each individual ’s risk of dying from a myocardial 
infarction can be predicted, especially death by 
ventricular arrhythmia. Certainly a classifi cation 
according to just the presence or absence of conges-
tive heart failure, as was used, is overly simplistic. 
In fact, the rates of death attributed to ventricular 

jects had some known short -term risk factors for 
venous thromboembolism. These included preg-
nancy, use of oral contraceptives, and recent 
surgery. Patients with these transient underlying 
risk factors might be expected to be less likely to 
benefi t from longer -term anticoagulant therapy 
than patients with idiopathic disease. 

The question of the optimal duration of antico-
agulation was addressed in a retrospective cohort 
study performed using medical records review in 
the Northern California Kaiser Permanente Medical 
Program.82 The study required the use of 10 years 
of data from this population of 1.6 million, or a 
total of 16 million patient -years of experience. 
There were a total of 3384 individuals identifi ed as 
being hospitalized for venous thromboembolism. 
Of these, 2473 suffered from idiopathic venous 
thromboembolism. Their clinical outcomes were 
evaluated, according to how long they had been 
treated with oral anticoagulants. Using those 
treated with 6 weeks of therapy or less as a control 
group, prolongation of therapy beyond that point 
was found to increase the risk of major bleeding 
dramatically, but to have no effect on recurrence 
rates. Unfortunately, very few of these episodes of 
venous thromboembolism were objectively con-
fi rmed, that is they were clinical diagnoses only, as 
that was not the practice at Kaiser. 

The feature of this study that allowed the inves-
tigators to overcome the problem of confounding 
by indication was that physician behavior regard-
ing how long therapy was continued was essen-
tially random (Category 3.a.ii in Table  37.3). The 
choice of how long to treat became random, 
because there was no prior information on how 
long one should treat. In fact, the duration of treat-
ment was relatively uniformly distributed across 
the years of follow -up, and the results were no dif-
ferent when one restricted the analysis to those 
who had their anticoagulation stopped because of 
hemorrhage, rather than at the option of their 
physician.

A decade later, a multicenter trial in Sweden, 
with 897 patients with a fi rst episode of venous 
thromboembolism treated with oral anticoagulants 
and followed -up for 2 years, found a signifi cant 
difference in the incidence of recurrent venous 
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were somehow a predictor of outcome, and 
whether this was consistently related to their 
philosophy of using anticoagulants, across multi-
ple physicians. Thus, randomized trials are really 
needed to provide the answer to this question, and 
of course in recent years, with the advent of low 
molecular weight heparin and thrombolytic 
therapy, many have been forthcoming. 91–96

Generic versus brand name drugs
Another potential use of non -experimental study 
designs to study the benefi cial effects of drugs arose 
with the passage of the 1984 Waxman –Hatch Act 
in the US. Generic drugs can now be marketed after 
simple demonstration of bioequivalence, that is 
equivalent bioavailability, in 18 to 24 normal 
adults.97 However, it is not clear whether bioequiv-
alence assures clinical equivalence, that is equiva-
lent effi cacy and toxicity. 98 Clinical inequivalence is 
more likely to be evident as a difference in benefi cial effects 
than as a difference in adverse effects. In developing a 
drug, dosages are sought that optimize drug effi -
cacy. Toxicity, other than idiosyncratic or allergic 
reactions, usually occurs at higher doses and con-
centrations than needed for effi cacy. Modest varia-
tions in the plasma concentration on the active 
drug, created by receiving the same dose in differ-
ent preparations, are most likely, therefore, to be a 
problem for drug effi cacy than for drug toxicity. 
Variations in plasma concentration are even more 
likely to be a problem for drug effectiveness and 
cost-effectiveness. Even a simple change in the 
physical appearance of the drug could conceivably 
lead to a decrease in compliance and, thereby, 
effectiveness.

Studies designed to evaluate differences in effi -
cacy among different preparations of the same drug 
require enormous sample sizes, as one would be 
searching for relatively small differences. However, 
such sample sizes can be achieved relatively easily 
and effi ciently as part of non -experimental phar-
macoepidemiologic studies. Thus, the suggestion 
has been made that studies of clinical equivalence 
could possibly be carried out as postmarketing sur-
veillance studies. 98 Confounding by the indication 
is unlikely to be a problem because, as far as the 

arrhythmia were virtually identical in those pati-
ents with and without congestive heart failure. 
Nevertheless the results do coincide with those of 
a randomized clinical trial evaluating the effi cacy 
of lidocaine in preventing primary ventricular 
fi brillation. 86 However, while the drug prevented 
the arrhythmia in that randomized clinical trial, it 
did not alter mortality. Since then, there have been 
more than 20 randomized trials and four meta -
analyses, indicating that lidocaine reduces ven-
tricular fi brillation but increases mortality in acute 
myocardial infarction. 87 This was not confi rmed in 
a subsequent paper, which re -analyzed the data 
from the 43 704 patients enrolled in GUSTO -I or 
GUSTO-IIb.88

Anticoagulants for prevention of  death from 
myocardial  infarction 
Whether anticoagulants can prevent death from 
myocardial infarction had been addressed using 
randomized clinical trials. 89 However, the results 
had been inconsistent and inconclusive, possibly 
because of problems of sample size. Thus, this ques-
tion would appear to be a good candidate for a 
case–control study. Such a study was done, 90 with 
the investigators treating this research question as 
if it were a Category 3.b question in Table  37.3.
However, as with the study of the effects of 
lidocaine on myocardial infarction, it is doubtful 
whether one can measure and quantitate precisely 
the risk of dying from a myocardial infarction at 
the time of the acute episode. This study might 
have been more convincing if the investigators had 
identifi ed the patients of practitioners who always 
used anticoagulants for their patients with myocar-
dial infarctions, and then compared them to a 
control group of patients of practitioners who never 
used anticoagulants for their patients with myocar-
dial infarctions. Inasmuch as the choice of therapy 
in these patients would not have been made on the 
basis of any perceived difference among the patients 
in their risk of dying from myocardial infarction, 
confounding by the indication would not be a 
problem. Of course, if the investigators had designed 
the study as we suggest, they then would have had 
to consider whether the physicians themselves 
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who were to be switched to generic products were 
different from patients who stayed on the brand 
name products: confounding by indication was 
indeed operating. Because of this, no analyses 
of effi cacy after the switch were performed. 
Parenthetically, because of this, and questions 
about the uncertain interpretability of the clinical 
outcomes, it was elected not to publish the results 
of these papers. 

Cost-effectiveness  studies
An important category of studies of benefi cial drug 
effects includes studies of their cost -effectiveness.
These studies measure the resources necessary to 
achieve a particular benefi cial outcome, and thus 
have two main study variables —one that is clinical 
and one that is economic. 99–102 For example, one 
could perform a cohort study comparing treated 
patients to untreated patients, and determine 
whether the clinical outcomes they experience and 
the cost of the medical care they subsequently 
receive is different. In such a study, one would 
need to consider the possibility of confounding by 
the indication for both the clinical outcome and the 
cost variables. It should be noted that the indication 
may have different effects on the clinical outcomes 
and the costs. Thus, while performing the clinical 
outcome assessment, one needs to consider and, 
potentially, quantify the implications of the indica-
tion for the treatment on the clinical outcome vari-
able. In contrast, while performing the cost 
assessment, one needs to consider and, potentially, 
quantify the cost implications of the indication on 
both the clinical outcomes and the costs. The 
subject of health economics as applied to drug use 
is discussed in more detail in Chapter 38.

Vaccines 
Non-experimental study designs have been widely 
used to evaluate the effi cacy of vaccines. Specifi cally, 
case–control studies have been used to explore the 
effi cacy of pneumococcal vaccine, 83,84,103–106 rubella 
vaccine,107,108 measles vaccine, 109–113 Haemophilus
infl uenzae Type b polysaccharide vaccine, 114–125 oral 
poliovirus vaccine, 126,127 meningococcus vaccine, 128–130

Japanese encephalitis vaccine, 131,132 and BCG 

physician is concerned, he or she is dealing with 
different products of the same drug, products that 
are theoretically interchangeable. The choice 
among the alternative therapies is not being made 
by the prescriber on the basis of patient character-
istics, but by the pharmacist on the basis of product 
availability—Category 3.a.ii in Table  37.3.

A few pharmacoepidemiologic studies (unpub-
lished) on the relative effectiveness of different 
preparations used for the same purpose have been 
performed by Strom, using the COMPASS ® data-
base. These studies compared patients who were 
started on a brand name product and were switched 
to a generic product when it became available to 
patients who remained on the brand name product. 
The drugs studied were thioridazine, chlorpropa-
mide, and slow -absorption theophylline. These 
studies naturally raise concerns about the ability to 
identify the actual product dispensed. Very few of 
the pharmacoepidemiologic approaches described 
in Section III of the book are able to identify the 
specifi c product dispensed. Often the approach 
does not even distinguish whether it is a brand 
name product or a generic product that is being 
used. Even when the distinction is made, for 
example most Medicaid datasets use the National 
Drug Code to identify specifi cally the drug, the 
manufacturer, the dosage form, and the dose, one 
is inevitably left with questions about whether a 
brand name is being billed for, while a generic drug 
is dispensed. In addition, such studies raise con-
cerns about how to defi ne the clinical outcome 
variable. For example, how is drug effi cacy refl ected 
in a claims database? The studies described above 
used proxy outcomes such as number of physician 
visits, number of hospitalizations, and use of 
adjunctive therapy to obtain an estimate of drug 
effi cacy. 

Using these outcomes, the investigators fi rst 
analyzed the baseline data, comparing the experi-
ence, prior to switching, of those who ultimately 
switched to generic products to the experience of 
those who did not later switch to a generic product. 
In each of the three studies, the future switchers 
were different from the future non -switchers,
prior to the switch. Thus, it appears that patients 
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of cancer screening programs will be briefl y dis-
cussed here, therefore. 

Once again, ideally, questions about the 
value of screening would be addressed using 
randomized clinical trials. However, most diseases 
that are screened for are relatively uncommon. 
Only a very small fraction of participants in a broad 
screening program could be expected to benefi t 
from the screening program. Thus, randomized 
clinical trials of screening can be expensive and 
may require years to complete. Even more impor-
tantly, once a screening procedure is widely 
accepted, even without data documenting its 
effi cacy, recruiting patients into a randomized 
clinical trial can be impractical and possibly truly 
unethical.

Instead, investigators have used non -experimental 
designs. Screening procedures that have been evalu-
ated repeatedly in this fashion include the value of 
“Pap” smears for cervical cancer 155–170 and mammog-
raphy and self -examination for breast cancer. 171–188

Other studies investigated screening measures for 
lung cancer, 189,190 gastric cancer, 191 prostate cancer, 192

ovarian cancer, 193 and colorectal cancer. 194 All of 
these were case –control studies. Again, they raise 
similar methodologic considerations of confounding 
by indication. Specifi cally, why do some women 
choose to have the screening procedure and others 
do not? One randomized clinical trial documented 
that women who attended screening sessions were 
at higher risk of developing breast cancer than 
women who were offered screening but did not 
attend.195 In addition, case –control studies of screen-
ing present additional thorny methodologic prob-
lems regarding how to defi ne cases, how to defi ne 
controls, the time period to choose for the study, 
etc.196–211

Other examples
Other analogous work using case –control study 
designs has explored the effectiveness of bicycle 
safety helmets in preventing face injuries, 212,213

antibiotic prophylaxis in preventing postdental 
infective endocarditis, 214,215 beta -blockers in pre-
venting mortality in patients with acute myocardial 
infarction,216 beta -blockers and incident coronary 
artery events, 217 etc. 

vaccine in protecting against tuberculosis, 133–140

diphtheria toxoid vaccine, 141 mumps vaccine, 142

and leprosy. 143,144 Cohort studies have been used to 
explore the effi cacy of  Haemophilus infl uenzae Type 
b polysaccharide vaccine, 116 measles vaccine, 117,145

and pertussis vaccine. 146,147

Again, studies like these should ideally be con-
ducted as randomized clinical trials. However, the 
relative infrequency of the diseases that the above 
vaccines are designed to prevent, particularly in 
populations which are partly vaccinated, make use 
of this design diffi cult, although not impossible. In 
fact, in one situation, a new Japanese encephalitis 
vaccine manufactured in China was studied for 
effi cacy using a case –control design, 131 while a 
study of its safety, conducted by the same authors, 
used a randomized clinical trial design. 132 In con-
sidering the applicability of non -experimental
study designs, the relatively indiscriminate use of 
such vaccines places the study in Category 2 of 
Table  37.3. Patients who receive these vaccines 
differ from those who do not in their socioeco-
nomic status, their access to medical care, and their 
physicians’ attitudes towards vaccines. However, 
for most vaccines, an individual physician is not 
likely to give only some of his eligible patients the 
vaccine, withholding it from other eligible patients. 
Thus, patients receiving vaccines are not likely to 
differ from those who do not get the vaccine, at 
least in their physicians ’ perceptions about the 
patients’ risk of contracting these diseases. Non -
experimental studies of such questions should 
produce valid results, therefore. Indeed, as is 
evident from the large number of examples, this is 
becoming a standard and accepted approach. We 
refer the interested reader to some methodologic 
papers on the subtleties of designing non -
experimental studies of vaccine effi cacy. 148–154

Cancer screening 
Another frequent use of non -experimental study 
designs is to evaluate the effi cacy of cancer screen-
ing programs. Although this does not directly relate 
to drugs, the methodologic implications are the 
same, and have been better enunciated than in the 
pharmacoepidemiologic literature. The use of non -
experimental study designs to evaluate the effi cacy 
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experimental study is deemed to be unnecessary, 
unethical, infeasible, or too costly relative to the 
expected benefi ts, there frequently is a good 
alternative.
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Introduction 

Conventional evaluation of new medical technolo-
gies such as pharmaceutical products includes con-
sideration of effi cacy, effectiveness, and safety. 
Other chapters of this book describe in detail how 
such evaluations are carried out. The methodology 
is well developed, and drug regulation in developed 
countries requires studies of safety and effi cacy to 
be performed prior to drug marketing (see Chapters 
1 and  8). Health -care researchers from a variety 
of disciplines have also developed techniques for 
the evaluation of the economic effects of clinical 
care and new medical technologies. Clinicians, 
pharmacists, economists, epidemiologists, opera-
tions researchers, and others have contributed to 
the fi eld of  “clinical economics, ” an evolving disci-
pline dedicated to the study of how different 
approaches to patient care and treatment infl uence 
the resources consumed in clinical medicine. 1–15

The growth of clinical economics has proceeded 
rapidly as health policymakers have faced a con-
tinuing series of decisions about funding new clini-
cal therapies in an era of increasingly constrained 
health-care resources. Assessments of new thera-
pies include the resources required for the new 
therapy, the extent of the substitution of the new 
resources for existing resources, if any, and the 
health outcomes that result from therapeutic inter-
vention. Thus, clinical economics includes not just 

an assessment of the cost of a new therapy, but a 
joint assessment of its overall economic and clinical 
effects.

This chapter discusses the need for applying eco-
nomic concepts to the study of pharmaceuticals, 
introduces the concepts of clinical economics and 
the application of these concepts to pharmaceutical 
research, reviews some of the methodologic issues 
addressed by investigators studying the economics 
of pharmaceuticals, and fi nally offers examples of 
this type of research. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

There is ongoing concern about the cost of medical 
care, which has caused both purchasers and pro-
ducers of pharmaceuticals to realize that the cost of 
drugs is not limited to their purchase price. The 
accompanying costs of preparation, administration, 
monitoring for and treating side effects, and the 
economic consequences of successful disease treat-
ment are all infl uenced by the clinical and pharma-
cologic characteristics of pharmaceuticals. Thus, in 
addition to differences in effi cacy and safety, differ-
ences in effi ciency (or the effectiveness of the agent 
in actual clinical practice compared to its cost) dis-
tinguish drugs from one another. 
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development process to address the economic 
issues surrounding new therapies at the beginning 
of the product development cycle. 

Pharmacoeconomic studies are designed to meet 
the different information needs of health -care pur-
chasers and regulatory authorities. Economic data 
from Phase III studies are used to support initial 
pricing of new therapies and are used in profes-
sional educational activities by pharmaceutical 
fi rms. Postmarketing economic studies are used to 
compare new therapies with existing therapies and 
increasingly to confi rm the initial Phase III eco-
nomic assessments of the product. 31

No single study can possibly provide all inter-
ested audiences with complete economic informa-
tion about a new therapy. Thus, specifi c studies are 
undertaken to address economic concerns from 
specifi c perspectives, such as a postmarketing study 
of a new therapy from the perspective of a health 
maintenance organization (HMO). They may also 
be undertaken to assess the effect of therapy on 
specifi c cost categories, such as an assessment of the 
productivity costs of treatment, to provide data to 
federal governments in Europe, since these govern-
ments fund both the health insurance system and 
the disability system. 

Economic evaluation and the drug
development process 
The drug development process allows for timely 
collection of data that can be used to evaluate the 
costs and effects of pharmaceuticals early in their 
product life, with an opportunity for further data 
collection and evaluation once the product has 
been approved and marketed. New pharmaceuti-
cals are developed in a series of well -defi ned stages 
due to the regulatory process of drug approval (see 
Chapters 1 and  8). After a compound is identifi ed 
and thought to be clinically useful, four distinct sets 
of evaluations —referred to as Phase I through IV 
studies—are mandated by the US Food and Drug 
Administration (FDA) and most other equivalent 
regulatory bodies. Phase I studies represent the fi rst 
introduction of a new compound into (usually 
undiseased) humans, principally for the evaluation 
of safety and dosage. In Phase II studies, the drug 
is introduced into a patient population with the 

Concerns about the cost of medical care in 
general and pharmaceuticals specifi cally are being 
felt in nearly all developed nations. A large number 
of national governments now require or are in 
the process of implementing requirements for the 
presentation of pharmacoeconomic data at the time 
of product registration for pharmaceuticals to 
qualify for reimbursement through the national 
health insurance systems. 16–26 Clinical economics 
research is being used increasingly by managed 
care organizations in the United States to inform 
funding decisions for new therapies. 27,28 At the local 
level, hospital administrators and other providers 
of health care are seeking ways of delivering 
high-quality care within the constraints of limited 
budgets or reduced fee schedules. These decision 
makers increasingly are interested in guidance 
regarding the cost -effectiveness of new medical 
technologies such as pharmaceuticals. This guid-
ance can be provided by clinical economic 
analyses.

Trends in  pharmacoeconomic research 
The biotechnology revolution in medical research 
has added another challenge to pharmacoeconomic 
research. Pharmacoeconomics is increasingly being 
used to help determine the effect on patients of 
new classes of therapies before they are brought to 
the marketplace and to help determine appropriate 
clinical and economic outcomes for the clinical 
development program. The challenge is twofold: (i) 
understanding the potential effect of a therapy 
(e.g., whether a new antisepsis agent is a new type 
of antibiotic compound, where a short -term evalu-
ation, effi cacy at 14 days, is the appropriate clinical 
end point for analysis, or a life -supporting therapy, 
where a longer -term evaluation, effi cacy at 6 or 12 
months, is the appropriate clinical end point for 
effi cacy assessment), and (ii) understanding the 
transition from effi cacy to effi ciency in clinical 
practice.29,30 These challenges span the clinical 
development spectrum. As we learn more about 
the potential effects and use of a new product, 
these issues can be re -addressed in an iterative 
process. Finally, more and more fi rms are begin-
ning to use economic models to help guide the 
business planning process and the new product 
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Developing economic data as an end point in a 
clinical trial requires integrating pharmacoeconom-
ics into the clinical development process. While 
there has been an increase in the number of trials 
that collect economic data, the challenge remains 
to ensure that pharmacoeconomic end points are 
considered suffi ciently early in the clinical develop-
ment process so that designing the economic pro-
tocol does not impede the process of designing the 
clinical trial. Economic analysis requires the estab-
lishment of a set of economic end points for study 
(e.g., direct, productivity, and intangible costs to 
patients and caregivers, as well as quality -of-life or 
preference measures for patients and caregivers), 
review of the clinical protocol to ensure that there 
are no economic biases in the design of the clinical 
trial—such as requirements for differential resource 
use between the treatment arms of the study —and
the development of the economic protocol. Ideally, 
the economic study will be integrated into the clini-
cal protocol, and the economic data will be col-
lected as part of a unifi ed case report form for both 
clinical and economic variables. 

In the following sections, we briefl y review 
the research methods of pharmacoeconomics, 
discuss some methodologic issues that have con-
fronted researchers investigating the economics of 
pharmaceuticals, and review several studies that 
illustrate the usefulness of pharmacoeconomic 
research.

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

Techniques of  clinical economics
Economists emphasize that costs are more than just 
transactions of currency. Cost represents the con-
sumption of a resource that could otherwise be 
used for another purpose. The value of the resource 
is that of its next best use, which no longer is pos-
sible once the resource has been used. This value 
is called the resource ’s “opportunity cost. ” For 
example, the time it takes to read this chapter is a 
cost for the reader, because it is time that cannot 

disease of interest, again principally for the evalu-
ation of safety and dosing. Phase III studies are 
randomized trials evaluating the safety and effi cacy 
of new drugs, compared either with placebo or 
with a therapy that the new drug might replace (in 
the US, the appropriate comparator often is the 
subject of negotiations between the developer of 
the drug and the FDA). In addition to these three 
types of studies, drugs often are evaluated after 
they are marketed in what are referred to as Phase 
IV or postmarketing studies. 

Clinical economics has been integrated through-
out the development process, with goals that paral-
lel the clinical development stages. Phase I and II 
studies are used to develop pilot economic data, 
such as estimates of the mean and variance esti-
mates for costs, quality -of-life, and utilities for 
patients with a specifi c clinical syndrome. These 
studies are also used to perform pilot tests of data 
collection tools, including items in case report 
forms to prospectively capture resources used by 
patients who will be entered into the Phase III and 
postmarketing clinical trials. From these data, 
issues such as sample size and power for pharma-
coeconomic studies can be assessed. 

Incorporation of economic analyses as part of 
Phase III clinical trials is well established. 32 Phase 
III studies can include economic assessments of 
new therapies as a primary or secondary end point 
(i.e., an assessment of changes in the use of specifi c 
resource categories resulting from treatment, such 
as changes in length of hospital stay or changes in 
hospitalization rates). 33–39

Lastly, a wide variety of postmarketing eco-
nomic studies can be performed. These include 
comparative effectiveness/ effi ciency trials (also 
known as “pragmatic” or  “practical” trials) in which 
comparisons between products are made in more 
realistic settings with less restrictive protocols than 
those designed for Phase III safety and effi cacy trials 
(see Chapters 32 and  36).40 These postmarketing 
studies may include assessments of the new therapy 
compared with “usual care ” or compared with spe-
cifi c therapeutic agents. Again, the economic anal-
ysis can serve as a primary or secondary end point 
of the study. 
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 benefi t. Along the Y - axis are four points of view, or 
perspectives, that one may take in carrying out an 
analysis. One may take the point of view of society 
in assessing the costs and benefi ts of a new medical 
therapy. Alternatively, one may take the point of 
view of the patient, the payer, or the provider. 
Along the third axis, the Z - axis, are the types of 
costs and benefi ts that can be included in economic 
analysis of medical care. These costs and benefi ts, 
which will be defi ned below, include direct costs 
and benefi ts, productivity costs and benefi ts, and 
intangible costs and benefi ts.   

  Types of  a nalysis 
  Cost –  b enefi t  a nalysis 
 Cost – benefi t analysis of medical care compares the 
cost of a medical intervention to its benefi t. Both 
costs and benefi ts are measured in the same (usually 
monetary) units (e.g., dollars). These measure-
ments are used to determine either the ratio of 
dollars spent to dollars saved or the net saving (if 
benefi ts are greater than costs) or net cost. All else 
equal, an investment should be undertaken when 
its benefi ts exceed its costs. 

be used again; the opportunity to use it for another 
purpose has been forgone. Good investments are 
made when the benefi ts of the investment (e.g., 
what you learn) are greater than or equal to the 
value of the opportunities you have forgone (e.g., 
what you would be doing if you were not reading 
this chapter). 

 In addition to the fact that not all costs involve 
a transaction of money, it is important to remember 
that, at least from the perspective of society as a 
whole, not all transactions of money should be 
considered costs. For example, monetary transac-
tions that do not represent the consumption of 
resources (e.g., social security payments, disability 
payments, or other retirement benefi ts) are not 
costs by this defi nition. They simply transfer the 
right to consume the resources represented by the 
money from one individual to another. 

 In considering economic analysis of medical 
care, there are three dimensions of analysis, repre-
sented by the three axes of the cube in Figure  38.1  
with which readers should become familiar.  1   Along 
the X - axis are three types of economic analysis —
 cost identifi cation, cost - effectiveness, and cost –

     Figure 38.1     The three dimensions of 
economic evaluation of clinical care.  
 Reproduced from Bombardier  et al .  1   
with permission from Journal of 
Rheumatology. Analysis
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When several outcomes result from a medical 
intervention (e.g., the prevention of both death 
and disability), cost -effectiveness analysis may con-
sider these two outcomes together only if a common 
measure of outcome can be developed. Frequently, 
analysts combine different categories of clinical 
outcomes according to their desirability, assigning 
a weighted utility, or value, to the overall treatment 
outcome.3 A utility weight is a measure of the 
patient’s preferences for his/her health state or for 
the outcome of an intervention. The comparison of 
costs and utilities sometimes is referred to as cost –
utility analysis, with the denominator expressed as 
quality-adjusted life -years (QALYs). 

In cost -effectiveness analysis, determination of 
value is based on the treatment ’s incremental costs 
and incremental effectiveness. In this approach, the 
analyst calculates the additional effect of one 
therapy compared with another (e.g., lives saved) 
per additional treatment dollar spent. Programs 
that cost less and demonstrate improved or equiva-
lent treatment outcomes are said to be dominant 
and should always be adopted. Programs that cost 
more and are more effective should be adopted 
if their incremental cost -effectiveness ratios fall 
within an acceptable range 41–43 and the budget for 
the program is acceptable. Programs that cost more 
and have worse clinical outcomes are said to be 
dominated and should never be adopted. Programs 
that cost less and have reduced clinical outcomes 
may be adopted depending upon the magnitude of 
the changes in cost and outcome. 

As with the translation of clinical outcomes into 
monetary measures for cost –benefi t analyses, there 
also are diffi culties associated with combining dif-
ferent outcomes into a common measure in cost -
effectiveness analysis. However, it generally is 
considered more diffi cult to translate all health 
benefi ts into monetary units for the purposes of 
cost–benefi t analysis than to combine clinical out-
comes measures. Thus, cost -effectiveness analysis 
is used more frequently than cost –benefi t analysis 
in the medical care literature. 

Net benefi t, measured as a net monetary benefi t 
or net health benefi t, is a measure that combines 
estimates of incremental costs and incremental 
effectiveness (the components of an incremental 

The methods of cost –benefi t analysis may be 
applied to evaluate the total costs and benefi ts of 
the interventions that are being compared by ana-
lyzing their cost –benefi t ratios or their net benefi ts. 
Furthermore, the additional or “incremental” cost 
of an intervention (i.e., the difference in cost 
between a new therapy and conventional medical 
care) may be compared with its additional or 
“incremental” benefi t. Incremental analysis is gen-
erally preferred to comparisons of totals because it 
allows the analyst to focus on the differences 
between any two treatment modalities. 

One potential diffi culty of cost –benefi t analysis 
is that it requires researchers to express an inter-
vention’s costs and outcomes in the same units. 
Thus, monetary values must be associated with 
years of life lost and morbidity due to disease and 
with years of life gained and morbidity avoided due 
to intervention. Expressing costs in this way is dif-
fi cult in health -care analyses. Outcomes (treatment 
benefi ts) may be diffi cult to measure in units of 
currency. Translating disease and treatment out-
comes into monetary measures may be more dif-
fi cult than translating them into clinical outcome 
measures, such as years of life saved or years of life 
saved adjusted for quality. 

Cost–effectiveness analysis
Cost-effectiveness analysis provides an alternative 
approach that avoids the dilemma of assessing the 
monetary value of health outcomes as part of the 
evaluation. While cost generally is still calculated 
only in monetary terms (e.g., dollars spent), effec-
tiveness is determined independently and may be 
measured only in clinical terms, using any mean-
ingful clinical unit. For example, one might measure 
clinical outcomes in terms of number of lives 
saved, complications prevented, or diseases cured. 
Alternatively, health outcomes can be reported in 
terms of a change in an intermediate clinical 
outcome, such as cost per percent change in blood 
cholesterol level. These results generally are 
reported as a ratio of costs to clinical benefi ts, with 
costs measured in monetary terms but with bene-
fi ts measured in the units of the relevant outcome 
measure (for example, dollars per year of life 
saved).
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reliability and validity, and could affect the overall 
results of the study. This is especially the case when 
models are developed for the economic analysis 
using secondary data sources, when data collection 
is performed retrospectively, or when critical data 
elements are unmeasured or unknown. Sensitivity 
analysis is a set of procedures in which the results 
of a study are recalculated using alternate values 
for some of the study ’s variables in order to test the 
sensitivity of the conclusions to these altered speci-
fi cations. Such an analysis can yield several impor-
tant results by demonstrating the independence or 
dependence of a result on particular assumptions, 
establishing the minimum or maximum values of 
a variable that would be required to affect a recom-
mendation to adopt or reject a program, and iden-
tifying clinical or economic uncertainties that 
require additional research. In general, sensitivity 
analyses are performed on variables that have a 
signifi cant effect on the study ’s conclusions but for 
which values are uncertain. 

Types of  costs
Another dimension of economic analysis of clinical 
practice illustrated by Figure 38.1 is the evaluation 
of costs of a therapy. Economists consider three 
types of costs: direct, productivity, and intangible. 

Direct medical costs
The direct medical costs of care usually are associ-
ated with monetary transactions and represent 
costs that are incurred during the provision of care. 
Examples of direct medical costs include payments 
for purchasing a pharmaceutical product, payments 
for physicians ’ fees, salaries of allied health profes-
sionals, or purchases of diagnostic tests. Because 
the charge for medical care may not accurately 
refl ect the resources consumed, accounting or sta-
tistical techniques may be needed to determine 
direct costs. 7,44–48

Direct non-medical costs
Monetary transactions undertaken as a result of 
illness or health care to detect, prevent, or treat 
disease are not limited to direct medical costs. 
There is another type of cost that often is over-
looked: direct non -medical costs. These costs are 

cost-effectiveness ratio) with an estimate of the 
willingness-to-pay threshold. The willingness -to-
pay threshold represents the maximum monetary 
outlay that would be acceptable for a one -unit gain 
in health benefi t (e.g., $100 000 per QALY gained). 
Specifi cally, net monetary benefi ts are calculated by 
multiplying the willingness -to-pay threshold by the 
incremental effect (e.g., QALYs) and then subtract-
ing the incremental cost. When net benefi ts are 
positive, the program should be adopted from a 
cost-effectiveness perspective. When net benefi ts 
are negative, the program is considered cost -
ineffi cient and should not be adopted. An evalua-
tion of net benefi ts differs from cost –benefi t analysis 
because we do not directly assign monetary values 
to specifi c health outcomes, but instead use admin-
istratively determined valuations (e.g., $100 000
per QALY). 41–43 Net benefi t is particularly important 
for statistical evaluation of cost -effectiveness analy-
sis (including sample size calculation and direct 
testing of economic value by use of patient -level
data).

Cost identifi cation  analysis
An even less complex approach than cost –benefi t 
or cost -effectiveness analysis would be simply to 
enumerate the costs involved in medical care and 
to ignore the outcomes that result from that care. 
This approach is known as cost identifi cation analy-
sis. By performing cost identifi cation analysis, the 
researcher can determine alternative ways of pro-
viding a service. The analysis might be expressed in 
terms of the cost per unit of service provided. For 
example, a cost identifi cation study might measure 
the cost of a course of antibiotic treatment, but it 
would not calculate the clinical outcomes (cost -
effectiveness analysis) or the value of the outcomes 
in units of currency (cost –benefi t analysis). Cost 
identifi cation studies, which include comparisons 
among different treatments based upon their costs 
alone, are appropriate only if treatment outcomes 
or benefi ts are equivalent among the therapies 
being evaluated. 

Sensitivity analysis
Most cost –benefi t and cost -effectiveness studies 
require large amounts of data that may vary in 
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ety’s, the patient ’s, the payer ’s, and the provider ’s
points of view. A study ’s perspective determines 
how costs and benefi ts are measured, and the econ-
omist’s strict defi nition of costs (the consumption 
of a resource that could otherwise be used for 
another purpose) no longer may be appropriate 
when perspectives different from that of society as 
a whole are used. For example, a hospital ’s cost of 
providing a service may be less than its charge. 
From the hospital ’s perspective, then, the charge 
could be an overstatement of the resources con-
sumed for some services. However, if the patient 
has to pay the full charge, it is an accurate refl ec-
tion of the cost of the service to the patient. 
Alternatively, if the hospital decreases its costs by 
discharging patients early, the hospital ’s costs may 
decrease, but patients ’ costs may increase because 
of the need for increased outpatient expenses that 
are not covered by their health insurance plan. 

Because costs will differ depending on the per-
spective, the economic impact of an intervention 
will be different from different perspectives. To 
make comparisons of the economic impact across 
different interventions, it is important for all eco-
nomic analyses to adopt a similar perspective. It has 
been recommended that, as a base case, all analyses 
adopt a societal perspective. 15 The cost to society is 
the opportunity cost, the value of the opportunities 
forgone because of the resource having been con-
sumed. Society ’s perspective usually is taken by 
measuring the consumption of real resources, 
including the loss of potentially productive human 
lives. As already noted, this cost does not count 
transfer payments, such as social security benefi ts. 
(From the point of view of the Social Security 
Administration, however, these payments would 
be a cost, because the perspective of the Social 
Security Administration is not the perspective of 
society.) If an intervention is not good value for 
money from the societal perspective, it would not 
be a worthwhile intervention for society, even if 
the intervention may have economic advantages 
for other stakeholders. 

Nevertheless, conducting the economic analysis 
from other perspectives, in addition to the societal 
perspective, is important. This is because the costs 

incurred because of illness or the need to seek 
medical care. They include the cost of transporta-
tion to the hospital or physician ’s offi ce, the cost of 
special clothing needed because of the illness, the 
cost of hotel stays for receiving medical treatment 
at a distant medical facility, and the cost of special 
housing (e.g., the cost of modifi cation of a home to 
accommodate an ill individual). Direct non -medical
costs, which are generally paid out of pocket by 
patients and their families, are just as much direct 
medical costs as are expenses that are more usually 
covered by third -party insurance plans. 

Productivity costs
In contrast to direct costs, productivity costs do not 
stem from transactions for goods or services. 
Instead, they represent the cost of morbidity (e.g., 
time lost from work) or mortality (e.g., premature 
death leading to removal from the work force). 
They are costs because they represent the loss of 
opportunities to use a valuable resource, a life, in 
alternative ways. A variety of techniques are used 
to estimate productivity costs of illness or health 
care.49–53 Sometimes, as with varicella vaccina-
tion,54 the productivity costs of an illness are sub-
stantially greater than the direct costs of the 
illness.55,56

Intangible costs
Intangible costs are those of pain, suffering, and 
grief. These costs result from medical illness itself 
and from the services used to treat the illness. They 
are diffi cult to measure as part of a pharmacoeco-
nomic study, though they are clearly considered by 
clinicians and patients in considering potential 
alternative treatments. Although investigators are 
developing ways to measure intangible costs —such
as willingness -to-pay analysis whereby patients are 
asked to place monetary values on intangible 
costs3—at present these costs are often omitted in 
clinical economics research. 

Perspective of analysis
The third axis in Figure 38.1 is that of the perspec-
tive of an economic analysis of medical care. Costs 
and benefi ts can be calculated with respect to soci-
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The problem
Clinical trials are useful for determining the effi cacy 
of therapeutic agents (see Chapters 3 and  36).
However, their focus on effi cacy rather than effec-
tiveness (see Chapters 32 and  37) and their use of 
protocols for testing and treating patients pose 
problems for cost -effectiveness analysis. One diffi -
culty in assessing the economic impact of a drug on 
an end point in a clinical trial is the performance 
of routine testing to determine the presence or 
absence of a study outcome. For example, in a 
study of prophylaxis against thromboembolic 
events, the protocol may specify testing of all 
patients for deep vein thromboses (DVT) (e.g., 
fi brinogen scanning, venograms, or Doppler 
testing), whether or not the patients show clinical 
signs of these events. While this diagnostic strategy 
may be appropriate, it is not necessarily common 
practice. Yet, it can have wide -ranging effects on 
the calculated costs and outcomes of care. 

First, the protocol may induce the detection of 
extra cases —cases that would have gone undetec-
ted if no protocol were used in the usual care of 
patients. These cases may be detected earlier 
than they would have been in usual care. In the 
prophylaxis example above, repeated testing of 
all patients is likely to increase the number of DVTs 
that are detected, especially if, in usual care, 
patients are only tested when they develop clinical 
symptoms or signs of DVT. This extra or early 
detection may also reduce the average costs for 
each case detected, because subclinical cases or 
those detected early may be less costly to treat than 
clinically detected cases. However, because these 
two potential biases —more cases, each of which 
may cost less —work in opposite directions, the 
total costs of care for the patients in the trial 
may or may not exceed those that would occur in 
usual care. 

Second, protocol -induced testing may lead to 
the detection of adverse drug effects that would 
otherwise have gone undetected. As above, the 
average costs of each may be less because the 
adverse effects would be milder. However, their 
frequency would obviously be higher, and they 
could result in additional testing and treatment. 

of medical care may not be borne solely by the 
same parties who stand to benefi t from it. Economic 
analysis of medical care often raises vexing ethical 
problems related to equity, distribution of resources, 
and responsibility for the health of society ’s
members.57,58 Economic analyses from multiple 
perspectives shed light on the equity issues associ-
ated with new interventions. 

In summary, economic analysis of medical tech-
nology or medical care evaluates a medical service 
by comparing its dollar cost with its dollar benefi t 
(cost–benefi t), by measuring its dollar cost in rela-
tion to its outcomes (cost -effectiveness), or simply 
by tabulating the costs involved (cost identifi ca-
tion). Direct costs are generated as services are pro-
vided. In addition, productivity costs should be 
considered, especially in determining the benefi t of 
a service that decreases morbidity or mortality. 
Finally, the perspective of the study determines the 
costs and benefi ts that will be quantifi ed in the 
analysis, and sensitivity analyses test the effects of 
changes in variable specifi cations for estimated 
measures on the results of the study. 

Methodologic issues in the 
pharmacoeconomic assessment
of therapies
The basic approach for performing economic assess-
ments of pharmaceutical products, as discussed 
above, has been adapted from the general method-
ology for cost -effectiveness and cost –benefi t analy-
sis. These methods have been well developed in 
medical technology assessment as well as in other 
fi elds of economic research. However, there remain 
a number of methodologic issues that confront 
investigators in economic evaluations of pharma-
ceutical therapies. This section reviews some of 
these issues as they arise in the design, analysis, and 
interpretation of pharmacoeconomic evaluations. 

Clinical trials versus common practice
One of the most vexing of these issues is how to 
assess the cost implications of products during clini-
cal trials. Ascertaining whether or not a product ’s
costs are adequately offset by its effects or benefi ts 
presents a number of issues for consideration. 59
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the patient ’s illness. This could result in a bias in 
the study design if there are differences in the 
amount of home care services provided to patients 
in the treatment and control arms of a trial, or may 
result in additional health benefi ts to all study 
patients.

Seventh, patients in trials often are carefully 
selected. If a study sample has a mean patient age 
of 45 years, the result of the trial may not be readily 
generalizable to substantially older or younger pop-
ulations. Similarly, exclusion criteria in clinical pro-
tocols may rule out patients with specifi c clinical 
syndromes (e.g., diabetes mellitus), women of 
childbearing potential, or patients of advanced age. 
These patients may require additional resources or 
may receive less benefi t from therapy because their 
remaining life expectancy is shorter than that of 
patients enrolled in clinical trials. These exclusions 
further limit the generalizability of the fi ndings of 
effi cacy studies. 

A related issue in pharmacoeconomics trials is 
the generalizability of the health care delivery 
system of the patients in the study. A pharmacoeco-
nomic study conducted through an HMO using its 
members as subjects may observe fewer referrals to 
specialist physicians than would the same clinical 
study in a different practice setting. This effect may 
be even more pronounced in multinational clinical 
trials, where health care systems, physician educa-
tion, and patients ’ expectations for treatment differ 
by country. 

Other diffi culties in projecting the results of 
clinical trials to usual care arise because the patients 
in clinical trials generally comply more completely 
with their treatment than do patients in usual care, 
because they receive prescribed patterns of care, 
and because trials often have a placebo arm. If 
there is an actual placebo effect, this last factor may 
tend to understate the effectiveness the agent will 
have when it is utilized in usual care. 

Routinely appending economic evaluations to 
clinical trials will likely yield “cost-effi cacy ” analy-
ses, the results of which may be substantially dif-
ferent from the result of cost -effectiveness analyses 
conducted in the usual care setting. The problem 
of generalizability is similar to that found in clinical 
epidemiologic research. Clinical economics explic-

Third, protocol -induced testing also may lead to 
the occurrence of fewer adverse events from the 
pharmaceutical product than would occur in usual 
care. The extra tests done in compliance with the 
protocol may provide information that otherwise 
would not have been available to clinicians, allow-
ing them to take steps to prevent adverse events 
and their resulting costs. For example, an antibiotic 
protocol may call for more frequent testing of cre-
atinine levels than would be conducted in usual 
care. These tests may warn physicians of impending 
renal problems, allowing them to change the drug 
dosage or the antibiotic. Thus, cases of nephrotox-
icity that would have occurred in usual care may 
be avoided. This potential bias of reducing the costs 
of side effects and adverse events would tend to 
lower the overall costs of care observed in the trial 
compared to usual care. 

Fourth, due to ethical obligations that arise 
when patients are enrolled in trials, outcomes 
detected in trials may be treated more aggressively 
than they would be in usual care. In trials, it is 
likely that physicians will treat all detected treata-
ble clinical outcomes. In usual care, physicians may 
treat only those outcomes that in their judgment 
are clinically relevant. This potential bias would 
tend to increase the costs of care observed in the 
trial compared to usual care. 

Fifth, protocol -induced testing to determine the 
effi cacy of a product or to monitor the occurrence 
of all side effects, whether clinically detectable or 
not, generally will increase the costs of diagnostic 
testing in the trial, because many of these tests 
likely would be omitted in usual care. Alternatively, 
the protocol may reduce these costs in environ-
ments where there is overuse of testing. In teaching 
settings, for example, some residents may normally 
order more tests than are needed, and this excess 
testing may be limited by the protocol ’s testing 
prescriptions.

Sixth, clinical protocols may offer patients addi-
tional resources that are not routinely available in 
clinical practice. These additional resources may 
provide health benefi ts to patients. For example, 
protocols offering extensive home care services 
may affect the observed benefi ts of a therapy if the 
nursing intervention improves the management of 
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who are not in the trial but who would have met 
its entry criteria, using these data to estimate the 
likely costs and outcomes in usual care. These 
patients could have received their care prior to the 
trial (historical comparison group) or concurrent 
with it (concurrent comparison group). In either 
case, some of the data available in the trial may not 
be available for patients in the comparison groups. 
Thus, investigators must insure comparability 
between the data for usual care patients and trial 
patients.

Two problems arise when using a concurrent 
comparison group to project the results of a trial to 
usual care. First, as with the randomization scheme 
above, the use of a protocol in the trial may affect 
the care delivered to patients who are not in the 
trial. If so, usual care patients may not receive 
the same care they would have received if the trial 
had not been performed. Thus, the results of the 
trial may lose generalizability to other settings. 
Second, the trial may enroll a particular type of 
patient (e.g., investigators may “cream-skim” by 
enrolling the healthiest patients with the fewest 
complications), possibly leaving a biased sample 
(e.g., of sicker and more complicated patients) for 
inclusion in the concurrent comparison group. This 
potential bias would tend to affect the estimate of 
the treatment costs that would be experienced in 
usual care. 

Adoption of a historical comparison group 
would offset the issue of contamination. Because 
the trial was not ongoing when these patients 
received their care, it could not affect how they 
were treated. A historical comparison group would 
also tend to offset the selection bias: the subset of 
patients who would have been included in the trial 
if it had been carried out in the historic period will 
be candidates for the comparison group. However, 
use of a historic comparison group is unlikely to 
offset this bias entirely. Because this group is identi-
fi ed retrospectively, its attributes likely will refl ect 
those of the average patients eligible for the trial, 
rather than those of the subset of patients that 
would have been enrolled in the trial (e.g., if 
cream-skimming had occurred). 

In addition, differences between the care pro-
vided to patients in the trial and that provided to 

itly recognizes the added complexity of having dif-
ferent resource -induced costs and benefi ts derived 
from clinical protocols and from observing patients 
in different health care systems in multicenter clini-
cal trials. 60

Pharmacogenomic strategies offer opportunities 
to segment populations of patients according to 
clinical benefi t or risk 61 (see Chapter  34). In addi-
tion to evaluating the cost -effectiveness of indi-
vidual therapies in select patient groups, studies 
should evaluate the incremental costs and conse-
quent health outcomes resulting from the incorpo-
ration of pharmacogenomic information into 
treatment strategies. 62 Application of these new 
tools to the clinical development program will 
allow for tailoring of therapies in ways that could 
alter economic evaluations of therapies. 30

Possible solutions
One possible solution to the problem of determin-
ing the economic impact of a drug in a clinical trial 
will be illustrated by examining the impact of a 
“usual care ” arm appended as a third arm of a clini-
cal trial. In such a three -arm study, patients rand-
omized to the usual care arm of the study would 
be treated as they would be outside of the trial, 
rather than as mandated by the study protocol, and 
economic and outcomes data from usual care could 
thus be collected. These data would make it pos-
sible to quantify the number of outcomes that 
likely would be detected in usual care and the costs 
of these outcomes. 

One drawback to this method is that physicians 
in the trial may treat all patients similarly, whether 
they are in the protocol -driven arm or the usual 
care arm of the study. This contamination can be 
partially overcome by randomizing physicians to 
the protocol or usual care arms, and can be over-
come more completely by randomizing the sites of 
care (e.g., different hospitals for different arms of 
the study). However, these options require large 
numbers of physicians and/or sites of care and, 
thus, are very costly to implement. Moreover, such 
a strategy may result in non -random assignment of 
patients to treatment arms. 

A second method that has been used to over-
come these problems 7 is to collect data from patients 
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nomic studies, especially within Phase III clinical 
trials, are often our only opportunity to collect and 
analyze information on new therapeutic products 
before decisions are made concerning insurance 
reimbursement and formulary inclusion for these 
agents. We now address issues that arise in the 
design of these studies. 

  Sample  s ize 
 The formula for estimating the sample size needed 
to test whether the incremental cost - effectiveness 
ratio falls within an acceptable range is as follows:  64,65  

   n
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  where  n  is the sample size per treatment group;  z  α    
and  z  β    are the z - statistics for the  α  (e.g., 1.96 for 
two - tailed 95% confi dence) and  β  (e.g., 0.84 for 
one - tailed 80% power) errors;  sd  is the standard 
deviation for cost (sd c ) and effect (sd q );  W  equals 
the maximum willingness to pay for the outcome 
(i.e., the upper bound on what is considered rea-
sonable), and   ρ   is the correlation of the difference 
in cost (C) and effect (Q). This formula identifi es 
the sample size required to test a hypothesis such 
as that the point estimate of the cost - effectiveness 
ratio will be less than $75   000 per QALY (W). 

 Often those setting up clinical trials focus on the 
primary clinical question when developing sample -
 size estimates (see Chapter  4 ). They fail to consider 
the fact that the sample required to address the 
economic questions posed in the trial may differ 
from that needed for the primary clinical question. 
The formula for calculating the power to test the 
hypothesis that the resulting ratio will be accepta-
ble is as follows:
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 In some cases, the sample size required for the 
economic analysis is smaller than that required to 
address the clinical question. More often, however, 
the opposite is true, in that the variances in cost 
and patient preference data are larger than those 

patients in the historical group may be due as much 
to secular trends in the provision of medical care 
as they are to the adoption of a study protocol. For 
example, hospital length of stay in the United 
States has decreased since the early 1980s, due 
in part to the implementation of the Medicare 
Prospective Payment System. Thus, historical 
cohorts from earlier periods may have had longer 
lengths of stay as inpatients than is currently seen 
in clinical practice. These data may suggest a 
protocol - induced decrease in length of stay when 
one really does not exist. 

 To avoid these diffi culties, the usual care com-
parison group may include both historic and 
concurrent comparison groups. In this case, multi-
variable methods such as multiple regression anal-
ysis or other analytic techniques must be used to 
control as best as possible for differences among the 
historic and concurrent comparison groups as well 
as between the comparison groups and the patients 
in the trial. For example, in a regression analysis of 
length of stay in the trial and in usual care, varia-
bles representing each of the groups will indicate 
the magnitude of the secular trends, the selection 
bias, and the protocol effects of the trial. 

 A number of methods currently are being inves-
tigated to help overcome the potential biases of 
resource - induced costs and benefi ts in clinical 
trials. These approaches include the development 
of  “ large and simple clinical trials ”  or pragmatic 
trials (see Chapter  36 ) that attempt to study real -
 world patient populations and conducting the trial 
in different health systems simultaneously to assess 
the impact of the therapy in different delivery set-
tings (e.g., using a large HMO as a clinical testing 
site). Also, as opposed to randomized clinical trials, 
which often include a placebo comparator for the 
purpose of obtaining regulatory approval, prag-
matic trials include clinically relevant comparator 
arms and focus on health outcomes as opposed to 
more limited end points.  63     

  Issues in the  d esign of  p rospective 
 p harmacoeconomic  s tudies 
 We have already addressed some of the general 
issues in the design and interpretation of pharma-
coeconomic studies. Yet, prospective pharmacoeco-
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Collection of resource consumption data from 
primary or secondary sources is essential for a pro-
spective economic evaluation of a pharmaceutical 
therapy. Some data elements, such as patient pref-
erence assessments, can only be collected on a pro-
spective basis. Other data elements, such as medical 
resource use for patients in a particular health 
system could be ascertained retrospectively. In any 
case, data needs for the eventual study require 
comprehensive evaluation at the outset. 

While some prospective data collection is 
required for almost all pharmacoeconomic studies, 
the amount of data to be collected for the pharma-
coeconomic evaluation is still the subject of 
much debate. 32 There is no defi nitive means of 
addressing this issue at present. Phase II studies 
can be used to develop data that will help deter-
mine which resource consumption items are 
essential for the economic evaluation. Without 
this opportunity for prior data collection, however, 
we have to rely upon expert opinion to suggest 
major resource consumption items that should be 
monitored within the study. Duplicate data collec-
tion strategies (prospective evaluation of resource 
consumption within the study ’s case report form 
with retrospective assessment of resource con-
sumption from hospital bills) can be used to ensure 
that data collection strategies do not miss critical 
data elements. However, one should develop a 
plan a priori to address any potential inconsist-
encies between information coming from different 
sources.

Resources are divided into specifi c categories for 
assessment for prospective data collection: inpa-
tient resource use, outpatient resource use, and 
non-acute-care resource use. Within each of 
these categories, data can be subdivided into several 
categories: professional services (physicians, 
nurses, allied health professionals), hospital setting 
(intensive care unit, step -down unit, general 
medical fl oor), major diagnostic tests (radiologic 
tests, laboratory tests, nuclear medicine studies), 
major surgical procedures (operations and non -
operating room procedures), and medications. 
Sample data collection forms for inpatient and 
outpatient resource consumption are presented 
as Figures 38.2 and  38.3. Issues related to data 

for clinical data. Then one needs to confront the 
question of whether it is either ethical or practical 
to prolong the study for longer than need be to 
establish the drug ’s clinical effects. 

Participation of patients
Those planning Phase III clinical trials usually are 
more focused on the clinical results of the trial than 
they are on the economic results; they would 
usually like to keep the number of centers and 
subjects needed to complete the trial to a minimum; 
and they would rather fi nish the trial sooner than 
later. Thus, they have a concern that patients might 
agree to participate in the clinical trial, but not be 
willing to participate in the economic portion of the 
trial. In such a case, the investigators often argue 
that patients should be allowed to participate in the 
clinical portion of the trial but be excluded from 
the economic portion of the trial. While self -
selection always poses diffi culties for trials, it should 
be clear that this suggestion is particularly worri-
some. The economic assessment would end up 
comparing an estimate of effects from the entire 
sample with an estimate of costs from a non -
random subset of the entire sample, thus allowing 
substantial bias to enter the analysis. Protocols 
should allow prospective collection of resource 
consumption and patient preference data, while 
sometimes incorporating a second consent to allow 
access to patients ’ fi nancial information. This 
second consent would be important if the primary 
concern was that the patients included in the eco-
nomic evaluation would not be representative of 
the entire cohort of patients participating in the 
trial. However, given the low rates of refusal to the 
release of fi nancial information, a single consent 
form should be preferred for all trial data. The 
single consent avoids the possibility of selection 
bias in the economic end points relative to the clini-
cal end points. 

Data collection
As incorporation of an economic evaluation 
becomes more commonplace in clinical trials, those 
involved in the pharmacoeconomic evaluation are 
asked to incorporate their data collection needs 
into the trial protocol and the trial case report form. 
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     Figure 38.2     Inpatient resource assessment. This is a sample case report form for prospective assessment of inpatient 
resource consumption in a pharmacoeconomic study.  

HOSPITAL DISCHARGE FORM Patient No.
__ __ __ __

Principal Investigator

______________________________

Study Hospital

____________

Date of Admission __\___\__

Date of Discharge __\___\__

Source of Admission
[ ]  Emergency room
[ ]  Transfer  (from _________________)
[ ]  Elective

Discharge Diagnosis
1.______________________________________________

2.______________________________________________

Unit Type Number of Days

Intensive Care Unit

Intensive Care Unit with Mechanical Ventilator

Bone Marrow Transplant Unit

Step-Down/Intermediate Care Unit

General Medical or Surgical Floor

Pharmacologic Therapy Total Dose

[ ]  Study Drug    ______________________

[ ]  Control       ______________________

Continuous IV Medication  ___________________________________________

Types of Procedures Date

Diagnostic Tests Number of Tests

MRI

CT Scan

Bone Scan
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     Figure 38.3     Outpatient resource assessment. This is a sample case report form for prospective assessment of outpatient 
resource consumption in a pharmacoeconomic study.  

OUTPATIENT VISIT RECORD Patient No.
___ ___ ___ ___

Name of Physician and Location of Visit
(e.g., Emergency Room, Outpatient Clinic, Day Surgery, Home,
Office)

Duration (in minutes)

date
__\__

date
__\__

date
__\__

date
__\__

date
__\__

1.

2.

3.

Name of Nurse Clinician and Location of Visit
(e.g., Emergency Room, Outpatient Clinic, Day Surgery, Home,
Office)

date
__\__

date
__\__

date
__\__

date
__\__

date
__\__

1.

2.

Type of Procedure Date

1.

2.

3.

Diagnostic Tests Number of Tests

MRI

CT Scan

Bone Scan

Other

Other Therapy (medications, etc.) Date

1.

2.

3.
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mates, direct statistical inference by use of net 
monetary benefi t regression, 75–77 and use of deci-
sion analysis. 78

Factors affecting resource consumption
Pharmacoeconomic research holds as a basic 
assumption the proposition that clinical severity of 
disease is the sole determinant of resource use by 
patients. Studies of regional variation highlight the 
shortcomings of this assumption. 79–81 This creates a 
signifi cant challenge for health services research, 
and for pharmacoeconomics in particular. For 
example, when a new therapy is introduced to 
reduce severity of disease as a substitute for physi-
cian services that similarly reduce the severity of 
disease, if physicians either continue to provide the 
service to maintain their clinical practice or change 
the characteristics of the patients to whom they 
provide services (e.g., perform surgery on less 
severely ill patients), we will not achieve the full 
potential economic advantage afforded by the new 
therapy. 

Economic data
Analysts generally have access to resource utiliza-
tion data such as length of stay, monitoring 
tests performed, and pharmaceutical agents 
received. When evaluating a therapy from a per-
spective that requires cost data rather than charge 
data, however, it may be diffi cult to translate these 
resources into costs. For example, does a technol-
ogy that frees up nursing time reduce costs, or are 
nursing costs fi xed in the sense that the technology 
is likely to have little or no effect on the hospital 
payroll? Economists taking the social perspective 
would argue that real resource consumption has 
decreased and thus nursing is a variable cost. 
Accountants or others taking the hospital perspec-
tive might argue that, unless the change affects 
overall staffi ng or the need for overtime, it is not a 
saving. This issue depends in part on the temporal 
perspective taken by the analyst. In the short term, 
it is unlikely that nursing savings are recouped; in 
the long term, however, there probably will be a 
redirection of services. This analysis may also be 
confounded by the potential increase in the quality 
of care that nurses with more time may be able to 

collection for economic studies have been reviewed 
elsewhere.66

Appropriate comparators
Selection of appropriate treatment alternatives in a 
clinical study is essential for a useful economic 
evaluation of a pharmaceutical therapy. This issue 
is both a clinical and an economic one. Comparators 
can be the most common alternative therapies for 
a condition, or the lowest possible cost alternatives, 
even when not frequently used. However, in phar-
macoeconomic studies, higher -cost treatment and/
or less effective comparators may be inappropri-
ately selected such that incremental costs between 
treatment alternatives would be smaller and incre-
mental effectiveness between treatments would be 
larger, resulting in a lower cost -effectiveness ratio. 
Phase III studies have special limitations in this 
regard, because agents will typically be compared 
against the placebo to assess effi cacy rather than 
against alternative treatments to assess the relative 
effectiveness of the agent. 

Multicenter evaluations
The primary result of economic evaluations usually 
is a comparison of average, or pooled, differences 
in costs and differences in effects among patients 
who received the therapies under study. It is an 
open question, however, whether pooled results 
are representative of the results that would be 
observed in the individual centers or countries that 
participated in the study. 38,60,67 In some, the therapy 
may provide good value for the cost, while in 
others it may provide poor value. Three reasons 
commonly cited for these differences are differ-
ences in practice patterns (i.e., medical service use), 
differences in absolute and relative prices for 
medical service use (i.e., unit costs), and differences 
in underlying morbidity/mortality patterns in dif-
ferent centers and countries. 68–71

There is a growing literature that addresses the 
transferability of a study ’s pooled results to sub-
groups.38,60,68,70,72 Approaches include evaluation of 
the homogeneity of different centers ’ and coun-
tries’ results, 73,74 use of random effects models to 
borrow information from the pooled results when 
deriving center -specifi c or country -specifi c esti-
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across clinical studies, and is of relevance to policy 
makers.

The use of intermediate end points to demon-
strate clinical effi cacy is common in clinical trials, 
because it reduces both the cost of the clinical 
development process and the time needed to dem-
onstrate the effi cacy of the therapy. Intermediate 
end points are most appropriate in clinical research 
if they have been shown to be related to the clinical 
outcome of interest, as in the following:
• the use of changes in blood cholesterol levels to 
demonstrate the effi cacy of new lipid lowering 
agents (intermediate end point: changes in low -
density and high -density lipoprotein levels; fi nal 
end point: changes in myocardial infarction rate 
and survival; demonstration of the relationship 
between intermediate and fi nal end points: 
Framingham Heart Study 82); and 
• the use of change in blood pressure to demon-
strate the effi cacy of new antihypertensive agents 
(intermediate end point: changes in systolic and 
diastolic blood pressure; fi nal end point: changes in 
stroke rates and survival; demonstration of the 
relationship between intermediate and fi nal end 
points: Framingham Heart Study 83).

Ideally, a clinical trial would be designed to 
follow patients throughout their lives, assessing 
both clinical and economic variables, to allow an 
incremental assessment of the full impact of the 
therapy on patients over their lifetimes. Of course, 
this type of study is almost never performed. 
Instead, most clinical trials assess patients over a 
relatively short period of time. Thus, most pharma-
coeconomic assessments must utilize data collected 
from within the clinical trial in combination with 
an epidemiologic model to project the clinical and 
economic trial results over an appropriate period of 
a patient ’s lifetime. 

The importance of this effort is illustrated in the 
following hypothetical example. A new therapy is 
under development that reduces the absolute risk 
of dying from a chronic disease by 50% as meas-
ured in a 1 -year trial. However, this therapy is not 
curative. A 4 -year trial was initiated at the same 
time as the 1 -year trial. The fi rst -year results were 
the same in both the 4 -year trial and the 1 -year
trial. However, there was an increased risk of death 

provide to their patients. In countries that have a 
shortage of hospital beds, hospital administrators 
often do not recognize staffi ng savings from early 
discharge programs, because the bed will be occu-
pied by a new patient as soon as the old patient is 
discharged.

Perspective
When perspectives other than the societal perspec-
tive are adopted, it is unclear which benefi ts or 
outcomes should be counted in the analysis. For 
example, if a governmental agency ’s perspective is 
adopted, in which transfer payments such as pen-
sions are counted as costs, quick deaths at age 65 
may be valued more than long, costly deaths at age 
75. Independent of whether we should condone 
the practice of using studies that are limited to costs 
in this type of scenario in decision making, it should 
be recognized that a cost -effectiveness analysis 
would account for health benefi ts gained by avoid-
ing death at age 65. 

In summary, due to their focus on effi cacy and 
their use of clinical protocols, economic assess-
ments of pharmaceutical products based upon 
Phase III clinical trials are not without their prob-
lems. However, these issues can be developed in 
pharmacoeconomic analysis plans and addressed 
prospectively or through supplemental data collec-
tion activities conducted concurrently with the 
clinical trial. 

Measurement and  modeling in clinical trials
Previously, we have discussed the development 
of pharmacoeconomic data throughout the drug 
development process. However, the types of data 
available at the end of the trial will depend upon 
the trial ’s sample size, duration, and clinical end 
points.

There are two categories of clinical end points 
considered in pharmacoeconomic analysis: inter-
mediate end points and fi nal end points. An inter-
mediate end point is a clinical parameter, such as 
systolic blood pressure, which varies as a result of 
therapy. A fi nal end point is an outcome variable, 
such as change in survival or quality -adjusted sur-
vival, which is common to several economic trials, 
which allows for comparisons of economic data 
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potential for bias in the design of economic studies 
conducted from analysis of secondary data 
sources.16,17,99–101 However, as illustrated above, 
even primary data collection in clinical trials does 
not eliminate the need for treatment models in the 
economic analysis of new therapies. 

Analysis plan for cost data
Analysis of cost data shares many features with 
analysis of clinical data. One of the most important 
is the need to develop an analysis plan before per-
forming the analysis. Table  38.1 identifi es a set of 
tasks that should be addressed in such a plan. The 
analysis plan should describe the study design (e.g., 
report on whether the trial is randomized and 
double-blind; identify the randomization groups; 
outline the recruitment strategy; describe the crite-
ria for patient evaluation), and any implications the 
design has for the analysis of costs (e.g., how one 
will account for recruiting strategies such as rolling 
admission and a fi xed stopping date). 

The analysis plan should also specify the hypoth-
esis and objectives of the study, defi ne the primary 
and secondary end points, and describe how the 
end points will be constructed (e.g., multiplying 
resource counts measured in the trial times a set of 
unit costs measured outside the trial). In addition, 
the analysis plan should identify the potential cov-
ariables that will be used in the analysis and specify 
the time periods of interest (e.g., costs and clinical 
outcomes at 6 months might be the primary 

for treatment patients in the second and third year 
of the 4 -year trial, and by the end of the third year 
of the trial the survival rate was identical in the 
treatment and control arms of the 4 -year trial. 
While there was a clear benefi t to the new therapy 
in terms of postponing events from the fi rst year of 
treatment to later years, the economic assessment 
of the therapy would suggest a greatly reduced 
treatment benefi t from the 4 -year trial as compared 
with the 1 -year trial. 

In projecting results of short -term trials over 
patients’ lifetimes, it is typical to present at least 
two of the many potential projections of lifetime 
treatment benefi t. 84 A one -time effect model 
assumes that the clinical benefi t observed in the 
trial is the only clinical benefi t received by patients 
and does not persist after the trial. Under this 
model, after the trial has ended, the conditional 
probability of disease progression for patients is the 
same in both arms of the trial. Given that it is 
unlikely that a therapy will lose all benefi ts as soon 
as one stops measuring them, this projection 
method generally is pessimistic compared to the 
actual outcome. A continuous -benefi t effect model 
assumes that the clinical benefi t observed in the 
trial is continued throughout the patients ’ lifetimes. 
Under this model, the conditional probability of 
disease progression for treatment and control 
patients continues at the same rate as that meas-
ured in the clinical trial. In contrast to the one -time
model, this projection of treatment benefi t most 
likely is optimistic compared to the true long -term
treatment outcome. 

While we and others have developed models 
as secondary analyses of new therapies, 29,30,84–87 it 
is now common for clinical trials to incorporate 
an economic evaluation that involves primary 
data collection. 32,34–37,88–95 In fact, reviews of fi nd-
ings from economic evaluations are increasingly 
reported in the literature. 96–98 This change has 
resulted from an increasing awareness of the need 
for reliable economic data about new therapies at 
the time when the therapies are being introduced 
to the market. This impetus has also resulted from 
issues related to the complexity and cost of devel-
oping appropriate economic data for a secondary 
analysis of a new therapy, and issues related to the 

Table 38.1 Steps in an economic analysis plan 

(1) Study design/summary 
(2) Study hypothesis/ objectives 
(3) Defi nition of endpoints 
(4) Covariates
(5) Prespecifi cation of time periods of interest 
(6) Statistical methods 
(7) Types of analyses 
(8) Hypothesis tests 
(9) Interim analyses 
(10) Multiple testing issues 
(11) Subgroup analyses 
(12) Power/ sample size calculations 
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costs (particularly if the data are skewed), and an 
indication of whether or not the costs are likely to 
be meaningfully different from each other in eco-
nomic terms. 

Traditionally, the determination of a difference 
in costs between the groups has been made using 
Student’s t -tests or analysis of variance (ANOVA) 
(univariate analysis) and ordinary least squares 
regression (multivariable analysis). More recently 
analysts have moved toward the use of generalized 
linear models to improve the predictive power of 
multivariable analyses. 102

Univariate analysis
A basic assumption underlying t -tests and ANOVA 
(which are parametric tests) is that cost data are 
normally distributed. Given that the distribution of 
these data often violates this assumption, a number 
of analysts have begun using non -parametric tests, 
such as the Wilcoxon rank -sum test (a test of 
median costs) and the Kolmogorov –Smirnov test (a 
test for differences in cost distributions), which 
make no assumptions about the underlying distri-
bution of costs. The principal problem with these 
non-parametric approaches is that statistical con-
clusions about the mean need not translate into 
statistical conclusions about the median (e.g., the 
means could differ yet the medians could be identi-
cal), nor do conclusions about the median neces-
sarily translate into conclusions about the mean. 
Similar diffi culties arise when —to avoid the prob-
lems of non -normal distribution —one analyzes 
cost data that have been transformed to be more 
normal in their distribution (e.g., the log transfor-
mation of the square root of costs). 

Table  38.2 shows the results of the univariate 
analysis of hospital costs measured among men 
receiving vehicle and an investigational medication 
for the treatment of aneurysmal subarachnoid 
hemorrhage.103 The mean cost for patients receiv-
ing vehicle was $20 287 (SD, $22 542); the mean 
cost for patients receiving the investigational 
medication was $25 185 (SD, $22 619). The distri-
bution (as seen from the quantiles reported in 
Table  38.2, which shows the distribution of costs 
for the two groups) is skewed. For example, the 
difference between the 25th and 50th percentiles 

outcome, while costs and clinical outcomes at 12 
months might be a secondary outcome). 

Also, the analysis plan should identify the sta-
tistical methods that will be used and how hypoth-
eses will be tested (e.g., a p-value cutoff or a 
confi dence interval for the difference that excludes 
0). Further, the plan should prespecify whether 
interim analyses are planned, indicate how issues 
of multiple testing will be addressed, and predefi ne 
any subgroup analyses that will be conducted. 
Finally, the analysis plan should include the results 
of power and sample size calculations. 

If there are separate analysis plans for the clini-
cal and economic evaluations, efforts should be 
made to make them as consistent as possible to 
avoid real or perceived biases and increase trans-
parency and consistency between studies (e.g., 
shared use of an intention -to-treat analysis, shared 
use of statistical tests for variables used commonly 
by both analyses, etc.). At the same time, the out-
comes of the clinical and economic studies can 
differ (e.g., the primary outcome of the clinical 
evaluation might focus on event -free survival 
while the primary outcome of the economic evalu-
ation might focus on quality -adjusted survival). 
Thus, the two plans need not be identical. 

The analysis plan should also indicate the level 
of blinding that will be imposed on the analyst. 
Most, if not all, analytic decisions should be made 
while the analyst is blinded to the treatment groups. 
It is preferable that analysts have no variable (data) 
that represents treatment group assignment, 
including variables with blinded labels such as 
“treatment A ” or  “treatment B, ” even if the analyst 
has no knowledge about the actual treatments rep-
resented by the labels. Blinding is particularly 
important when investigators have not precisely 
specifi ed the models that will be estimated, but 
instead rely on the structure of the data to help 
make decisions about these issues. 

Methods for analysis of costs
When one analyzes cost data derived from rand-
omized trials, one should report means of costs for 
the groups under study as well as the difference in 
the means, measures of variability and precision, 
such as the standard deviation and quantiles of 
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that the important outcome for the analysis of the 
value for the cost of the new therapy (e.g., the 
cost-effectiveness ratio) is the difference in mean 
costs, the statistical test of differences in means 
(e.g., t -test) should be used for inferences about 
this outcome. Measuring the correct parameter 
should take precedence over threats to the effi -
ciency of the way that parameter is measured. 

Multivariable analysis
Regression analysis often is used to assess differ-
ences in costs, in part because the sample size 
needed to detect economic differences may be 
larger than the sample needed to detect clinical 
differences (i.e., to overcome power problems). 
Traditionally, ordinary least squares regression has 
been used to predict costs (or their log) as a func-
tion of the treatment group while controlling for 
covariables such as disease severity, costs prior to 
randomization, etc. However, use of the log of costs 
as the outcome variable simply to avoid statistical 
problems posed by untransformed costs leaves one 
with the problem that we are not interested in this 
outcome itself; rather we are interested in the dif-
ference in untransformed costs. In addition, the 
retransformation of the predicted difference in the 
log of costs into an estimate of the predicted differ-
ence in costs is not trivial. 105,106

While univariate t -tests and ANOVAs assume 
the normal distribution of cost data, ordinary least 
squares regression assumes that the error terms 
from the prediction of costs are normally distrib-
uted. Because of the potential violation of this 
assumption, however, a number of alternative 
multivariable methods have been proposed for 
analyzing costs. In addition to the generalized 
linear model mentioned above, these methods 
include non -parametric hazards models, 107–111 para-
metric failure -time models, 107 Cox semiparametric 
regression,112 and joint distributions of survival and 
cost.113 The relative merits of several of these 
methods have been compared by Lipscomb and 
colleagues114 and by Manning and Mullahy. 115

However, there is little conclusive evidence regard-
ing which model is best in a given analytic 
circumstance.

More recently, generalized linear models have 
been adopted to address analytic issues associated 

is approximately $4500 for the two treatment 
groups, but is approximately $10 000 between the 
50th and 75th percentiles. Of note, from the 5th to 
the 75th percentile, there was approximately a 
$5000 difference between the two treatment 
groups. By the 95th percentile, the costs in the two 
groups were similar. These distributions provide 
evidence that the costs differ between the two 
treatment groups. 

The parametric and non -parametric statistical 
tests, however, yielded confl icting conclusions 
about whether or not the cost differences were 
statistically different from one another. The t -test
comparing mean costs between the groups indi-
cated a non -signifi cant difference ( p = 0.15),
whereas the t -test comparing the mean log of costs 
and both of the non -parametric statistical tests indi-
cated they differed ( p < 0.02). In this case, one 
might conclude that the difference in the medians 
between groups is statistically signifi cant, whereas 
the difference in the means between groups is not. 
Similarly confl icting conclusions about the statisti-
cal signifi cance of observed differences in costs 
have been reported in other studies. 104 Although 
each of these statistical tests is informative, given 

Table 38.2 Hospital costs of tirilazad mesylate for 
subarachnoid hemorrhage in men 

Variable Vehicle Tirilazad 6 mg/kg
per day 

Cost ($) 20287 25185

Standard deviation (22542) (22619)

Distribution
5% 4506 10490
25% 9691 13765
50% 13773 18834
75% 23044 31069
95% 53728 51771

Comparison of differences 
t-test 0.15
t-test (log of costs) 0.02
Wilcoxon rank -sum 0.001
Kolmogorov–Smirnov 0.001
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Other predictors of hospital costs included the addi-
tional days between onset of subarachnoid hemor-
rhage and randomization into the trial ( +), age ( +),
and country ( +/−) (data not shown). 73

Uncertainty in economic assessment
There are a number of sources of uncertainty sur-
rounding the results of economic assessments. One 
source relates to sampling error (stochastic uncer-
tainty). The point estimates are the result of a single 
sample from a population. If we ran the experi-
ment many times, we would expect the point esti-
mates to vary. One approach to addressing this 
uncertainty is to construct confi dence intervals 
both for the separate estimates of costs and effects 
as well as for the resulting cost -effectiveness ratio. 
A substantial literature has developed related to 
construction of confi dence intervals for cost -
effectiveness ratios. 120–123

A common method for deriving 95% confi dence 
intervals for cost -effectiveness ratios is the non -
parametric bootstrap method. 124 In this method, 
one re -samples from the study sample and com-
putes cost -effectiveness ratios in each of the multi-
ple samples. To do so, one (i) draws a sample of size 
n with replacement from the empiric distribution 
and uses it to compute a cost -effectiveness ratio; 
(ii) repeats this sampling and calculation of the 
ratio (by convention, at least 1000 times for confi -
dence intervals); (iii) orders the repeated estimates 
of the ratio from “lowest” to  “highest” (ordering is 
complicated when we observe negative ratios that 
represent the therapy ’s dominance and its being 
dominated or that represent the therapy costing 
more and being more effective as well as it 
costing less and being less effective); and (iv) iden-
tifi es a 95% confi dence interval from this rank -
ordered distribution. The percentile method is one 
of the simplest means of identifying a confi dence 
interval, but it may not be as accurate as other 
methods. When using 1000 repeated estimates, the 
percentile method uses the 26th and 975th ranked 
cost-effectiveness ratios to defi ne the confi dence 
interval.125

In the multivariable regression analysis above, 
we estimated that therapy with the investiga-
tional medication added $6058 to the cost of 
hospitalization (95% CI: $693 to $11 423). The 

with skewed and heteroscedastic cost distributions 
and to overcome issues related to retransfor-
mation.116 Generalized linear models are prevalent 
in the literature and are typically specifi ed with 
log links and gamma distributions to model the 
error term. 102,117,118 However, these specifi cations 
are not always appropriate, and an alternative 
approach, “extended estimating equations, ” can be 
applied whereby the functional form is derived 
empirically. 119

Table  38.3 shows selected results of an ordinary 
least squares regression predicting hospital costs 
measured among men receiving vehicle and the 
investigational medication for the treatment of 
aneurysmal subarachnoid hemorrhage. On average, 
costs among those receiving the investigational 
medication were $6058 higher than costs among 
patients receiving vehicle ( p = 0.03). Increasing 
levels in the neurograde of subarachnoid hemor-
rhage upon entry to the study (grades of subarach-
noid hemorrhage range from I to V, with V being 
the most severe) were generally associated with 
increasing costs; the reduction in costs among those 
in grade V was due principally to the large number 
of patients in this category who died in the hospital. 

Table 38.3 Selected coeffi cients and  p values for the 
hospital cost regressions for men receiving tirilazad for 
subarachnoid hemorrhage 

Coeffi cient p

Intercept 1747 0.90

Randomization group * 0.05
6mg/kg per day 6058
2mg/kg per day −100
0.6mg/kg per day −247

Neurograde of subarachnoid 
hemorrhage

0.0001

Grade II 3950
Grade III 3904
Grade IV 9132
Grade V 5406

*6mg/kg/day versus vehicle, 2 mg/kg/day, and 0.6 mg/kg/
day,  p = 0.03, 0.03, and 0.02, respectively; no other 
comparisons statistically signifi cant. 
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patients with New York Heart Association class II to 
IV heart failure. 36,126 Patients who enrolled in this 
clinical trial were receiving a standard regimen 
of medication for heart failure (e.g., angiotensin -
converting enzyme (ACE) inhibitors) and were ran-
domized to receive 160 mg of valsartan or placebo 
twice daily. A total of 5010 patients in 16 countries 
were enrolled in the trial. The clinical investigators 
found no differences in mortality; however, the 
valsartan group had a lower risk of experiencing 
the combined mortality –morbidity end point (i.e., 
death, hospitalization for heart failure, cardiac 
arrest with resuscitation, or receipt of intravenous 
inotropic or vasodilator drugs). Most of the differ-
ence was attributable to a lower risk of fi rst hospi-
talization for heart failure among patients receiving 
valsartan. Economic data were collected prospec-
tively as part of the clinical trial. 

Resource use data were collected in a case report 
form at regular trial visits every 2 weeks for 2 
months, at 4 months and 6 months, and then every 
3 months throughout the duration of the follow -up
period. Unit costs were collected for each of the 
resource categories assessed (hospitalizations, out-
patient visits, and medications). For US patients, 
the cost estimates for hospital resources and outpa-
tient visits were based on 1999 Medicare reim-
bursement rates. Unit costs for medications for all 
countries were derived from an international drug 
pricing database. For patients in countries outside 
of the United States, local health economists in 
each country provided mean cost estimates of 
outpatient and hospital care for discharge diag-
noses, including heart failure, acute myocardial 
infarction, and several others. In most cases, these 
unit cost estimates were based on national fee 
schedules or hospital accounting systems. Cost esti-
mates were converted to US dollars using purchas-
ing power parties from the Organization for 
Economic Cooperation and Development. Costs 
were reported in 1999 US dollars. 

To assign costs to hospitalizations for which the 
diagnosis was not included in the cost survey, unit 
costs for individual countries were imputed using 
diagnosis related group (DRG) weights from the US 
Centers for Medicare and Medicaid Services and 
the cost estimates provided for hospitalizations due 

results of a logistic regression predicting death indi-
cated that the investigational medication yielded a 
difference in the predicted probability of death of 
0.225.103 The cost per death averted was $26 924
($6058/0.225). The results of the bootstrap analysis 
indicated that the 95% CI for the cost -effectiveness
ratio ranged from $4300 to $54 600.106 Interpreting 
the results of the bootstrap in a Bayesian sense, 
evaluating stochastic uncertainty alone, there is a 
96% chance that the ratio is below $50 000 per 
death averted. 

In addition to addressing stochastic uncertainty, 
one may want to address uncertainty related to 
parameters measured without variation (e.g., unit 
cost estimates, discount rates, etc.), whether or not 
the results are generalizable to settings other than 
those studied in the trial, and, for chronic therapies, 
whether the cost -effectiveness ratio observed 
within the trial is likely to be representative of the 
ratio that would have been observed if the trial had 
been conducted for a longer period. These sources 
of uncertainty are often addressed using sensitivity 
analysis.

Currently  available solutions

The previous sections of this chapter dealt with the 
principles of clinical economics and methodologic 
issues surrounding the economic analysis of phar-
maceutical products. This section presents a set of 
case studies that illustrate the practical application 
of these methods to the evaluation of pharmaceu-
ticals. The following cases illustrate cost -effectiveness
analyses of valsartan for treatment of chronic 
heart failure, tirilazad mesylate for aneurysmal 
subarachnoid hemorrhage, and high -dose chemo-
therapy plus autologous stem cell transplantation 
for patients with metastatic breast cancer. 

Multinational economic evaluation of 
valsartan in patients with chronic 
heart failure 
In this study, data on resource use and direct medical 
costs were analyzed to assess the economic impact 
of an angiotensin receptor blocker, valsartan, in 
combination with prescribed standard therapy for 



Chapter 38: Pharmacoeconomics: Economic Evaluation of Pharmaceuticals 699

The authors conclude that patients receiving 
valsartan experienced clinical benefi t at a mean 
incremental cost of $285 per year. In patients who 
were not taking an ACE inhibitor at baseline, val-
sartan was the dominant strategy. 

Economic analysis of tirilazad
mesylate for aneurysmal subarachnoid
hemorrhage
The investigators undertook a cost -effectiveness
analysis on the use of tirilazad mesylate, a potential 
free-radical scavenger and lipid peroxidation inhib-
itor, for the treatment of aneurysmal subarachnoid 
hemorrhage in a randomized, double -blind,
placebo-controlled Phase III clinical trial. 103 A 
sample of 1023 patients from nine European coun-
tries, Australia, and New Zealand were randomized 
to receive one of four treatments: vehicle or tirila-
zad 0.6, 2.0, or 6 mg/kg of body weight per day for 
8 to 10 days. All treatments were administered 
within 48 hours of the occurrence of a subarach-
noid hemorrhage and ceased 10 days after the 
initial hemorrhagic event. All patients received 
nimodipine treatment concomitantly. 

Clinical and economic outcomes at 3 months 
and hospital costs were estimated using data from 
1019 of the 1023 patients enrolled in the study. 
Death during the 3 months after randomization 
was the clinical outcome. The primary clinical 
outcome was occurrence of vasospasm, and the 
secondary outcome was Glasgow Outcome Scale 
(GOS) score and mortality. The authors evaluated 
the costs of hospitalizations during the trial as 
well as patients ’ residence and employment status 
3 months after randomization. Cost estimates 
were based on resource use and unit costs for 
resources used. 

Data on the length of hospital stay, number of 
imaging studies, number and types of surgical pro-
cedures, and medication use were collected pro-
spectively. Information on the site of care in the 
hospital was obtained retrospectively but was col-
lected before the study results were known and 
while the investigators were blinded to the treat-
ment groups. Patient status at 3 months was evalu-
ated prospectively by assessing daily residence costs 
for patients living at home with supervision or 

to heart failure. At that point, country -level costs 
were assigned to individual hospital events and 
adjusted for differences in length of stay. Daily 
medication costs were assigned to patients based on 
a mean daily dose indicated for patients with heart 
failure and on the duration for which the patient 
was on the medication. 

The results of the resource use analysis indicate 
that half of the patients in each group were hospi-
talized at least once during the trial; however, 
patients in the valsartan group were 13.9% less 
likely than patients in the placebo group to have a 
heart failure hospitalization. In addition, patients in 
the valsartan group spent less time in hospital than 
did patients in the placebo group. 

The results of the cost analysis indicate that the 
mean cost of a hospitalization for heart failure was 
$423 less for patients in the valsartan group, com-
pared to patients in the placebo group. However, 
much of the savings was offset by higher costs for 
non-heart-failure hospitalizations among patients 
in the valsartan group, yielding a non -signifi cant 
decrease in inpatient costs of $193 for patients in 
the valsartan group. The difference in outpatient 
costs also was non -signifi cant. Overall within -trial
costs, including the cost of valsartan, were $545 
higher for patients in the valsartan group. 

In exploratory subgroup analyses, the investiga-
tors found that costs were higher for patients aged 
65 years and older, and the difference in costs 
between treatment groups was greater among 
older patients. Also, costs varied according to the 
heart failure medications patients were taking at 
baseline. Patients receiving valsartan and who were 
not taking an ACE inhibitor at baseline had lower 
morbidity and mortality and $929 lower costs com-
pared to their counterparts receiving placebo, even 
after including the cost of valsartan. Thus, valsartan 
was the dominant strategy in this subgroup of 
patients. However, patients receiving valsartan and 
who used both an ACE inhibitor and a beta -blocker
at baseline had lower survival and higher costs 
relative to placebo. Thus, valsartan was the domi-
nated strategy in this subgroup. Analysis of the 
subgroup of patients receiving valsartan and who 
used an ACE inhibitor without a beta -blocker at 
baseline was inconclusive. 



700   Part V: Selected Special Methodologic Issues in Pharmacoepidemiology

of this study was that those who received tirilazad 
6mg/kg per day had a signifi cant reduction in the 
probability of death in the whole sample ( p = 0.002)
and in men ( p = 0.0001). There was no signifi cant 
difference in the probability of death among women 
between the group that received tirilazad 6 mg/kg
per day and those that received vehicle. When costs 
and outcomes were compared, the results showed 
that in both the entire sample, and in men, tirilazad 
6mg/kg per day was associated with improved sur-
vival compared to vehicle, but also with increased 
hospital costs. The cost per death averted was 
$29615 for the sample as a whole and $26 924 for 
men. There were no signifi cant differences in costs 
or probability of survival of women in either the 
tirilazad 6 mg/kg per day or vehicle group. 

The results were subjected to a sensitivity analy-
sis, showing that the cost -effectiveness ratio (95% 
CI) between those in the entire sample who received 
tirilazad 6 mg/kg per day and those who received 
vehicle was $9189 per death averted due to tirilazad, 
adding hospital costs and mortality. The cost -
effectiveness ratios among men (95% CI) ranged 
from $4300 to $54 600 per death averted. The sensi-
tivity analysis also showed that in 68.8% of women, 
6mg/kg per day of tirilazad resulted in an increase in 
hospital costs and survival. Five percent experi-
enced decreased costs and survival, 11.6% had 
decreased costs and increased survival, and 14.3% 
had increased costs and decreased survival. Another 
fi nding was that in the entire sample, the ratios of 
cost per year of life saved and cost per quality -
adjusted year of life saved fell below $50 000 if sur-
vivors live on average 0.6 and 0.8 years respectively. 
For men, these ratios fell below $50 000 if survivors 
at the end of the trial live an average of 1.1 and 2.4 
years. Among men, the ratio of cost per year of life 
saved did not fall below $27 500. Also, the ratio of 
the cost per quality -adjusted year of life saved did 
not fall under $36 400.

The economic analysis of this study showed that 
treatment with tirilazad mesylate is associated with 
a signifi cant increase in survival and increase in the 
cost of care. The results also showed that the ratios 
of cost per death averted, cost per year of life saved, 
and cost per quality -adjusted year of life saved are 
favorable when compared to other interventions. 

dependent on others as well as for those in minimal 
care, skilled care, or long -term rehabilitation insti-
tutions. The daily employment value at 3 months 
was also assessed for homemakers and for full - and 
part-time workers. 

Local health economists from six countries col-
lected unit costs of inpatient resource utilization. 
The averages of the unit costs from the six coun-
tries were used for the fi ve other countries. The 
$137.50 cost per 150 mg of tirilazad was based on 
a price set by the manufacturer. The authors deter-
mined values for employment using wage and 
salary data from the participating countries. The 
unit costs from other countries were converted into 
1993 US dollars. The authors stated that during the 
sensitivity analysis, deaths averted were translated 
into gains in life expectancy both with and without 
adjustments for quality -of-life.

The results of the study indicate that patients 
were similar in all groups except in the proportions 
having right -to-left and left -to-right shifts of the 
midline structures and those having generalized, as 
opposed to localized, brain swelling. Total length of 
hospital stay, number of days between the onset 
of subarachnoid hemorrhage and randomization, 
number of days the patient was intubated, charac-
teristics of the hemorrhage, the country in which 
patients received care, and mortality of the patients 
were all predictors of hospital stay by unit type. 

Results of the economic analysis showed that 
the average hospital cost was $20 341 (SD, 
±$17239) for the whole sample. The average hos-
pital cost for women ($19 569 ± $15156) was less 
than the cost among men ($21 835 ± $20743). The 
results also indicated that the majority of the cost 
was attributable to the length of stay and the great-
est difference in cost was due to the costs of tirila-
zad. The cost analysis at 3 months showed that 
the largest difference in employment value was 
observed between men who received tirilazad 
6mg/kg per day and those who received vehicle 
($9.20 additional earnings per day). In addition, 
the results showed that the largest difference in 
residence cost was also between these two groups 
($15.80 additional residence cost per day for the 
6mg/kg group). However, none of these differences 
was statistically signifi cant. One signifi cant fi nding 
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tation. Cost estimates for other hospitalizations 
were based on the mean daily cost of a hospitaliza-
tion for neutropenic fever. The investigators used 
Medicare reimbursement rates to estimate costs for 
inpatient and outpatient laboratory tests and physi-
cian fees. They estimated medication costs by refer-
ring to each drug ’s average wholesale price. The 
study medication cost estimates were added to the 
estimate of inpatient costs for patients undergo-
ing transplantation, and they were added to the 
estimate of outpatient costs for patients in the 
conventional-dose chemotherapy group. When a 
patient was missing costs for any month in the 
study, the investigators imputed the costs using 
median costs for each clinical phase, clinical trajec-
tory, and treatment group. 

The results of the economic analysis showed 
that patients in the transplantation group had sig-
nifi cantly more inpatient days (28.6 versus 17.8; 
p = 0.004) and signifi cantly greater mean length of 
stay per hospitalization (21.9 days versus 15.2 days; 
p = 0.02) than did patients in the conventional -
dose chemotherapy group. Patients in the trans-
plantation group also had more procedures per 
outpatient visit. Mean total costs were higher for 
patients in the transplantation group ($84 055
versus $28 169), for a mean cost difference of 
$55886 (95% CI: $47 298 to $63 666). Most of the 
difference was attributable to the $52 448 differ-
ence in inpatient care. The investigators also found 
differences by clinical trajectory, and these differ-
ences were not consistent between treatment strat-
egies. For example, outpatient costs for patients in 
trajectory 3 who were randomized to conventional -
dose chemotherapy were much higher than outpa-
tient costs for patients in trajectories 1 and 2. 
Because patients in trajectory 3 completed more 
cycles of treatment, they spent more time in the 
treatment phase and accrued greater costs associ-
ated with administering therapy. 

In sensitivity analysis, the investigators con-
fi rmed the robustness of their fi ndings by varying 
the discount rate, the hospital costs, and the 
number of cycles of paclitaxel and docetaxel that 
patients were assumed to have received. Varying 
the discount rate had little effect on the mean 
difference in cost between treatment groups. 

Economic evaluation of high-dose
chemotherapy plus autologous stem
cell transplantation for metastatic
breast  cancer
The Philadelphia Bone Marrow Transplant Group 
conducted a clinical trial to compare survival asso-
ciated with high -dose chemotherapy plus autolo-
gous hematopoietic stem cell transplantation versus 
conventional-dose chemotherapy in women with 
metastatic breast cancer. Data on resource use and 
costs were collected as secondary end points of the 
study. Because the clinical trial found no signifi cant 
differences in survival between the two treatment 
groups, the economic evaluation 127 would provide 
important additional information about the two 
therapies.

Because resource use data were not captured 
explicitly in the clinical case report form, the inves-
tigators abstracted the clinical trial records and 
oncology department fl ow sheets retrospectively to 
document the resources used by each patient. The 
abstraction process captured information about 
hospitalizations, medical procedures, medications, 
tests, and inpatient and outpatient physician serv-
ices for each patient from the time of randomiza-
tion through death or end of follow -up. Each 
patient’s course of treatment and resource use was 
analyzed in four phases —randomization, treat-
ment, progression, and remission. (The treatment 
phase for patients in the transplantation group was 
further divided into an inpatient phase and post-
discharge phase.) Based on these clinical phases, 
the investigators grouped the patients into one of 
three clinical “trajectories.” Patients in trajectory 1 
went through all four clinical phases before the end 
of the study. Patients in trajectory 2 went through 
randomization, treatment, and immediately to 
progression. Patients in trajectory 3 went through 
randomization, treatment, and immediately to 
remission until the end of the study. 

Daily costs for inpatient care in both treatment 
groups were assigned according to each patient ’s
length of hospital stay. They were estimated using 
data from the cost accounting system of an aca-
demic medical center. Cost estimates for transplan-
tation hospitalizations were based on the mean 
daily cost of hospitalization for stem cell transplan-
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impact. The costs of preparation and delivery, as 
well as the cost of monitoring for and treating 
adverse events and side effects, are unavoidable 
elements of the cost of treating patients. 

Second, a full analysis should go beyond the 
identifi cation of cost. Only if the safety and effec-
tiveness of two pharmaceutical agents are equiva-
lent will cost alone determine the choice of therapy. 
Cost-effectiveness analysis requires that cost be 
weighed against effectiveness and that when two 
or more alternatives are being compared, the addi-
tional cost per additional unit of effectiveness be 
measured. Beyond these considerations of cost 
identifi cation and cost -effectiveness, a full eco-
nomic analysis will also assess the net value, or 
utility, of the drug ’s clinical contribution. Moreover, 
cost-effectiveness is about relative value in specifi c 
therapies. Decision makers under austere budgets 
may need to consider whether therapies are cost 
saving if they want to maintain a fi xed health -care
budget.

This is a challenging period for the fi eld of clini-
cal economics. Many of the earlier methodologic 
challenges of the fi eld have been addressed, and 
researchers have gained experience in implement-
ing economic evaluations in a multitude of settings. 
This experience has raised new questions for those 
interested in the development of new clinical ther-
apies and in the application of economic data to the 
decision making process. 

With the increasing importance of multinational 
clinical trials in the clinical development process, 
many of the problems facing researchers today 
involve the conduct of economic evaluations in 
multinational settings. Foremost among these is the 
problem of generalizability. 38 There is little consen-
sus among experts as to whether the fi ndings of 
multinational clinical trials are more generalizable 
than fi ndings from trials conducted in single coun-
tries. This question is even more problematic for 
multinational economic evaluations, because the 
fi ndings of economic evaluations refl ect complex 
interactions between biology, epidemiology, prac-
tice patterns, and costs that differ from country to 
country. 128

As physicians are asked simultaneously to rep-
resent their patients ’ interests while being asked to 

Increasing and decreasing the hospital costs by 
50% yielded mean differences in total costs ranging 
from $36 528 to $75 531. Increasing the number of 
cycles of paclitaxel and docetaxel caused a greater 
increase in costs for patients in the conventional -
dose chemotherapy group, because more patients 
in this group were treated with these drugs. 

The authors concluded that high -dose chemo-
therapy plus stem -cell transplantation for women 
with metastatic breast cancer was more costly and 
resulted in greater morbidity with no improve-
ment in survival. By studying resource use and 
estimating costs, the authors were able to quantify 
the economic burden associated with the two 
treatments and to provide information about the 
clinical trajectories of patients with metastatic 
breast cancer. 

The future 

The emergence of cost as a criterion for the evalu-
ation of pharmaceutical products requires the con-
tinued development and application of research 
methods to guide decision makers. Patients, and 
physicians acting on their behalf, are principally 
concerned about the effectiveness and safety of 
drugs. However, as patients, payers, and society 
become more concerned about the cost of medical 
care, the clinical contribution of pharmaceutical 
agents will be weighed against their costs and com-
pared with the next best alternative. As third -party
payers increasingly cover drug costs, they will be 
concerned with their expenditures on pharmaceu-
ticals and the value obtained for the money 
spent. Hospitals and other providers of care, 
operating under increasingly constrained budgets, 
will increase their assessments of pharmaceutical 
expenditures. In the United States, comparative 
effectiveness research and evidenced -based medi-
cine are likely to shape access to clinical therapies 
(see Chapter 32).

The naive decision maker might weigh drugs 
according to their purchase price alone. This para-
digm ignores two essential elements in choosing 
pharmaceuticals. First, in identifying a drug ’s cost, 
its purchase price is only part of its real economic 
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Assess Health Care 1990; 6: 93–103.
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Cost - Effectiveness in Health and Medicine. New York :

Oxford University Press , 1996.
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guidelines for the economic evaluation of pharma-

ceuticals. Pharmacoeconomics 1999; 15: 459–68.

17. Commonwealth Department of Human Services and 

Health. Guidelines for the Pharmaceutical Industry on 

Preparation of Submissions to the Pharmaceutical Benefi ts 

Advisory Committee Including Major Submission Involving 

Economic Analyses. Canberra, Australia : Australian
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18. Drummond MF . The use of health economic infor-

mation by reimbursement authorities . Rheumatology

2003; 42 ( Suppl 3 ): iii60–iii3.

19. Nishimura S, Torrance GW , Ikegami N, Fukuhara S,

Drummond M, Schubert F. Information barriers to 

the implementation of economic evaluations in 

Japan. Pharmacoeconomics 2002; 20 ( Suppl 2 ): 9–15.
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Manufacturers and Sponsors, Technology Appraisals 

Process Series no. 5. London: National Institute for 

Clinical Excellence , 2001.

21. Pharmaceutical Management Agency Ltd (PHAR-

MAC). A Prescription for Pharmacoeconomic Analysis,

version 1, September 24, 1999.

deliver clinical services with parsimony, and as 
reimbursement for medical services becomes more 
centralized in the United States and other coun-
tries, decision makers must turn for assistance to 
collaborative efforts of epidemiologists and econo-
mists in the assessment of new therapeutic agents. 
Through a merger of epidemiology and econom-
ics,129 better information can be provided to the 
greatest number of decision makers, and limited 
resources can be used most effectively for the 
health of the public. 
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Introduction 

One may judge the impact of drug interventions by 
examining a variety of outcomes. In some situa-
tions, the most compelling evidence of drug effi -
cacy may be found as a reduction in mortality 
(beta-blockers after myocardial infarction), rate 
of hospitalization (neuroleptic agents for schizo-
phrenia), rate of disease occurrence (antihyperten-
sives for strokes), or rate of disease recurrence 
(chemotherapy after surgical cancer treatment). 
Alternatively, clinicians frequently rely on direct 
physiological or biochemical measures of the sever-
ity of a disease process and the way drugs infl uence 
these measures —for example, left ventricular ejec-
tion fraction in congestive heart failure, spirometry 
in chronic airfl ow limitation, or glycosylated hemo-
globin level in diabetes mellitus. 

However, clinical investigators have recognized 
that there are other important aspects of the useful-
ness of the interventions which these epidemio-
logic, physiologic, or biochemical outcomes do not 
address, and are typically patient -reported out-
comes. These areas encompass the ability to func-
tion normally; to be free of pain and physical, 
psychological, and social limitations or dysfunction; 
and to be free from iatrogenic problems associated 
with treatment. On occasion, the conclusions 
reached when evaluating different outcomes may 

differ: physiologic measurements may change 
without people feeling better, 1,2 a drug may amel-
iorate symptoms without a measurable change in 
physiologic function, or life prolongation may be 
achieved at the expense of unacceptable pain 
and suffering. 3 The recognition of these patient -
important (versus disease -oriented) and patient -
reported areas of well -being led to the introduction 
of a technical term: health -related quality -of-life
(HRQL).

The term “quality-of-life,” as it is often used, 
lacks focus and precision and, because it is an 
abstract concept, its defi nition has led to much 
debate. Since the patient ’s subjective well -being is 
infl uenced by many factors unrelated to the disease 
process or treatment (e.g., education, income, 
quality of the environment, etc.), investigators 
have adopted the narrower term, HRQL. Some 
defi nitions of HRQL refl ect the evaluation of 
patients’ overall well -being in several broad 
domains (physiologic, functional, psychological, 
and social status), and in subcomponents of each 
domain (e.g., pain, sleep, activities of daily living, 
and sexual function within physical and functional 
domains).

It follows that HRQL is a multifactorial concept 
that, from the patient ’s perspective, represents the 
fi nal common pathway of all the physiological, psy-
chological, and social infl uences of the therapeutic 
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testing. For example, Croog and colleagues studied 
the effect of three established antihypertensive 
drugs—captopril, methyldopa, and propranolol —
on quality -of-life, long after their introduction into 
clinical practice. 7 Their report, which showed an 
advantage of captopril in several HRQL domains, 
had a major impact on drug prescription patterns 
at the time of its publication. The earlier in the 
process of drug development potential effects on 
quality-of-life are recognized, the sooner appropri-
ate data may be collected and analyzed. 

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

Researchers willing to accept the notion of the 
importance of measuring HRQL in pharmacoepide-
miologic research and ready to use HRQL instru-
ments in postmarketing (or, in some cases, 
premarketing) trials, face a considerable number of 
challenges. These challenges start with the realiza-
tion that, as we have noted, there is no universal 
agreement on what the concept of quality -of-life
actually entails. Thus, investigators must defi ne as 
precisely as possible the aspects of HRQL in which 
they are interested. 

Having identifi ed the purpose for which an 
investigator wishes to use an HRQL instrument, 
one must be aware of the measurement properties 
required for it to fulfi ll its purpose. An additional 
problem occurs at this stage if researchers devel-
oped the original instrument in a different lan-
guage, because one cannot assume the adequate 
performance of an instrument after its translation. 
At the next step, the investigator must choose 
from many available HRQL measurement instru-
ments. When one has dealt satisfactorily with all 
these problems, the investigator has to ensure —as
in any measurement —the rigorous fashion (stand-
ardized, reproducible, unbiased) with which to 
obtain the measurements (interviews or self - or 
computer -administered questionnaires). Finally, 
one is left with the chore of interpreting the data 
and translating the results into clinically meaning-
ful terms. 8,9

process.4 It follows also that, when assessing the 
impact of a drug on a patient ’s HRQL, one may be 
interested in describing the patient ’s status (or 
changes in the patient status) on a whole variety 
of domains, and that different strategies and instru-
ments are required to explore separate domains. 

Defi nitions of HRQL, both theoretical and prac-
tical, remain controversial. Most HRQL measure-
ment instruments focus largely on how patients are 
functioning, e.g., their ability to care for themselves 
and carry out their usual roles in life. While this 
pragmatic view of HRQL has gained ascendancy, 
there remain those who argue that, unless you are 
tapping into individual patients ’ own values and 
preferences of health states, you may be measuring 
health status but you are not measuring HRQL. 5

Consider, for instance, a woman with quadriplegia 
who, despite her limitations, is very happy and 
fulfi lled and values her life highly (more, for 
instance, than most people, or more than she did 
before she suffered quadriplegia). On most domains 
of most HRQL instruments, this woman ’s results 
would suggest a poor HRQL, despite the high value 
she places on her health state. Investigators and 
those interpreting the results of HRQL measure 
should be aware of the varying emphasis put on 
individual patient values and preferences in the 
different types of instruments. 6

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

HRQL effects may be pertinent in investigating and 
documenting both benefi cial as well as harmful 
aspects of drug action. The knowledge of these drug 
effects may be important, not only to the regula-
tory agencies and physicians prescribing the drugs, 
but to the people who agree to take the medication 
and live with both its benefi cial actions and detri-
mental side effects. Investigators must therefore 
recognize the clinical situations where a drug may 
have an important effect on HRQL. This requires 
careful examination of data available from earlier 
phases of drug testing and, until now, has usually 
been performed in the latter stages of Phase III 
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longitudinal construct validity. To explain the former 
one could hypothesize that scores on one HRQL 
instrument should correlate with scores on another 
HRQL instrument or a physiological measure when 
measured at one point in time. For example, for 
identifi cation of patients with chronic airfl ow limi-
tation who have moderate to severe functional 
status impairment, an instrument measuring 
patient-reported dyspnea should show correlation 
with spirometry. In contrast, one would anticipate 
that spirometry would discriminate less well 
between those with worse and better emotional 
function than it does between those with worse 
and better physical function. To exemplify longitu-
dinal construct validity one could hypothesize that 
changes in spirometry related to a use of a new drug 
in patients with chronic airfl ow limitation should 
bear a close correlation with changes in functional 
status of the patient and a weaker correlation with 
changes in their emotional status. 

The second attribute of an HRQL instrument is 
its ability to detect the “signal,” over and above the 
“noise” which is introduced in the measurement 
process. For discriminative instruments, those that 
measure differences among people at a single point 
in time, this “signal” comes from differences 
between patients in HRQL. In this context, the way 
of quantifying the signal -to-noise ratio is called reli-
ability. If the variability in scores between subjects 
(the signal) is much greater than the variability 
within stable subjects (the noise), an instrument 
will be deemed reliable. Reliable instruments will 
generally demonstrate that stable subjects show 
more or less the same results on repeated admin-
istration. The reliability coeffi cient (in general most 
appropriately an intraclass correlation coeffi cient) 
measuring the ratio of between -subject variance to 
total variance (which includes both between - and 
within-subject variance) is the statistic most fre-
quently used to measure signal -to-noise ratio for 
discriminative instruments. 

Classical reliability focuses on each observation 
or test score with a single true score, which belongs 
to one family of parallel observations, and yields 
a single reliability coeffi cient. Cronbach and 
colleagues introduced generalizability theory (G 
theory) as a framework for conceptualizing, 

Currently  available solutions

Quality-of-life measurement 
instruments in investigating
new drugs: potential use and 
necessary attributes
In theory, any HRQL instrument could be used 
either to discriminate among patients (either 
according to current function or according to future 
prognosis), or to evaluate changes occurring in the 
health status (including HRQL) over time. 10,11 In 
most clinical trials, the primary objective of quality -
of-life instruments is the evaluation of the effects 
of therapy, expressing treatment effects as a 
change in the score of the instrument over time. 
Occasionally, the intended use of instruments is to 
discriminate among patients. An example would be 
a study evaluating the effect of drug treatment on 
functional status in patients after myocardial inf-
arction, where the investigators may wish to divide 
potential patients into those with moderate versus 
poor function (with a view toward intervening in 
the latter group). 

The purpose for which investigators use an 
instrument dictates, to some degree, its necessary 
attributes. Each HRQL measurement instrument, 
regardless of its particular use, should be valid. The 
validity of an instrument refers to its ability to 
measure what it is intended to measure. This 
attribute of a measurement instrument is diffi cult 
to establish when there is no gold standard, as is 
the case with evaluation of HRQL. In such situa-
tions, where so -called criterion validity cannot be 
established, the validity of an instrument is fre-
quently established in a step -wise process including 
examination of face validity (or sensibility) 12 and 
construct validity.

Face validity (sensibility) relies on an intuitive 
assessment of the extent to which an instrument 
meets a number of criteria, including applicability, 
clarity and simplicity, likelihood of bias, compre-
hensiveness, and whether redundant items have 
been included. Construct validity refers to the 
extent to which results from a given instrument 
relate to other measures in a manner consistent 
with theoretical hypotheses. It is useful to distin-
guish between cross - sectional construct validity and 
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be combined with its stability under unchanged 
conditions.

An example of an index of responsiveness is the 
ratio of the magnitude of change that corresponds 
to the minimally important difference (MID), to the 
variability in score in stable subjects. 18 Investigators 
have suggested other measurements of responsive-
ness, but they all rely on some way of relating 
signal to noise. 18–22

Another essential measurement property of an 
instrument is the extent to which one can under-
stand the magnitude of any differences between 
treatments that a study demonstrates —the instru-
ment’s interpretability. If a treatment improves 
HRQL score by 3 points relative to control, what 
are we to conclude? Is the treatment effect very 
large, warranting widespread dissemination in clin-
ical practice, or is it trivial, suggesting the new 
treatment should be abandoned? This question 
highlights the importance of being able to interpret 
the results of HRQL questionnaire scores. 

While our capacity to interpret results remains 
limited, investigators are adducing more and more 
information to enhance instrument interpretabil-
ity. 8,9 Researchers have developed a number of 
strategies to address this diffi cult issue. Successful 
strategies have three things in common. First, they 
require an independent standard of comparison. 
Second, this independent standard must itself be 
interpretable. Third, there must be at least a moder-
ate relationship between changes in questionnaire 
score and changes in the independent standard. 
The authors of this chapter have found that a cor-
relation of 0.5 approximates the boundary between 
an acceptable and unacceptable relationship for 
establishing interpretability. 

In our own work, we have often used global 
ratings of change (patients classifying themselves as 
unchanged, or experiencing small, medium, and 
large improvements, or deteriorations) as the inde-
pendent standard. We construct our disease -specifi c 
instruments using 7 -point scales with an associated 
verbal descriptor for each level on the scale. For 
each questionnaire domain, we divide the total 
score by the number of items so that domain scores 
can range from 1 to 7. Using this approach to 
framing response options, we have found that the 

investigating, and designing reliable observations in 
response to limitations of the true -score-model of 
classical reliability theory. 13–15

G theory acknowledges that in any measure-
ment situation there are multiple, perhaps infi nite, 
sources of error variance. 16 It involves the same 
assumptions as classical test theory, but is simply 
an extension that allows for a linear model includ-
ing multiple sources of error. Application of G 
theory focuses on identifying and measuring these 
error variances. Once an investigator has identifi ed 
all possible sources of error (e.g., domains or sub-
components of domains, raters, study centers), he 
or she can construct appropriate coeffi cients and 
show the extent to which one can generalize from 
observations made by one rater on one occasion 
about, for instance, a marker state (patient sce-
nario), to the same rater (test –retest reliability) on 
a different occasion or to a different rater on the 
same occasion (inter -rater reliability). One assump-
tion underlying G theory is that it is not possible to 
present a standard G theory design because each 
design may have different error sources. G theory 
provides an approach for dealing with these 
multiple sources of variance, 16 using multifactor 
repeated measures analysis of variance (ANOVA) to 
compute mean square terms for each main effect 
and interaction. 17

For evaluative instruments, those designed to 
measure changes within individuals over time, the 
“signal” comes from the differences in HRQL within 
patients associated with the intervention. The way 
of determining the signal -to-noise ratio is called 
responsiveness and refers to an instrument ’s ability 
to detect change. If a treatment results in an impor-
tant difference in HRQL, investigators may wish to 
be confi dent they will detect that difference, even 
if it is small. The responsiveness of an instrument 
is directly related to: (i) the magnitude of the dif-
ference in score in patients who have improved or 
deteriorated (the capacity to measure this signal 
can be called changeability), and (ii) the extent to 
which patients who have not changed obtain more 
or less the same scores (the capacity to minimize 
this noise can be called reproducibility). It follows 
that, to be of use, the ability of an instrument to 
show change when such change occurs has to 



Chapter 39: Using Quality-of-Life Measurements in Pharmacoepidemiologic Research 713

should ensure that the strength of the correlation 
between the change scores of these instruments 
exceeds a minimum (for example, a correlation 
coeffi cient of 0.5). 

Yet another approach to estimate the MID 
involves enrolling panels of experts or patients and 
using qualitative research methods, such as Delphi 
techniques. Using a panel -based approach, Wyrwich 
et al. enrolled pulmonary physicians to determine 
the MID of the CRQ. 30 All panel members were 
familiar with the CRQ, received information about 
the instrument, and received materials about the 
previously established MID for the instrument. The 
experts came to a consensus on what constitutes 
the MID of the CRQ. The results for the MID were 
similar to those obtained with the anchor -based
approach described above (a change of 0.5 on the 
7-point scale). 

Investigators have proposed distribution -based
methods to determine interpretability of HRQL 
instruments. Distribution -based methods differ 
from anchor -based methods in that they interpret 
results in terms of the relation between the mag-
nitude of effect and some measure or measures of 
variability in results. 9 The magnitude of effect can 
be the difference in an individual patient ’s score 
before and after treatment, a single group ’s score 
before and after treatment, or the difference in 
score between treatment and control groups. As a 
measure of variability, investigators may choose 
between-patient variability (the standard deviation 
of patients at baseline, for instance) or within -
patient variability (the standard deviation of change 
that patients experienced during a study). 

If an investigator used the distribution -based
approach, the clinician would see a treatment effect 
reported as, for instance, 0.3 standard deviation 
units. The great advantage of distribution -based
methods is that the values are easy to generate for 
almost any HRQL instrument because there will 
always be one or more measures of variability 
available. This contrasts with the work needed to 
generate an anchor -based interpretation, evident 
from the prior discussion. The problem related to 
this methodology is that the units do not have 
intuitive meaning to clinicians. It is possible, 
however, that clinicians could gain experience with 

smallest difference that patients consider important 
is often approximately 0.5 per question. 21,23 A mod-
erate difference corresponds to a change of approx-
imately 1.0 per question, and changes of greater 
than 1.5 can be considered large. So, for example, 
in a domain with four items, patients will consider 
a one point change in two or more items as impor-
tant. This fi nding seems to apply across different 
areas of function, including dyspnea, fatigue, and 
emotional function in patients with chronic airfl ow 
limitation;21 symptoms, emotional function, and 
activity limitations in both adult 23 and child 24

asthma patients, and parents of child asthma 
patients;25 and symptoms, emotional function, and 
activity limitations in adults with rhinoconjunctivi-
tis.26 Similar observations may be derived from 
reports of other investigators. 27

The approach that we have just described relies 
on within -patient comparisons as the independent 
standard. An alternative is between -patient com-
parisons. In one example of this approach, we 
formed groups of seven patients with chronic 
airfl ow limitation participating in a respiratory 
rehabilitation program. 28 Each patient completed 
the Chronic Respiratory Questionnaire (CRQ). The 
patients conversed with one another long enough 
to make judgments about their relative experience 
of fatigue in daily life. While there was a bias in 
their assessment (patients generally considered 
themselves better off than one another), their rela-
tive ratings allow estimates of what differences in 
CRQ score constitute small, medium, and large dif-
ferences. The results were largely congruent with 
the fi ndings from the within -patient rating studies. 28

Another anchor -based approach uses HRQL 
instruments for which investigators have estab-
lished the minimal important difference (MID). 
Investigators can apply regression or other statisti-
cal methods to compute the changes on a new 
instrument that correspond to those of the instru-
ment with the established MID. For example, using 
the established MID of the CRQ we computed the 
MID for two other instruments that measure HRQL 
in patients with chronic airfl ow limitation, the 
feeling thermometer and the St George ’s Respira-
tory Questionnaire. 29 Similar to the anchor -based
approach using transition ratings, investigators 
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ard error of measurement), but the reliability will 
also increase (tending to lower the standard error 
of measurement). Thus, the standard error of 
measurement largely refl ects within -person varia-
bility over time. Wyrwich and colleagues provide 
an example of using the SEM approach in their 
study following 471 outpatients with chronic 
obstructive pulmonary disease. The authors used 
the SEM to correlate this distribution -based method 
with the MID. 33 They found that the SEM method 
consistently suggested an MID of the CRQ of 
approximately 0.5. In addition, the research 
revealed that this methodology shows consistent 
estimates for the MID across a wide range of HRQL 
scores on the CRQ. 

Using four prospectively collected longitudinal 
data sets for four established HRQL instruments 
(i.e., Pediatric Ulcerative Colitis Activity Index, 
Pediatric Crohn ’s Disease Activity Index, the 
Rhinoconjunctivitis Quality of Life Questionnaire, 
and the Chronic Respiratory Questionnaire), a 
recent study compared anchor -based methods 
versus fi ve distribution -based methods for estab-
lishing MID. 34 For HRQL instruments, 0.5 and 1 
SEM seemed to provide values closest to the 
anchor -based estimates of MID. However, the 
investigators found a lack of consistency between 
anchor and distribution -based methods and sub-
stantial variability between proposed distribution -
based approaches. Given this lack of consistency, 
authors argue that distribution -based approaches 
should act only as a provisional substitute, pending 
availability of empirically established anchor -based
estimates.34

Investigators can also use as independent stand-
ards measures that clinicians, through long experi-
ence, already know well. For example, scores on a 
generic measure of HRQL, the Sickness Impact 
Profi le (SIP), range from an average of 8.2 in 
patients with American Rheumatism Association 
arthritis class I, to 25.8 in class IV. 35 Another stand-
ard would be obtained by administering question-
naires to patients before and after an intervention 
of known effectiveness with which clinicians are 
familiar, so that they can see the change in score 
associated with response to treatment. For example, 
patients shortly after hip replacement have scores 

standard deviation units in the same way they 
learn to understand other HRQL scores. 

Cohen addressed this problem in a seminal work 
by suggesting that changes in the range of 0.2 
standard deviation units represent small changes, 
those in the range of 0.5 standard deviation units 
represent moderate changes, and those in the range 
of 0.8 standard deviation units represent large 
changes.31 Thus, one would tell a clinician that if 
trial results show a 0.3 standard deviation differ-
ence between treatment and control, then the 
patient can anticipate a small improvement in 
HRQL with treatment. The problem with this 
approach is the arbitrariness. Do 0.2, 0.5, and 0.8 
standard deviation units consistently represent 
small, medium, and large effects? 

In response to this problem, investigators have 
attempted to provide empirical evidence about 
the relationship between distribution -based and 
anchor -based results. These studies address the 
question, “What is the appropriate interpretation of 
a particular magnitude of effect in distribution -
based units, as judged by the results of anchor -
based studies? ” For example, we described the MID 
for the CRQ based on Cohen ’s effects size in patients 
completing a respiratory rehabilitation program. 29

The CRQ scores that corresponded to 0.2, 0.5, and 
0.8 standard deviation units were as follows: CRQ 
dyspnea 0.24, 0.61, and 0.98; CRQ fatigue 0.27, 
0.67, and 1.08; CRQ emotional function 0.24, 0.60, 
and 0.96; and CRQ mastery 0.24, 0.60, and 0.96. 
Thus, this work indicates the MID to be in the 
range of 0.2 to 0.5 standard deviation units. 

The standard error of measurement (SEM) 
presents another distribution -based method. It is 
defi ned as the variability between an individual ’s
observed score and the true score, and is computed 
as the baseline standard deviation multiplied by the 
square root of 1 minus the reliability of the QOL 
measure. In theory, a QOL measure ’s standard 
error of measurement is sample independent, 
whereas its component statistics, the standard devi-
ation and the reliability estimate, are sample 
dependent and vary around the standard error of 
measurement.32 When the between -person varia-
bility in the population increases, the standard 
deviation will increase (tending to raise the stand-
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us to calculate the proportion of patients who 
achieved benefi t from salmeterol —that is, the pro-
portion who had an important improvement 
(greater than 0.5 in one of the HRQL domains) 
while receiving salmeterol relative to salbutamol. 
For the activity domain of the AQLQ, this propor-
tion proved to be 0.22 (22%). The NNT is simply 
the inverse of the proportion who benefi t, in this 
case 4.5. Thus, clinicians need to treat fewer than 
fi ve patients with salmeterol to ensure that one 
patient obtains an important improvement in their 
ability to undertake activities of daily living. 

In another randomized trial examining the 
effect of a respiratory rehabilitation program in 
patients with chronic lung disease, we found a 
mean difference between rehabilitation patients 
and the community controls of 0.40 in the emo-
tions domain of the CRQ. 41 This difference is less 
than the value of 0.5 that represents the minimal 
important difference in an individual patient. 
However, the data from the trial allowed us to 
calculate the proportion of patients who were ≥0.5
better in their emotional function while receiving 
rehabilitation than would have been the case had 
they been in the community control group. This 
turned out to be 0.30, which translates into an NNT 
of 4 (or exactly 3.3) patients. 

This discussion emphasizes that, to interpret the 
results of HRQL measurement in pharmacoepide-
miologic studies requires clinicians to be aware of 
the changes in score that constitute trivial, small, 
medium, and large differences in HRQL. Further, 
looking at mean differences between groups can be 
misleading. The distribution of differences is criti-
cal, and can be summarized in an informative 
manner using the NNT. 

Quality-of-life measurement 
instruments: taxonomy and
potential use
Clinical journals have published trials in which 
HRQL instruments are the primary outcome meas-
ures. With the expanding importance of HRQL in 
evaluating new therapeutic interventions, investi-
gators (and readers) are faced with a large array of 
instruments. Researchers have proposed different 
ways of categorizing these instruments, according 

of 30 on the SIP, scores which decrease to less than 
5 after full convalescence. 36 Relationships between 
HRQL and a variety of marker states can also be 
useful: SIP scores in patients with chronic airfl ow 
limitation severe enough to require home oxygen 
are approximately 24; 37 scores in patients with 
chronic, stable angina are approximately 11.5. 38

Clinicians and investigators tend to assume that, 
if the mean difference between a treatment and a 
control is appreciably less than the smallest change 
that is important, then the treatment has a trivial 
effect. This may not be so. Let us assume that a 
randomized clinical trial (RCT) shows a mean dif-
ference of 0.25 in a questionnaire with an MID of 
0.5. One may conclude that the difference is unim-
portant, and the result does not support adminis-
tration of the treatment. This interpretation assumes 
that every patient given treatment scored 0.25 
better than they would have, had they received the 
control. However, it ignores possible heterogeneity 
of the treatment effect. Depending on the true dis-
tribution of results, the appropriate interpretation 
may be different. 

Consider a situation where 25% of the treated 
patients improved by a magnitude of 1.0, while the 
other 75% did not improve at all (mean change of 
0). This would indicate that the 25% of treated 
patients obtained moderate benefi t from the inter-
vention. Using the number needed to treat (NNT), 
a methodology developed for interpreting the mag-
nitude of treatment effects, investigators have 
found that clinicians commonly treat 25 to 50 
patients, and often as many as 100, to prevent a 
single adverse event. 39 Thus, the hypothetical treat-
ment with a mean difference of 0.25 and an NNT 
of 4 proves to have a powerful effect. 

We have shown that this issue is much more 
than hypothetical. 40 In a crossover randomized 
trial in asthmatic patients comparing the short -
acting inhaled beta -agonist salbutamol to the long -
acting inhaled beta -agonist salmeterol, we found a 
mean difference of 0.3 between groups in the activ-
ity dimension of the Asthma Quality -of-Life
Questionnaire (AQLQ). This mean difference rep-
resents slightly more than half the minimal impor-
tant difference in an individual patient. Knowing 
that the minimal important difference is 0.5 allows 
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While each health profi le attempts to measure 
all important aspects of HRQL, they may slice 
the HRQL pie quite differently. For example, the 
McMaster Health Index Questionnaire follows the 
World Health Organization approach and identifi es 
three dimensions: physical, emotional, and social. 
The SIP includes a physical dimension (with cate-
gories of ambulation, mobility, body care, and 
movement), a psychosocial dimension (with cate-
gories including social interaction and emotional 
behavior), and fi ve independent categories includ-
ing eating, work, home management, sleep and 
rest, and recreations and pastimes. 

General health profi les offer a number of 
advantages to the clinical investigator. Their repro-
ducibility and validity have been established, often 
in a variety of populations. When using them for 
discriminative purposes, one can examine and 
establish areas of dysfunction affecting a particular 
population. Identifi cation of these areas of 
dysfunction may guide investigators who are con-
structing disease -specifi c instruments to potentially 
target areas with the greatest impact on the quality -
of-life. Health profi les, used as evaluative instru-
ments, allow determination of the effects of an 
intervention on different aspects of quality -of-life,
without necessitating the use of multiple instru-
ments (which may save both the investi gator’s and 
the patient ’s time). Because health profi les are 
designed for a wide variety of conditions, one can 
potentially compare the effects on HRQL of differ-
ent interventions in different diseases. Profi les that 
allow computation of a single score can be used in 
a cost -effectiveness analysis, in which the cost of 
an intervention in dollars is related to its outcome 
in natural units (see Chapter 38).

The main limitation of health profi les is that 
they may not focus adequately on the aspects of 
quality-of-life specifi cally infl uenced by a particular 
intervention. This may result in an inability of the 
instrument to detect a real effect in the area of 
importance (i.e., lack of responsiveness). In fact, 
disease-specifi c instruments offer greater respon-
siveness compared with generic instruments. 54,55

We will return to this issue when we discuss the 
alternative approach, specifi c instruments. 

to the purpose of their use; into instruments 
designed for screening, providing health profi les, 
measuring preference, and making clinical deci-
sions;42 or into discriminative and evaluative instru-
ments (as above). 

We have also suggested a taxonomy based on 
the domains of HRQL which an instrument attempts 
to cover. 43 According to this taxonomy, an HRQL 
instrument may be categorized, in a broad sense, 
as generic or specifi c.  Generic instruments cover (or 
at least aim to cover) the complete spectrum of 
function, disability, and distress of the patient, and 
are applicable to a variety of populations and condi-
tions. Within the framework of generic instru-
ments, health profi les and utility measures provide 
two distinct approaches to measurement of global 
quality-of-life. Specifi c instruments are focused on 
disease or treatment issues particularly relevant to 
the disease or condition of interest. 

Generic instruments
Health profi les 
Health profi les are single instruments that measure 
multiple different aspects of quality -of-life. They 
usually provide a scoring system that allows aggre-
gation of the results into a small number of scores 
and sometimes into a single score (in which case, it 
may be referred to as an index). As generic meas-
ures, they are designed for use in a wide variety of 
conditions. For example, one health profi le, the SIP 
contains 12 “categories” which can be aggregated 
into two dimensions and fi ve independent catego-
ries, and also into a single overall score. 36 The SIP has 
been used in studies of cardiac rehabilitation, 44 total 
hip joint arthroplasty, 45 and treatment of back pain. 46

In addition to the SIP, there are a number of other 
health profi les available: the Nottingham Health 
Profi le, 47 the Duke –UNC Health Profi le, 48 and 
the McMaster Health Index Questionnaire. 49

Increasingly, a collection of related instruments 
from the Medical Outcomes Study 50 have become 
the most popular and widely used generic instru-
ments. Particularly popular is one version that 
includes 36 items, the SF -36.51–53 The SF -36 is avail-
able in over 40 languages, and normal values for the 
general population in many countries are available. 
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A major advantage of utility measurement is its 
amenability to cost –utility analysis (see Chapter 
38). In cost –utility analysis, the cost of an interven-
tion is related to the number of quality -adjusted
life-years (QALYs) gained through application of 
the intervention. 63 Cost per QALY may be com-
pared and provides a basis for allocation of scarce 
resources among different health -care programs. 
Results from the utility approach may thus be of 
particular interest to program evaluators and health 
policy decision makers. 

However, utility measurement also has limita-
tions. Utilities can vary depending on how they are 
obtained, raising questions of the validity of any 
single measurement. 64,65 Utility measurement does 
not allow the investigator to determine which 
aspects of HRQL are responsible for changes in 
utility. Finally, utilities potentially share the disad-
vantage of health profi les, in that they may not be 
responsive to small but still clinically important 
changes.

Specifi c  instruments
An alternative approach to HRQL measurement is 
to focus on aspects of health status that are specifi c 
to the area of primary interest. The rationale for 
this approach lies in the increased responsiveness 
that may result from including only those aspects 
of HRQL that are relevant and important in a par-
ticular disease process or even in a particular patient 
situation. One could also focus an instrument only 
on the areas that are likely to be affected by a par-
ticular drug. This latter approach is advanced in the 
design and conduct of randomized controlled trials 
with individual patients —N-of-1 randomized clini-
cal trials. 66

In other situations, the instrument may be spe-
cifi c to the disease (e.g., for chronic lung disease, 
for rheumatoid arthritis, for cardiovascular dis-
eases, for endocrine problems); specifi c to a popula-
tion of patients (e.g., the frail elderly, who are 
affl icted with a wide variety of different diseases); 
specifi c to a certain function (e.g., emotional or 
sexual function); or specifi c to a given condition or 
problem (e.g., pain), which can be caused by a 
variety of underlying pathologies. Within a single 

Utility measurement 
Economic and decision theory provides the under-
lying basis for utility measures (see Chapter  38). The 
key elements of a utility instrument are, fi rst, that 
it is preference -based (i.e., based on patients ’ per-
sonal preferences) and, second, that scores are tied 
to death as an outcome. Typically, HRQL can be 
measured as a utility measure using a single number 
along a continuum from dead (0.0) to full health 
(1.0). The use of utility measures in clinical studies 
requires serial measurement of the utility of the 
patient’s quality -of-life throughout the study. 

There are two fundamental approaches to utility 
measurement in clinical studies. One is to ask 
patients a number of questions about their function 
and well -being. Based on their responses, patients 
are classifi ed into one of a number of categories. 
Each category has a utility value associated with it, 
the utility having been established in previous 
ratings by another group (ideally a random sample 
of the general population). This approach is typifi ed 
by three widely used instruments: the Quality of 
Well -Being Scale, 56–58 the Health Utilities Index, 59

and the Euroqol (EQ5). 60

The second approach is to ask patients to make 
a single rating that takes into account all aspects of 
their quality -of-life.61 This rating can be made in 
many ways. The “standard gamble ” asks patients to 
choose between their own health state and a 
gamble in which they may die immediately or 
achieve full health for the remainder of their lives. 
Using the standard gamble, patients ’ utility or 
HRQL is determined by the choices they make, as 
the probabilities of immediate death or full health 
are varied. Another technique is the “time trade -
off,” in which subjects are asked about the number 
of years in their present health state they would be 
willing to trade -off for a shorter life span in full 
health. A third technique is the use of a simple 
visual analogue scale presented as a thermometer, 
the “feeling thermometer. ”62 When completing the 
feeling thermometer, patients choose the score on 
the thermometer that represents the value they 
place on their health state. The best state is full 
health (equal to a score of 100) and the worst state 
is dead (a score of 0). 
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The disadvantages of specifi c measures are that 
they are (deliberately) not comprehensive, and 
cannot be used to compare across conditions or, at 
times, even across programs. This suggests that 
there is no one group of instruments that will 
achieve all the potential goals of HRQL measure-
ment. Thus, investigators may choose to use mul-
tiple instruments, an issue we will deal with in the 
next section. 

Use of multiple quality-of-life
measures in  clinical studies
Clinical investigators are not restricted to using a 
single instrument in their studies, and investigators 
will often conclude that a single instrument cannot 
yield all the relevant information. For example, 
utility and disease -specifi c measures contribute 
quite different sorts of data, and an investigator 
may want to use one of each. 

Another, somewhat different way of using mul-
tiple instruments is to administer a battery of spe-
cifi c instruments. An example of such an approach 
was a blinded, randomized trial of three antihyper-
tensive agents in primary hypertension. 7 The inves-
tigators identifi ed fi ve dimensions of health they 
were measuring: the sense of well -being and satis-
faction with life, the physical state, the emotional 
state, intellectual functioning, and the ability to 
perform in social roles and the degree of satisfac-
tion from those roles. Even within these fi ve 
dimensions, additional components were present. 
For example, separate measurements of sleep and 
sexual function existed. Patients taking one of the 
three drugs under investigation, captopril, scored 
better on measures of general well -being, work 
performance, and life satisfaction. The lesson for 
the clinician is clearly important: one can have an 
impact on not only the length, but also the quality 
of the patient ’s life according to choice of antihy-
pertensive agent. 

The approach of using multiple instruments, 
although comprehensive, has limitations. First, 
investigators must fi nd a valid, responsive instru-
ment for every attribute they wish to measure. 
Second, it is possible (indeed likely) that only some 
of the instruments chosen will show differences 
between the treatments under investigation. Unless 

condition, the instrument may differ depending on 
the intervention. For example, while success of a 
disease modifying agent in rheumatoid arthritis 
should result in improved HRQL by enabling a 
patient to increase performance of physically stress-
ful activities of daily living, occupational therapy 
may achieve improved HRQL by encouraging 
family members to take over activities formerly 
accomplished with diffi culty by the patient. 
Appropriate disease -specifi c HRQL outcome meas-
ures should refl ect this difference. 

Specifi c instruments can be constructed to 
refl ect the  “single state ” ( “How tired have you 
been: very tired, somewhat tired, full of energy? ”)
or a “transition” ( “How has your tiredness been: 
better, the same, worse? ”).67 Theoretically, the 
same could be said of generic instruments, although 
none of the available generic instruments has used 
the transition approach. Specifi c measures can 
integrate aspects of morbidity, including events 
such as recurrent myocardial infarction. 68

Like generic instruments, disease -specifi c instru-
ments may be used for discriminative purposes. 
They may aid, for example, in evaluating the extent 
to which a primary symptom (for example dyspnea) 
is related to the magnitude of physiological abnor-
mality (for example exercise capacity). 69 Disease -
specifi c instruments can be applied for evaluative 
purposes to establish the impact of an intervention 
on a specifi c area of dysfunction, and hence aid 
in elucidating the mechanisms of drug action. 70

Guidelines provide structured approaches for con-
structing specifi c measures. 71 Whatever approaches 
one takes to the construction of disease -specifi c 
measures, a number of head -to-head comparisons 
between generic and specifi c instruments suggest 
that the latter approach will fulfi ll its promise of 
enhancing responsiveness. 27,72–76

In addition to the improved responsiveness, spe-
cifi c measures have the advantage of relating closely 
to areas routinely explored by the physician. For 
example, a disease -specifi c measure of quality -of-
life in chronic lung disease focuses on dyspnea 
during day -to-day activities, fatigue, and areas of 
emotional dysfunction, including frustration and 
impatience.18 Specifi c measures may therefore 
appear clinically sensible to the clinician. 
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used are valid measures of HRQL? If so, and the 
study failed to demonstrate differences between 
groups, is there good reason to believe the instru-
ment is responsive in this context? If not, the 
results may be a false negative, failing to show the 
true underlying difference in HRQL. 

Whatever the differences between groups, the 
clinician must be able to interpret their magnitude. 
Knowledge of the difference in score that repre-
sents small, medium, and large differences in HRQL 
will be very helpful in making this interpretation. 
Clinicians must still look beyond mean differences 
between groups, and consider the distribution of 
differences. The NNT for a single patient to achieve 
an important benefi t in HRQL offers one way of 
expressing results that clinicians are likely to fi nd 
meaningful.
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1 Department of Epidemiology, Johnson  & Johnson Pharmaceutical Research and Development, Titusville, NJ, USA 
2 Center for Drug Evaluation and Research, US Food and Drug Administration, Silver Spring, MD, USA 

Introduction 

Defi nitions 
Meta - analysis has been defi ned as  “the statistical 
analysis of a collection of analytic results for the 
purpose of integrating the fi ndings ”.1 Other defi ni-
tions have included qualitative, as well as quantita-
tive, analyses. 2 Meta -analysis is used to identify 
sources of variation among study fi ndings and, 
when appropriate, to provide an overall measure 
of effect as a summary of those fi ndings. 3 While 
epidemiologists have been cautious about adopting 
meta-analysis, because of the inherent biases in the 
component studies and the great diversity in study 
designs and populations, 4–6 the need to make the 
most effi cient and intelligent use of existing data 
prior to (or instead of) embarking on a large, 
primary data collection effort has dictated a pro-
gressively more accepting approach. 6–11 Meta -
analysis of randomized clinical trials has found such 
wide acceptance that an entire international organ-
ization, the Cochrane Collaboration, has been built 
around the performance and updating of system-
atic reviews and meta -analyses of trials. 12 Cochrane 
Reviews are maintained in a publicly available elec-
tronic library. More information is available on the 
Cochrane web site (http://www.cochrane.org). A 
similar structure has developed in the social sci-
ences, in the form of the Campbell Collaboration. 13

Meta-analysis may be regarded as a “state-of-
the-art” literature review, employing statistical 
methods in conjunction with a thorough and sys-
tematic qualitative review. 14 The distinguishing 
feature of meta -analysis, as opposed to the usual 
qualitative literature review, is its systematic, 
structured, and presumably objective presentation 
and analysis of available data. The traditional 
review has been increasingly recognized as being 
subjective.14–17 With the support of leading 
scientists18 and journal editors, 19 there has been 
growing acceptance of the concept that the litera-
ture review can be approached as a more rigorous 
scientifi c endeavor, specifi cally, an observational 
study with the same requirements for planning, 
prespecifi cation of defi nitions, use of eligibility defi -
nitions, etc., as any other observational study. In 
recent years, the terms “research synthesis ” and 
“systematic review ” have been used to describe 
the structured review process in general, while 
“meta-analysis” has been reserved for the quantita-
tive aspects of the process. For the purposes of 
this chapter, we shall use  “meta-analysis” in the 
more general sense. Meta -analysis provides the 
conceptual and quantitative framework for such 
rigorous literature reviews; similar measures 
from comparable studies are tabulated systemati-
cally and the effect measures are combined when 
appropriate.
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founding and bias of non -experimental studies, the 
exploration of reasons for inconsistencies of results 
across previous studies, the exploration of sub-
groups of patients in whom therapy may be more 
or less effective, the combination of studies involved 
in the approval process for new therapies, and the 
study of positive effects of therapies, as in the inves-
tigation of new indications for existing therapies, 
particularly when the outcomes being studied are 
uncommon or the past studies have been small. 

One major challenge to the investigation of 
adverse events using non -experimental studies 
involves obtaining information on these events 
that is unconfounded by indication (see Chapter 
37). These adverse events often occur only rarely, 
making their evaluation still more diffi cult. The 
results of non -experimental studies of whether 
such events are associated with a particular drug 
may be confl icting, leaving a confusing picture for 
practicing clinicians and policy makers to interpret. 
Meta-analysis, by combining results from many 
randomized studies, can address the problem of rare 
events and rectify the associated lack of adequate 
statistical power in a setting free of the confounding 
and bias of non -experimental studies. When reports 
of several investigations of a specifi c suspected 
adverse drug reaction disagree, whether rand-
omized or non -experimental in design, meta -
analysis can also be used to help resolve these 
disagreements. These disagreements among studies 
may arise from differences in the choice of end-
points, the exact defi nition of exposure, the eligibil-
ity criteria for study subjects, the methods of 
obtaining information, other differences in proto-
cols, or a host of other reasons possibly related to 
the susceptibility of the studies to bias. While it is 
not possible to produce a defi nitive answer to every 
research question, the exploration of the reasons 
for heterogeneity among study results may at least 
provide valuable guidance concerning the design of 
future studies. 

Historically in drug development, it has been 
common practice to look at safety data from indi-
vidual trials in isolation as they are completed. 
Subsequently, just prior to submission of a new 
product application, data from multiple studies are 
summarized in an “Integrated Summary of Safety ”

Several activities may be included under the 
above defi nition of meta -analysis. Perhaps the most 
popular conception of meta -analysis, for most clini-
cally oriented researchers, is the summary of a 
group of randomized clinical trials dealing with a 
particular therapy for a particular disease. An 
example of this approach would be a meta -analysis
that examined the effects of aspirin following myo-
cardial infarction. Typically, this type of meta -
analysis would present an overall measure of the 
effi cacy of treatment, for example a summary odds 
ratio. Summary measures may be presented for 
different subsets of trials involving specifi c types of 
patients, for example studies restricted to men 
versus studies that include both men and women. 
More sophisticated meta -analyses also examine the 
variability of results among trials and, when results 
have been confl icting, attempt to uncover the 
sources of the disagreements. 20

More recently, meta -analyses of non -experimental
epidemiologic studies have been performed, 21–24

and articles have been written describing the meth-
odologic considerations specifi c to those meta -
analyses.25–32 In general, both the meta -analyses of 
non-experimental studies and the associated meth-
odologic articles tend to focus more on the explora-
tion of reasons for disagreement among the results 
of prior studies, including the possibility of bias. 
Given the greater diversity of designs of non -
experimental studies, it is logical to fi nd more disa-
greement among non -experimental studies than 
among randomized trials. 

This chapter summarizes many of the major 
conceptual and methodologic issues surrounding 
meta-analysis and offers the views of the authors 
about possible avenues for future research in this 
fi eld. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

There are a number of reasons why a pharmacoepi-
demiologist might be interested in conducting a 
meta-analysis. These include the study of uncom-
mon adverse outcomes of therapies free of the con-
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fi nding of statistically signifi cant differences 
between the effects of therapy in different sub-
groups, particularly when those groups were not 
defi ned  a priori, raises the question of whether 
those are spurious fi ndings. Conversely, the lack of 
statistical signifi cance for clinically important dif-
ferences between prospectively defi ned subgroups 
can often be attributed to a lack of statistical power. 
Such clinically meaningful but statistically non -
signifi cant fi ndings are diffi cult to interpret. Meta -
analysis can be used to explore these questions 
with improved statistical power. 

The use of meta -analysis in the approval process 
for new drugs or devices represents another poten-
tial application, although experience in this area is 
as yet rather limited. However, many of the meth-
odologic issues arising in the context of new drug 
approval also arise in the investigation of new indi-
cations for pharmaceutical products that have pre-
viously been approved for other purposes. For 
some therapies, such as streptokinase in the treat-
ment of myocardial infarction, meta -analysis could 
have been used to summarize evidence prior to 
embarking on a very large -scale, multicenter, ran-
domized trial. 34

Evidence-based medicine requires the use of the 
best evidence available in making decisions about 
the care of patients. Traditional meta -analyses,
which have been one of the cornerstones of 
evidence-based medicine, often focus on placebo 
controlled trials because head -to-head comparisons 
of medications are generally unavailable. But what 
health-care providers, patients, and policy makers 
need to make better informed decisions is an analy-
sis that provides comprehensive look at all available 
evidence—how a specifi c pharmacological treat-
ment compares with other available pharmacologi-
cal treatments in terms of safety and effi cacy for the 
specifi c condition (see Chapter  32).

Extended meta -analytic techniques such as indi-
rect comparisons 35 and multiple treatment meta -
analyses can combine all available evidence in a 
single analysis. 36 These techniques provide esti-
mates of the effect of each intervention relative to 
every other, whether or not they have been directly 
compared in trials, allowing ranking of treatments 
in terms of effi cacy and safety, and can potentially 

or “Summary of Clinical Safety ” report. A possible 
consequence of these practices is that the opportu-
nity to respond earlier to the evolving safety and 
tolerability profi le (by collecting additional data or 
adjusting the sample size of pivotal studies, for 
example) may be missed. The result might be a gap 
(that might have been avoided) in the knowledge 
of the safety profi le at the time of submission, and 
this may generate further questions by regulatory 
agencies or prompt the need for additional post-
marketing commitments. 

Industry and regulatory agencies are placing 
increasing emphasis on identifying safety signals 
for new compounds early in the drug develop-
ment process. As a response, the Safety Planning, 
Evaluation and Reporting Team (SPERT) was 
formed in 2006 by the Pharmaceutical Research 
and Manufacturers of America (PhRMA). The goal 
of SPERT was to propose a standard across the 
pharmaceutical industry for safety planning, 
data collection, evaluation, and reporting, begin-
ning with planning fi rst -in-human studies and 
continuing through the planning of postapproval 
activities.33

Among the key recommendations from SPERT 
was that sponsors plan a series of repeated, cumu-
lative meta -analyses of the safety data obtained 
from the studies conducted within the develop-
ment program. Leading up to these meta -analyses,
sponsors need to develop clear defi nitions of 
adverse events of special interest and to standardize 
various aspects of data collection and study design, 
to facilitate combining studies and the interpreta-
tion of the combined analyses. 

By following a proactive approach during devel-
opment, including periodic updating of cumulative 
meta-analyses, potential harms may be identifi ed 
earlier in the development process. This may 
increase the chances that the Phase III program will 
be able to provide a satisfactory understanding of 
the safety profi le. Furthermore, the needs for post-
marketing commitments can be better defi ned. 

The exploration of subgroups of patients in 
whom therapy may be more or less effective is a 
controversial question in individual randomized 
trials. Most trials are not designed with sample sizes 
adequate to address effi cacy in subgroups. The 



726   Part V: Selected Special Methodologic Issues in Pharmacoepidemiology

relation to risk of breast cancer with studies of 
hormone replacement therapy in relation to risk 
of coronary heart disease. Beyond obvious exam-
ples like this, however, the choices may not be so 
clear. Should studies with different patient popula-
tions be combined? How different can those popu-
lations be before it becomes unacceptable to 
combine the studies? Should non -randomized
studies be combined with randomized studies? 
Should non -randomized studies ever be used in a 
meta-analysis? Should studies with active drugs as 
comparators be combined with studies with place-
bos as comparators? These are questions that 
cannot be answered without generating some 
controversy. 

Publication bias
Unpublished material cannot be retrieved by litera-
ture searches and is likely to be diffi cult to fi nd 
referenced in published articles. Publication bias
occurs when study results are not published, or 
their publication is delayed, because of the results. 39–49

The usual pattern is that statistically signifi cant 
results are more likely to be published than non -
signifi cant results, although this bias may not be as 
severe for randomized studies as it is for non -
randomized studies. 41,50,51 While one could simply 
decide not to include unpublished studies in a 
meta-analysis, since those data have often not 
been peer -reviewed,52 unpublished data can repre-
sent a large proportion of all available data. 53 This 
may increasingly be the case, given the availability 
of results on the website clinicaltrials.gov. If the 
results of unpublished studies are systematically 
different from those of published studies, particu-
larly with respect to the magnitude and/or direc-
tion of the fi ndings, their omission from a 
meta-analysis would yield a biased summary esti-
mate (assuming that the quality of the unpublished 
studies is at least equal to the quality of the pub-
lished studies). 

Publication bias is a potentially serious limita-
tion to any meta -analysis. For example, Sutton and 
colleagues54 found that in four of 48 meta -analyses
they examined, there was evidence that the stati-
stical inferences would have changed after the 
overall effect estimate was adjusted for publication 

strengthen the inference regarding a treatment 
because the results are based on more data. The 
main drawback of these analyses is that the validity 
of the fi ndings depends on whether homogeneity 
and consistency assumptions, which we describe 
below, are met. 37

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

As the skeptical reader might imagine, many meth-
odologic issues can arise in the context of perform-
ing a meta -analysis. Many, but not all, of these 
problems relate to the process of combining studies 
that are often diverse with respect to specifi c aspects 
of design or protocol, some of which may be of 
questionable quality. 

Susceptibility of the original studies
to bias
Early work in meta -analysis used the term “study
quality. ” More recent efforts (e.g., PRISMA 38) have 
adopted language that refers to susceptibility to bias 
or likelihood of bias. We adopt that new termin-
ology in the remainder of this chapter. Meta -
analysis seems particularly prone to the “garbage
in = garbage out ” phenomenon. Combining a 
group of poorly done studies can produce a precise 
summary result built on a very weak foundation. 
This apparent precision may lend undue credibility 
to a result that truly should not be used as a basis 
for formulating clinical or policy strategies. 5

However, if the judgment about susceptibility to 
bias in an individual study is subtly infl uenced by 
the direction or magnitude of the fi ndings of the 
study, excluding studies based on such a subjective 
judgment about their quality could open the meta -
analytic process to a different, and potentially 
serious, form of bias. 

Combinability of studies
Clearly, no one would suggest combining studies 
that are so diverse that a summary would be non-
sensical. For example, one would not combine 
studies of hormone replacement therapy in 
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tive research and is thus subject to the potential 
biases inherent in such research. 63 In a meta -
analysis of gastrointestinal side effects of NSAIDs, 64

Chalmers and colleagues examined over 500 
randomized studies. They measured the agreement 
of different reviewers when reading the “methods”
sections of papers that had been masked as to 
their source and the results. There were disagree-
ments on 10 –20% of items, which had to be 
resolved in conference with a third person. 
These disagreements arose from errors on the part 
of the reader and from lack of clarity of the pres-
entation of material in the original articles. 
Whatever its source, when such variability exists, 
the opportunity for observer bias may exist as 
well.63

In a number of instances, more than one meta -
analysis has been performed in the same general 
area of disease and treatment. A review of 20 of 
these instances 52 showed that, for almost all disease/ 
treatment areas, there were differences between 
two meta -analyses of the same topic in the accept-
ance and rejection of papers to be included. While 
there was only one case (out of the 20) of extreme 
disagreement regarding effi cacy, there were several 
cases in which one or more analyses showed a 
statistically signifi cant result while the other(s) did 
not. These disagreements were not easily explain-
able. For example, differences between meta -
analyses of the same topic in the acceptance and 
rejection of papers did not always lead to differ-
ences in conclusions. 

More generally, the acceptance or rejection of 
different sets of studies can drastically change con-
clusions. Despite efforts to make meta -analysis an 
objective, reproducible activity, there is evidently 
some judgment involved. 

In a separate commentary, DerSimonian 65 re -
analyzed data from one meta -analysis and one 
clinical review of parenteral nutrition with 
branched-chain amino acids in hepatic encepha-
lopathy. She pointed to differences in the data 
extracted by the two sets of authors 66,67 for the 
same endpoints from the same original papers. 
When combined statistically, the data extracted by 
the two sets of authors led to substantively different 
conclusions about the effi cacy of therapy. 

bias. The retrospective identifi cation of completed 
unpublished trials is clearly possible 53 in some 
instances, but generally is not practical. One study 55

used a survey of investigators to attempt to identify 
unpublished studies. The authors surveyed 42 000
obstetricians and pediatricians, asking whether 
they had participated in any unpublished trials 
completed more than 2 years previously, that is 
during the period prior to the end of 1984. They 
identifi ed only 18 such studies, despite an overall 
response rate of 94% to their survey. 

Other forms of bias, related to publication bias, 
have also been identifi ed. 42 These include reference 
bias, that is preferential citation of signifi cant fi nd-
ings;56 language bias, that is exclusion of studies in 
languages other than English; 57,58 and bias related 
to source of funding. 59–61 These related biases have 
been termed “dissemination bias ” by Sutton and 
colleagues, who found that the threat of such biases 
is more severe in non -randomized studies of an 
intervention.51

Considerable efforts to reduce publication bias 
have been made. To be considered for publication, 
many journals require that clinical trials were pub-
licly registered prior to participant enrolment. 62 In 
addition, the FDA Amendments Act of 2007 
(FDAAA PL 110 -85) requires that protocols for all 
clinical trials involving FDA -regulated drugs and 
biologics be registered in a publicly accessible reg-
istry. This law also requires the registration of trial 
results within 1 year of trial completion. 62 All these 
efforts will likely lead to substantial reduction of 
the impact of publication bias. However, there are 
concerns about the quality of the results and the 
possibility that study fi ndings could be misrepre-
sented or misinterpreted, since registration of trials 
results is subject to less scrutiny than publications 
in peer -reviewed journals. 

There is room to decrease publication bias even 
further: calls to simplify access to FDA and other 
regulatory agency reviews, and to create links from 
such reviews to literature search engines such as 
MEDLINE have been made. 62

Bias in the abstraction of data
Meta-analysis, by virtue of being conducted after 
the data are available, is a form of retrospec-
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Steps involved in performing a meta-
analysis (Table  40.1)
Defi ne the  purpose
While this is an obvious component of any research, 
it is particularly important to defi ne precisely the 
primary and secondary objectives of a meta -
analysis. A well -formulated question should have 
a clearly defi ned patient problem, intervention, 
comparator, and outcome of interest. This frame-
work is called PICO and stands for patient, inter-
vention, comparison, and outcome. 70 The important 
primary question might be “Are NSAIDs used for 
the treatment of pain associated with an increased 
risk of gastrointestinal side effects, compared with 
placebo?” Another might be  “Are corticosteroids 
effective in the treatment of alcoholic hepatitis, 
compared with placebo? ” Secondary objectives 
might include the identifi cation of subgroups in 
which a treatment appears to be uniquely more or 
less effective. For NSAIDs, estimating the absolute 
risk difference (and, thus, the public health impli-
cations) as well as the relative risk (and, thus, the 
etiologic implications) might be a secondary objec-
tive. It is important to consider that questions 
defi ned too broadly could lead to the criticism of 
“mixing apples and oranges ” and that questions 
focused too narrowly could lead to fi nding no, or 
limited data, or the inability to generalize the study 
results.

Perform the literature  search 
While computerized searches of the literature can 
facilitate the retrieval of all relevant published 
studies, these searches are not always reliable. 
Several studies have examined problems with the 
use of electronic searches. 71–73 Use of search terms 

Currently  available solutions

This section will fi rst present the general principles 
of meta -analysis and a general framework for the 
methods typically employed in a meta -analysis.
Since much of the general framework for conduct-
ing systematic reviews and explanation of the 
methods typically employed in a meta -analysis
have been presented in review articles in major 
clinical journals, 8,9,68 freely accessible guidelines, 
and handbooks, only the most important points 
will be highlighted here. In this chapter, we will 
provide succinct descriptions of the most recent 
guidelines and references. 

The PRISMA statement (Preferred Reporting 
Items for Systematic reviews and Meta -Analyses)
was developed to increase the clarity and transpar-
ency of published systematic reviews and meta -
analyses. This statement is an update of a previous 
guideline, known as QUOROM. It consists of a 27 -
item checklist and a fl ow diagram. It describes the 
rationale for including each one of the items with 
supporting references and provides examples of 
good reporting. 38 The fl ow diagram describes the 
number of studies at each phase of the meta -
analysis, starting with the number of studies identi-
fi ed in database searching, moving to the number 
of studies screened, those determined to be poten-
tially eligible, and fi nally the number of studies 
included. A similar guideline for reporting meta -
analysis of observational studies is available as 
well.25

Another very useful source of information on 
how to conduct systematic reviews and meta -
analysis is the Cochrane Handbook for Systematic 
Reviews.69 The Handbook is a publicly available, 
comprehensive, and easy to read document that 
describes in detail the process of preparing a sys-
tematic review, combining data, and maintaining 
Cochrane systematic reviews. 

In the second part of this section, specifi c solu-
tions to the methodologic issues raised in the previ-
ous section are presented. Finally, case studies of 
applications that should be of interest to pharma-
coepidemiologists will be presented, illustrating 
approaches to some of the clinical and methodo-
logic problems raised earlier. 

Table 40.1 General steps involved in conducting a 
meta-analysis

1. Defi ne purpose 
2. Perform literature search 
3. Establish inclusion/ exclusion criteria 
4. Collect the data 
5. Perform statistical analysis 
6. Formulate conclusions and recommendations 
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inclusion criteria. For example, one might fi nd no 
randomized studies of a particular new indication 
for an existing therapeutic agent, thus forcing con-
sideration of non -randomized studies. 

In establishing inclusion/ exclusion criteria, one 
is also necessarily defi ning the question being 
addressed by the meta -analysis. If broad inclusion 
criteria are established, then a broad, and perhaps 
more generalizable, hypothesis may be tested. The 
use of broad entry criteria also permits the exami-
nation of the effects of research design on outcome 
(e.g., do randomized and non -randomized studies 
tend to show different effects of therapy?) or the 
exploration of subgroup effects. As an example, in 
a meta -analysis of aspirin administered following 
myocardial infarction, restriction of the meta -
analysis to studies using more than a certain dose 
of aspirin would not permit an exploratory, cross -
study comparison of dose –response effects, which 
might prove illuminating. 

A key point is that exclusion criteria should be 
based on a priori considerations of design of the 
original studies and completeness of the reports 
and, specifi cally, should  not be based on the results 
of the studies. To exclude studies solely on the basis 
of results that contradict the majority of the other 
studies will clearly introduce bias into the process. 10

While that may seem obvious, the temptation to 
try to justify such exclusions on a post hoc basis may 
be strong, particularly when a clinically plausible 
basis for the exclusion can be found. Such exclu-
sions made after having seen the data, and the 
effect of individual studies on the pooled result, 
may form the basis for legitimate sensitivity analy-
ses (comparing pooled results with and without 
that particular study included), but should not be 
viewed as primary exclusion criteria. 

The readers of systematic reviews and meta -
analyses often cannot assess whether the exclusion 
criteria were defi ned after seeing study results; the 
registration of systematic reviews protocols will 
decrease this problem. For example, the Cochrane 
Collaboration publishes its approved protocols. 
Cochrane reviews must indicate reasons for devia-
tions from the approved protocol. (Whether the 
initial question defi ned in a meta -analysis is moti-
vated, in part, by knowledge of the results of the 

that are too non -specifi c can result in large numbers 
of mostly irrelevant citations that need to be 
reviewed to determine relevance. Use of too many 
restrictions can result in missing a substantial 
number of relevant publications. 

Search strategies to identify specifi cally reports 
of all defi nite or possible randomized or quasiran-
domized trials have been developed. One of these 
strategies is the Cochrane search strategy. Although 
this strategy is highly sensitive (it identifi es 92% of 
trials), the specifi city is very low (3.7%; i.e., it iden-
tifi es a lot of non -relevant studies). 74 Nonetheless, 
one term “random*[tw]” is able to retrieve all ran-
domized controlled trials (RCTs) and improves the 
specifi city of the search strategy to 29%. 74 This 
ability to fi ne tune searches is the result of the 
National Library of Medicine making improve-
ments to MEDLINE indexing and of initiatives, 
such as the CONSORT statement, to improve 
reporting of RCTs. Another way to decrease the 
number of non -relevant citations is to modify the 
highly sensitive search strategy by excluding pub-
lication types that are almost certain not to provide 
primary data, such as commentaries, editorials, 
meta-analyses, reviews, or practice guidelines. It 
has been shown that this approach reduces by 20% 
the number of non -relevant citations, without 
losing any of the relevant trials. 75

Other methods of searching, such as review of 
the reference sections of retrieved publications 
found to be relevant, and manual searches of rel-
evant journals, are also recommended. 

Establish inclusion/exclusion criteria
A set of rules for including and excluding studies 
from the meta -analysis should be defi ned during 
the planning stage of the meta -analysis and should 
be based on the specifi c hypotheses being tested in 
the analysis. One might, for example, wish to limit 
consideration to randomized studies with more 
than some minimum number of patients. In a 
meta-analysis of epidemiologic studies, one might 
wish to include studies of incident cases only, 
excluding studies of prevalent cases, assuming that 
the relationship between exposure and outcome 
could be different in the two types of study. Practical 
considerations may, of course, force changes in the 
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clinical or academic interest may help avoid over -
or under -collecting information. It is generally 
advisable, when possible, to collect raw data on 
outcome measures, for example numbers treated 
and number of events in each group, rather than 
derived measures such as odds ratios, which may 
not be the outcome measures of interest in the 
meta-analysis or may have been calculated incor-
rectly by the original authors. 

Many articles on “how to do a meta -analysis”
(e.g., Sacks et al.8 L ’Abbe et al.9), and the PRISMA 
guidelines, recommend that the meta -analyst
assess the quality of the studies being considered in 
a meta -analysis. Generally,  “quality” is taken to 
mean freedom from bias, and that terminology has 
been adopted by PRISMA. Options that have been 
proposed for incorporating quality in meta -analyses
include using a measure of study quality as part of 
the weight assigned to each study in the analysis, 
as an exclusion criterion (e.g., excluding studies 
with quality scores below some arbitrary thresh-
old), or as a stratifi cation factor allowing the sepa-
rate estimation of effects for good quality and poor 
quality studies. 77,78 Several examples of quality 
evaluation systems that have been proposed may 
be of interest. 79,80 Issues related to quality scoring 
have been discussed more generally by Moher and 
colleagues,81 and an annotated checklist of quality 
scoring systems is available. 82

The argument has been made, however, that 
general scoring systems are arbitrary in their assign-
ment of weights to particular aspects of study 
design, and that such systems risk losing informa-
tion, and can even be misleading. 83,84 J üni and col-
leagues,84 for example, examined studies comparing 
low molecular weight heparin with standard 
heparin with respect to prevention of postoperative 
thrombosis. They used 25 different quality assess-
ment scales to identify high quality trials. For six 
scales, the studies identifi ed as being of high quality 
showed little to no benefi t of low molecular weight 
heparin, while for seven scales, the “high quality ”
studies showed a signifi cant advantage of low 
molecular weight heparin. This apparent contradic-
tion raised questions about the validity of such 
scales as methods for stratifying studies. One reason 
the contradiction arose, the authors argue, is that 

component studies, is a more subtle, and perhaps 
more important, question.) 

Another important note is that studies may 
often generate more than one published paper. For 
example, later reports might update analyses previ-
ously published, or might report on outcomes not 
addressed in earlier papers. It is essential, for two 
reasons, that only one report on the same patients 
be accepted into the meta -analysis. First, the valid-
ity of the statistical methods depends on the 
assumption that the different studies represent dif-
ferent groups of individuals. Second, the inclusion 
of a study more than once would assign undue 
weight to that study in the summary measure. A 
caution is that it is not always obvious that the 
same patients have been described in two different 
publications. Contacting the authors may be of 
some help in determining if there is duplication, 
although some authors may perceive the inquiry 
as questioning their academic integrity. It is also not 
always obvious what the right choice of report 
should be for a given study. Certain aspects of the 
methods may only be reported in earlier publica-
tions, which necessitates at least referring to those 
papers. Methods of analysis may change from 
paper to paper, or degree of control of confounding, 
or inclusion or exclusion of certain subpopulations. 
Thus, there is no general rule we can recommend 
in such situations, other than trying to exercise 
good judgment and reporting clearly the reasons 
for choosing one publication over others. The issue 
of multiple publications based on the same study 
has been addressed in more detail by Huston and 
Moher. 76

Collect the data
When the relevant studies have been identifi ed and 
retrieved, the important information regarding 
study design and outcome needs to be extracted. 
Typically, data abstraction forms are developed, 
pilot tested on a few articles, and revised as needed. 
As in any research, it is necessary to strike a balance 
between the completeness of the information 
abstracted and the amount of time needed to 
extract that information. Careful specifi cation in 
the protocol for the meta -analysis of the design 
features and patient characteristics that will be of 
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determine the quality of each one of the studies 
included in the analysis. 88 These domains are: the 
method used to generate the allocation sequence; 
whether allocation concealment was implemented; 
whether blinded assessment of outcomes was per-
formed; the degree of completeness of outcome 
data; whether selective outcome reporting is likely; 
and “other” dimensions when researchers identify 
problems that could put the study at a high risk of 
bias and are not part of the above framework. 

Two procedural recommendations have been 
made regarding the actual techniques for data 
extraction. One is that studies should be read inde-
pendently by two readers. The justifi cation for this 
comes from meta -analyses in which modest but 
important inter -reader variability has been demon-
strated.63,64 A second recommendation is that 
readers be masked to certain information in studies, 
such as the identity of the authors and the institu-
tions at which a study was conducted, and masked 
to the specifi c treatment assignments. 52 While 
masking has a high degree of intuitive appeal, the 
effectiveness of masking in avoiding bias has not 
been demonstrated. Only one randomized trial 
examined the issue of the effect of masking on the 
results of meta -analyses.89 This study compared 
the results of the same meta -analyses performed 
independently by separate teams of meta -
analysts, with one team masked and the other 
unmasked. The masked and unmasked teams pro-
duced nearly identical results on a series of fi ve 
meta-analyses, lending little support to the need for 
masking.

Perform statistical analyses
OR, RR, or RD, does it matter?
There are three summary measures of effect size 
that can be used in meta -analysis when the outcome 
of interest is binary (e.g., proportion of subjects 
with pain relief): relative risk (RR), odds ratio (OR), 
or risk difference (RD). Although, the summary 
measure used does not affect the statistical signifi -
cance of the results, 90 the choice of effect measure 
could affect the transferability of results of the 
meta-analysis into clinical practice. Which summary 
measure to select depends on the ease of inter-
pretation, the mathematical properties, and the 

the quality scores tend to measure a combination 
of completeness of reporting and factors that might 
relate to the potential for bias. They recommended, 
instead, a focus on particular aspects of study design 
as potential predictors of study outcome, for 
example whether or not the assessment of outcome 
is blinded to treatment status. 

Thus, in a given meta -analysis, one might wish 
to examine specifi c aspects of study design that are 
unique to that clinical or statistical situation. 83–86

For example, Schulz and colleagues 86 found that 
trials in which the concealment of randomized allo-
cation was inadequate, on average, produced larger 
estimates of treatment effects, compared with trials 
in which allocation was adequately concealed. This 
specifi c fi nding was not detected when these same 
authors looked for an overall association between 
quality score and treatment effect. In the analysis 
of low molecular weight heparin, J üni and col-
leagues84 found that studies with unmasked 
outcome assessment showed larger, and presuma-
bly biased, benefi ts of low molecular weight heparin 
than studies using masked assessment of outcome. 
Such explorations clearly need to be guided by 
common sense. As these authors point out, for 
studies with total mortality as an outcome, masking 
of outcome assessment would not be expected to 
impact directly on study fi ndings. 

Other authors have suggested essentially similar 
approaches to that recommended by J üni and col-
leagues. For example, Greenland and O ’Rourke87

suggest the use of statistical models to investigate 
the association between specifi c design factors and 
study fi ndings. This approach, known as  “response-
surface estimation, ” can be used to derive the pre-
dicted outcome for a study with specifi ed (and 
presumably desirable) characteristics, while at the 
same time borrowing strength from all of the avail-
able studies. Once again, caution is needed in per-
forming such analyses with respect to such issues 
as extrapolation beyond the range of the data. 
(What if there are no studies of suffi cient quality 
on a given dimension included in the model? Is it 
valid to extrapolate to such studies based on trends 
observed for lower quality studies?) 

The Cochrane Collaboration recommends that 
authors of systematic reviews assess six domains to 
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increasingly sophisticated methods. If one is inter-
ested in combining odds ratios or other estimates 
of relative risk across studies, for example, some 
form of weighted average of within -study results is 
appropriate, and several of these exist. 93 A popular 
example of this is the Mantel –Haenszel procedure, 
in which odds ratios are combined across studies 
with weights proportional to the inverse of the 
variance of the within -study odds ratio. 28,94 Other 
approaches include inverse -variance weighted 
averages of study -specifi c estimates of multivariate -
adjusted relative risks and exact stratifi ed odds 
ratios.93

Bias in statistical methods is also discussed by 
Tang, 95 who shows that inverse -variance methods 
may introduce bias in meta -analyses of binary out-
comes. Essentially, the problem with those 
approaches is that the inverse -variance weights 
depend not only on study size, but on the event 
rates themselves. For example, consider an analysis 
of 10 trials that all have sample sizes of 500 in both 
the treated and control groups. Suppose nine 
studies have event rates of 28% in the treated 
groups compared with 30% in the control groups. 
In this same analysis, a single study has event rates 
of 3% in the treated group versus 1% in controls. 
For an inverse -variance weighted analysis of risk 
differences, which are −2% in the nine studies and 
+2% in the single study, the single study with the 
low event rates would get 54% of the weight in 
the meta -analysis, compared with 5.1% of the 
weight for each of the other nine studies. For an 
analysis of (log) relative risks, the single study 
would get 0.4% of the weight, compared with 
11.1% of the weight for each of the other nine 
studies. Appropriate use of weights is also addressed 
by Chang and colleagues. 96

One basic principle in many analytic approaches 
is that the comparisons between treated (exposed) 
and untreated (unexposed) patients are typically 
made within a study prior to combination across 
studies. In the combination of randomized trial 
results, this amounts to preserving the randomiza-
tion within each study prior to combination. In all 
of the procedures developed for stratifi ed data, 
“study” plays the role of the stratifying variable. In 
general, more weight is assigned to large studies 

consistency of the results when the particular effect 
measure is used. 91

RR and RD are easier to interpret than ORs. In 
general, probabilities are more intuitive than 
odds. When the baseline (untreated) risk is con-
stant across studies, or assumed fi xed, the RD also 
allows calculation of relevant public health meas-
ures (e.g., a number of events prevented or caused 
by a given treatment). A disadvantage of using RDs 
in meta -analysis is that, in an empirical study of a 
large number of meta -analyses, RDs displayed 
more heterogeneity than ORs, that is the results 
from study to study appeared more inconsistent 
with RDs. Because of this heterogeneity, the 
extrapolation to a broader population will only be 
correct at the average baseline risk and extrapola-
tion to other baseline risks will be unreliable. 91 RR 
and OR are more consistent than RD 90,91 and there-
fore are preferred from this perspective. There was 
no difference in heterogeneity, in this same sample 
of meta -analyses, on average between RR and 
OR.91

ORs have better mathematical properties than 
RRs. For example switching the roles of the event 
and non -event in the analysis is of no consequence 
for ORs; the new OR is the reciprocal of the original 
odds ratio (i.e., OR for “benefi t ” is the reciprocal of 
the OR for “harm.”) In contrast, switching the 
outcome can make a substantial difference for RR, 
affecting the treatment effect size and potentially 
introducing heterogeneity. In a meta -analysis the 
effect of this reversal cannot be predicted. 91

However, ORs are often incorrectly interpreted 
as RRs, and this can lead to apparent overestima-
tion of the treatment effect when the outcome is 
common (when the interpretation is expressed in 
terms of probabilities, instead of odds). One solu-
tion is to discuss the results in terms of RR (or RD) 
by computing RR (or RD) and confi dence intervals 
from ORs, using the methods described by Localio 
et al.92

Choice of statistical test
In most situations, the statistical methods for the 
actual combination of results across studies are 
fairly straightforward, although a great deal of lit-
erature in recent years has focused on the use of 
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tion of weights may have unwanted consequences 
in some circumstances, and can lead to counterin-
tuitive results, with very small studies making con-
tributions to the summary equal to those of very 
large studies. A thorough discussion of the inter-
pretation and application of fi xed - versus random -
effects models is presented by Hedges and Vevea. 103

Villar and colleagues 104 compared results of fi xed -
and random -effects models on an empirical basis. 
As expected, in the presence of heterogeneity, they 
found that the random -effects models gave wider 
confi dence intervals. Interestingly, these random -
effects models also showed larger treatment effects 
than the corresponding fi xed -effects models applied 
to the same data. Explanations for this phenome-
non are considered in the section on publication 
bias, below. 

Bayesian statistical methods are also being pro-
posed with increasing frequency in the statistical 
literature.105–108 These methods can incorporate into 
the analysis the investigator ’s prior beliefs about 
the size of an effect or about the factors biasing the 
observed effects. When the investigator has no 
prior beliefs about the effect, the results of the 
observed studies are sometimes used to estimate 
the components of the “prior” distribution. Thus, 
the fi nal answers refl ect the observed data very 
closely. In practice, when the investigator does not 
specify prior beliefs, the summary results are similar 
to those from standard methods, especially the 
random effects models described above, except 
that, generally speaking, confi dence intervals pro-
duced by Bayesian methods will be still wider than 
those produced by other methods. 

Combinability of results from diverse
studies: heterogeneity
The underlying question in any meta -analysis is 
whether it is clinically and statistically reasonable 
to estimate an average effect of therapy, either posi-
tive or negative. If one errs on the side of being too 
inclusive, and the studies differ too greatly, there is 
the possibility that the average effect may not apply 
to any particular subgroup of patients. 109 Conversely, 
diversity of designs and results may provide an 
opportunity to understand the factors that modify 
the effectiveness (or toxicity) of a drug. Glasziou 

than to small studies because of the increased preci-
sion of larger studies. 

A second basic principle to note is that some of 
these methods assume that the studies are all esti-
mating a single, common effect, for example a 
common odds ratio. In other words, the underlying 
treatment effect (whether benefi cial or harmful) 
that all studies are estimating is assumed to be the 
same for all studies. Any variability among study 
results is assumed to be random and is ignored in 
producing a summary estimate of the effect. 97,98

One may wish to use methods for combining 
studies that do not make the assumption of a 
common treatment effect across all studies. These 
are the so -called “random-effects” models, which 
allow for the possibility that the underlying true 
treatment effect, which each study is estimating, 
may not be the same for all studies, even when 
examining studies with similar designs, protocols, 
and patient populations. Hidden or unmeasured 
sources of among -study variability of results are 
taken into account by these random -effects models 
through the incorporation of such variability into 
the weighting scheme when computing a weighted 
average summary estimate. Random -effects models 
are described in much greater detail in several 
papers.99–102

The practical consequence of the random -effects
models is to produce wider confi dence intervals 
than would otherwise be produced by the tradi-
tional methods. 97,98 This approach is considered 
particularly useful when there is heterogeneity 
among study results, and exploratory analyses have 
failed to uncover any known sources of observed 
heterogeneity. However, random -effects models 
should not be viewed as a panacea for unexplained 
heterogeneity. One danger is that a summary 
measure of heterogeneous studies may not really 
apply to any particular study population or study 
design; that is they lose information by averaging 
over potentially important study and population 
characteristics.85

A practical effect of random -effects models, 
which is only apparent from examining the math-
ematics involved, is that they tend to assign rela-
tively higher weights to small studies than the 
traditional methods would assign. 97 This equaliza-
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mates the proportion of variability in point estimates 
due to heterogeneity rather than sampling error. 
The authors recommend I2 because:
• it focuses attention on the effect of any hetero-
geneity on the meta -analytic result; 
• its interpretation is intuitive, that is the percent-
age of total variation across studies due to 
heterogeneity;
• it can be accompanied by an uncertainty 
interval;
• it is simple to calculate and can usually be derived 
from published meta -analyses;
• it does not inherently depend on the number of 
studies in the meta -analysis; and 
• it may be interpreted similarly irrespective of the 
type of outcome data (e.g., time to event, quantita-
tive, or dichotomous) and choice of effect measure 
(e.g., OR or hazard ratio). 

In recent years, increasingly sophisticated (and 
complex) approaches to the statistical modeling of 
heterogeneity have been proposed. Thompson and 
Sharp,121 for example, compared different forms 
of weighted normal errors regression and random 
effects logistic regression. Hardy and Thompson 
reviewed regression methods to investigate 
heterogeneity. 111

A topic of recurring interest in the meta -analysis
literature has been the investigation of risk in the 
control group as a predictor of treatment benefi t. 
The question generally being addressed is whether 
high-risk patients benefi t more from therapy than 
low-risk patients. However, the question is ana-
lyzed using the estimated risk in the control group 
as an indicator of risk in the population under study. 
However, risk estimates for individual patients are 
generally not available in such analyses. 122–124 One 
exception to the lack of patient -level risk estimates 
is a paper by Trikalinos and Ioannidis, 125 who 
present methods for modeling study fi ndings as a 
function of the risk in the control group, using 
individual patient data. Sharp and Thompson 122

present a Bayesian approach to this problem, based 
only on group -level data. They recommend a 
method relying on the underlying binomial distri-
bution of the binary outcomes. That is, this method 
is analogous to a logistic regression, in which the 
risk is modeled as a function of treatment status and 
a study -level summary of patient characteristics. 

and Sanders 110 nicely summarize issues related to 
potential sources of heterogeneity. They highlight 
an important distinction between artifacts that 
might be related to either the choice of summary 
measure or to study design features, and real bio-
logical or clinical variation in treatment effect. The 
former would include issues such as whether rela-
tive risk or risk difference is the more appropriate 
measure of treatment effect, and design issues 
mentioned above in the context of study quality, 
such as use of blinding in the evaluation of end-
points within a study. Such features are modifi able 
aspects of the conduct and analysis of studies. 
Variation due to clinical factors, in contrast, repre-
sents the potential to target therapy to the appro-
priate patient populations. 

With respect to how one should approach the 
search for sources of heterogeneity, a number of 
options are available. One might stratify the studies 
according to patient characteristics or study design 
features and investigate heterogeneity within and 
across strata. To the extent that the stratifi cation 
explains the heterogeneity, the combined results 
would differ between strata and the heterogeneity 
within the strata would be reduced compared to 
the overall result. In addition to stratifi cation, 
regression methods such as weighted least squares 
linear regression could be used to explore sources 
of heterogeneity. 3,111–113 These might be important 
when various components of study design are cor-
related with each other, acting as potential con-
founders. Graphical methods for meta -analysis
have also been proposed, that focus on issues 
related to heterogeneity. 114,115

The quantifi cation of the among -study variabil-
ity assessment of the degree of variation involves 
statistical tests. An important word of caution is 
that statistical tests of heterogeneity suffer from a 
notorious lack of statistical power. 116,117 Thus, a 
fi nding of signifi cant heterogeneity may safely be 
interpreted as meaning the studies are not all esti-
mating the same parameter. A lack of statistical 
signifi cance, however, may not mean that hetero-
geneity is not important in a data set or that sources 
of variability should not be explored. 

The I2 statistic seems to have been the most 
widely adopted approach to statistical quantifi ca-
tion of the among -study variability. 118–120 It esti-
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methods to combine data in meta -analysis are 
based on large sample approximations and there-
fore may be unsuitable when events are uncom-
mon. In addition, the results could vary substantially 
depending on the method used to combine the 
data. Recommendations as to what method to use 
under which circumstances are based on studies 
that have used simulations in which the “truth” is 
generated by the investigators. 129,130 The results of 
these studies show that fi xed effect models should 
be used over random effect methods 130 and that the 
inverse-variance average should be avoided. 

When dealing with rare events, many studies 
may have no events in any of the arms, and 
relative measures such as relative risk or odds ratios 
cannot be calculated. If relative measures are 
used, studies with no events in either treatment 
arm will be excluded by virtue of the mathematics, 
not because the meta -analyst chooses to exclude 
them. However, in these circumstances, risk differ-
ences can be estimated. The problem is that risk 
differences models in the presence of rare events 
produce biased results and have very limited 
power. 129

Relative measures in cases when there are no 
events in one arm can be calculated. Many of the 
methods require “continuity corrections, ” that is 
adding a small value to all cells in a two -by-two
table. The Mantel –Haenszel method often uses this 
approach. Traditionally, 0.5 is added to each of the 
cells and some statistical packages do this automati-
cally. However, such continuity correction leads to 
bias in the presence of rare events, and is not neces-
sary, even for the Mantel –Haenszel method. 130

Smaller continuity corrections such as the recipro-
cal of the sample size of the opposite treatment 
arm, in contrast with the traditional continuity cor-
rection, produce unbiased results. 130

There are methods that do not require using any 
continuity correction, such as the Peto method and 
Bayesian methods. The Peto method, also known 
as the “one-step” model, is a fi xed effect model that 
focuses on the observed number of events in the 
experimental intervention and compares it with 
the expected number of events. Since it uses the 
expected number of events, it can deal with indi-
vidual groups in individual trials with no observed 
events, as long as there is at least one event in at 

This differs from other approaches based on mod-
eling the treatment effects. 126

It has been argued that because of the potential 
for bias in observational epidemiologic studies, 
exploring heterogeneity should be the main point 
of meta -analyses of such studies, rather than pro-
ducing a single summary measure. 6,85,127

As an example of the type of analysis that could 
be used to investigate study design issues, Hennessy 
and colleagues 128 performed a meta -analysis of 
non-experimental studies comparing third genera-
tion oral contraceptives (those containing gestodene 
and desogestrel) to second generation pills (those 
containing levonorgestrel) with respect to the risk 
of venous thromboembolic events. A major issue 
in these studies has been the possibility of depletion 
of susceptibles. Specifi cally, the concern is that 
users of the newer drugs might tend to be new 
users of any oral contraceptives, whereas users of 
the older, second generation drugs, would tend to 
be established users. The risk of venous events 
tends to be highest for new users, who have events 
soon after beginning pill use. These susceptible 
individuals, the argument goes, would be depleted 
from the ranks of users of second generation pills, 
but not from among the third generation pill users, 
thereby leaving a more susceptible population of 
third generation pill users. The authors found 
several studies that had performed subgroup analy-
ses of new users in their fi rst year of use. When 
combined, these subgroups still demonstrated an 
increased risk from third generation pills. The 
power to look within subgroups was only available 
within the context of the meta -analysis, not within 
any of the individual studies. 

The example just presented was motivated by a 
specifi c concern about a hypothesized source of 
bias in studies. It is sometimes instructive to perform 
more exploratory analyses of meta -analytic data as 
well. These may provide valuable insights into the 
biology of the problem and/or may generate 
hypotheses for future confi rmation. 

Analysis of rare events
We have mentioned that by combining results of 
many trials meta -analysis can address the problems 
of rare events. However, the analysis of rare events 
in meta -analysis is still challenging. Many of the 
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Formulate conclusions and recommendations
As with all research, the conclusions of a meta -
analysis should be clearly summarized, with appro-
priate interpretation of the strengths and weaknesses 
of the meta -analysis. Authors should clearly state 
how generalizable the result is and how defi nitive 
it is and should outline the areas that need future 
research. Any hypotheses generated by the meta -
analysis should be stated as such, and not as 
conclusions.

Approaches to  selected methodologic
problems in  meta-analysis
Publication bias
As discussed above, when the primary source of 
data for a meta -analysis is published data, the pos-
sibility needs to be considered that the published 
studies represent a biased subset of all the studies 
that have been done. In general, empirical studies 
have found that it is more likely that studies with 
statistically signifi cant fi ndings will be published 
than studies with non -signifi cant fi ndings. A practi-
cal technique for determining the potential for 
publication bias is the “funnel plot, ” fi rst proposed 
by Light and Pillemer. 144 The method involves plot-
ting the effect size (e.g., the risk difference) against 
a measure of study size, such as the sample size or 
the inverse of the variance of the individual effect 
sizes. If there is no publication bias, the points 
should produce a kind of funnel shape, with a 
scatter of points centered around the true value of 
the effect size, and with the degree of scatter nar-
rowing as the variances decrease. If publication bias 
is a problem, the funnel would look as though a 
bite had been taken out, with very few (if any) 
points around the point indicating no effect (e.g., 
odds ratio of 1.0) for studies with large variances. 
This method requires a suffi cient number of studies 
to permit the visualization of a funnel shape to the 
data. If the funnel plot does indicate the existence 
of publication bias, then one or more of the correc-
tion methods described below should be consid-
ered. In the presence of publication bias, the 
responsible meta -analyst should also evaluate 
the ethics of presenting a summary result that is 
likely to represent an overestimate of the effect in 
question.

least one of the arms in the trial. The Peto method 
produces unbiased results provided there is no 
substantial imbalance between treatment and 
control group sizes within trials, and provided the 
treatment effects are not exceptionally large (less 
than an OR of 5). 129,130 The Bayesian methods often 
use prior distributions that are non -informative, so 
as not to impose an assumption about the antici-
pated effect, and use Markov chain Monte Carlo 
techniques that are capable of including trials 
that have no events in one of the arms. However, 
this method excludes studies with no events in any 
arm as well. The Bayesian fi xed effect models 
produce unbiased results independently of the 
imbalance in the allocation of treatment groups 130

and therefore are recommended when dealing 
with rare events. 

When a meta -analysis of rare events is contem-
plated, a thorough sensitivity analysis using differ-
ent methods to combine studies is recommended 
and the results of such analyses should be reported 
so that the readers can assess the robustness of the 
results.131

Other considerations
A number of somewhat specialized statistical issues 
have been addressed in recent years. These include 
how to include both parallel and crossover trials in 
a single meta -analysis,132–135 the inclusion of trials 
in which some form of group (e.g., medical practice 
or hospital) is the unit of randomization (so -called
“cluster randomized ” trials) in meta -analyses,136

converting odds ratios to effect sizes so that studies 
with dichotomous outcomes may be combined 
directly with studies having continuous outcome 
measures,137 and the analysis of single patient ( N-
of-1) trials to estimate population treatment effects 
and to evaluate individual responses to treat-
ment.138 Nam and colleagues 139 discuss the analysis 
of studies with multiple, correlated outcomes. 
Recently published work of particular interest to 
epidemiologists includes the analysis of dose –
response data from epidemiologic data, 140,141 a 
method for combining disparate designs (case –
control, comparative cohort, and uncontrolled 
cohort studies), 142 and exact methods for case –
control and follow -up studies. 143
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a  “ bite ”  taken out of it where the small studies 
showing no effect of these programs should be. In 
the second plot, the unpublished studies, including 
doctoral dissertations, are included, and the former 
 “ bite ”  is now fi lled with these unpublished studies.   

 Sterne and Egger  146   provide guidelines for the 
choice of axes in funnel plots of studies with 
dichotomous outcomes, recommending that the 
standard error of the treatment effect (e.g., the 
standard error of the log odds ratio) be used as the 
measure of study size and that relative measures 
(relative risk, as opposed to risk difference) be used 
as the treatment effect measures. These same 
authors and a colleague point out that publication 
bias is only one possible explanation for funnel plot 
asymmetry, so that the funnel plot should be seen 
as estimating  “ small study effects, ”  rather than nec-
essarily publication bias.  147   A similar point is made 
by Terrin and colleagues.  148   

 Several mathematical approaches to the problem 
of publication bias have been proposed. An early 
method, fi rst described by Rosenthal,  149   is the cal-
culation of a  “ fail - safe  N  ”  when the result of the 
meta - analysis is a statistically signifi cant rejection 
of the null hypothesis. This method, in a kind of 
sensitivity analysis, uses the  Z  - statistics from the 
individual studies included in a meta - analysis to 
calculate the number of  unpublished  studies with a 
 Z  - statistic of exactly 0 that would be required to 
exist, in order for the combined  Z  - score (published 
plus    +    unpublished studies) to become non -
 signifi cant. Because this method focuses only on 
 Z  - statistics, and ignores the estimation of effects 
(e.g., odds ratios), it is of limited utility. That is, the 
fail - safe  N  approach focuses only on the statistical 
signifi cance of the combined result and does not 
help provide an overall estimate of the effect that 
is  “ adjusted ”  for publication bias. 

 A number of related methods to deal with 
potential unpublished studies have been developed 
in recent years. These include other methods for 
estimating the number of unpublished studies,  150,151   
formal methods to test for the presence of publica-
tion bias  152 – 154   and methods to adjust summary esti-
mates to account for unpublished studies,  150,155 – 157   
but several of those methods make some fairly 
strong assumptions about the specifi c mechanism 

 Two examples of funnel plots are given in 
Figures  40.1  and  40.2 . These plots represent 
studies of psychoeducational programs for surgical 
patients.  144,145   In the fi rst plot, only the published 
studies are represented. The funnel appears to have 

     Figure 40.1     Funnel plot for published studies only: 
analysis of data from Devine and Cook ’ s review of psycho-
educational programs for surgical patients.  145    
 Reprinted by permission of the publishers from Summing 
Up: The Science of Reviewing Research, by Richard J. 
Light and David B. Pillemer, Cambridge MA: Harvard 

University Press.  144   Copyright 1984 by the President and 
Fellows of Harvard College. 
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     Figure 40.2     Funnel plot for published studies (open 
boxes) and unpublished (closed triangles) combined only: 
analysis of data from Devine and Cook ’ s review of psycho-
educational programs for surgical patients.  145    
 Reprinted by permission of the publishers from Summing 
Up: The Science of Reviewing Research, by Richard J. 
Light and David B. Pillemer, Cambridge MA: Harvard 

University Press.  144   Copyright 1984 by the President and 
Fellows of Harvard College. 
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approach used by Turner  et al.160 These authors 
obtained reviews from FDA for studies of 12 anti-
depressant agents, conducted a systematic litera-
ture search to identify matching publications, and 
compared the results based on published studies 
with the results based on the FDA data. They found 
that among the 74 FDA -registered studies, 31% 
were not published, and that there was an associa-
tion between study results and whether or not the 
paper was published. Of the 38 studies viewed by 
the FDA as having positive results, 37 were pub-
lished. Studies viewed by the FDA as having nega-
tive or questionable results were, with three 
exceptions, either not published (22 studies) or 
published in a way that in the opinion of the 
authors of the review, conveyed a positive outcome 
(11 studies). The analysis restricted to published 
literature showed that 94% of the trials were posi-
tive. In contrast, the analysis of FDA data showed 
that only 51% were positive. 

Going one step further, prospective meta -
analyses can be conducted. 161,162 These are meta -
analyses that are planned, with complete protocols, 
including proposed tests of subgroup effects, prior 
to having knowledge of the results of any of the 
component studies. More on the topic of prospec-
tive meta -analysis is presented below. 

Indirect  comparison and simultaneous
comparison of treatments  available for 
specifi c  conditions
What heath -care providers, patients, policy makers, 
and payers often need in order to make informed 
decisions is to understand how pharmacologic 
treatments compare to other pharmacologic treat-
ments (see Chapter 32), even in the absence of 
direct evidence (head -to-head comparisons). When 
the treatments of interest have been compared to 
a common comparator, for example placebo, it is 
possible to get comparative information via indirect 
evidence.

Indirect evidence involves using data from trials 
that have compared medication “A” versus medica-
tion “B”, and from trials that have compared medi-
cation “A” versus medication  “C”, to draw 
conclusions about the effect of medication “B” rela-
tive to medication “C” (Figure  40.3). It is crucial 
that when an indirect comparison is estimated, the 

producing the publication bias. A method called 
“trim-and-fi ll ” has a fair amount of intuitive 
appeal,158 although it, too, relies on assumptions 
about the missing studies. It is based on the funnel 
plot, focusing on the studies that lead to the 
appearance of funnel plot asymmetry. Under this 
approach, a mirror image of the studies producing 
the asymmetry is imputed, using a carefully 
defi ned statistical algorithm to determine which 
studies to mirror, and the impact of adding those 
mirror image studies to the pooled analysis is 
assessed.

An additional methodologic caution generated 
by publication bias relates to the use of random -
effects models for combining results. When the 
results of the studies being analyzed are heteroge-
neous and a random -effects model is being used to 
combine those results, one of the properties of the 
model, described above, is to assign relatively 
higher weights to small studies than would other-
wise be assigned by more traditional methods of 
combining data. If publication bias is a problem in 
a particular data set, one consequence implied by 
the funnel plot is that small studies would tend to 
show larger effects than large studies. Thus, if pub-
lication bias is present, one of the reasons for het-
erogeneity of study results is that the small studies 
show systematically larger effects than the large 
studies. The assignment of higher relative weights 
to the small studies could, when publication bias is 
present, lead to a biased summary result. In fact, 
this appears to be exactly the situation presented 
by Poole and Greenland in an examination of 
studies of water chlorination and cancer. 31 Random -
effects summary estimates of the relative risk for 
various cancers were larger than corresponding 
fi xed -effects summaries. This was apparently due 
to the assignment of higher relative weights to 
small studies which, in this case, showed relatively 
larger effects, that may not be representative of the 
fi ndings of all small studies. Data presented by 
Villar and colleagues 104 found a similar phenome-
non in studies in perinatal medicine. 

One solution to the problem of publication bias 
is the use of prospective registration of studies at 
their inception, prior to the availability of results. 159

Others have suggested obtaining unpublished data 
from the Food and Drug Administration (FDA), an 
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 Other advantages of these multiple - treatment 
comparison techniques are that they can easily 
deal with trials that have multiple arms and account 
for the correlation due to multiple arms. In addition 
to being able to combine direct and indirect evi-
dence, these techniques also permit the assessment 

analysis respect the randomization. This means that 
the analysis must be based on treatment differences 
within each trial. Pooling the results from the 
various treatment arms of the clinical trials, by 
simply collapsing results for that treatment arm 
across studies, ignores the randomizations and pro-
duces biased and overly precise estimates.  37   To cor-
rectly assess how medication B compares with 
medication C, one needs to analyze all the trials 
that have compared medication A with medication 
B and calculate (in the case of dichotomous 
outcome) the appropriate meta - analytic OR and do 
the same for the trials that have compared medica-
tion A with medication C, and then divide these 
two ORs, that is OR (B vs. C)    =    OR (A vs. B) / OR 
(A vs. C).   

 There is, however, a cost in terms of precision. 
Specifi cally, indirect evidence estimates are less 
precise than direct estimates because the variance 
of the indirect comparison of B versus C is the sum 
of the variances of the two comparisons estimated 
above (A vs. B and A vs. C).  163   

 When what is needed is a comparison of all 
available treatments for a specifi c condition, more 
fl exible analyses are appropriate. An extended 
meta - analytic method, such as a mixed treatment 
comparison, a network meta - analysis, or a multiple 
treatment meta - analysis permit the pharmacoepi-
demiologist to perform simultaneous comparisons 
of all treatments. The treatments compared should 
have a common comparator or need to be other-
wise  “ connected ”  (Figures  40.4  and  40.5 ). These 
techniques often use a Bayesian framework, not 
because Bayesian input (prior information) is 
needed, (in fact the priors are generally specifi ed as 
non - informative), but because of the fl exibility of 
the software.   

     Figure 40.3     Indirect evidence involves using data from trials that have compared medication  “ A ”  versus medication 
 “ B ” , and from trials that have compared medication  “ A ”  versus medication  “ C ” , to draw conclusions about the effect 
of medication  “ B ”  relative to medication  “ C ”  (dotted line).  

Treatment A

Treatment B Treatment C

     Figure 40.4     Example of a network of treatments. In this 
case all treatments are connected.  

Treatment B Treatment D

Treatment CTreatment E

Treatment A

     Figure 40.5     Example of a network of treatments. In this 
case treatments are not connected. Treatments E and F 
are not connected with the other treatments and there-
fore they cannot be part of the indirect comparisons.  

Treatment B Treatment D

Treatment E Treatment F

Treatment C

Treatment A
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and reported in the trials, the extended meta -
analytic techniques can adjust for possible imbal-
ances of such effect modifi ers by incorporating 
these variables into the statistical model. 165,166 This 
is a study -level adjustment for a study -level
summary variable (e.g., the proportion of subjects 
with a particular effect -modifying characteristic), 
which does not substitute for having access to 
patient-level characteristics, and performing appro-
priate subgroup analyses, as noted elsewhere in 
this chapter. 

Case studies of applications of 
meta-analysis
Investigation of adverse effects 
As mentioned earlier, the investigation of adverse 
or unwanted effects of existing therapies is an 
important application of meta -analysis. As dis-
cussed in Chapters 1 and  4, adverse events associ-
ated with pharmaceutical products are often so 
uncommon as to be diffi cult to study. In particular, 
the usual premarketing randomized studies fre-
quently have too few patients to provide any useful 
information on the incidence of uncommon adverse 
events. By the same token, individual studies may 
have low statistical power to address particular 
questions. Meta -analysis provides the benefi t of 
increased statistical power to investigate adverse 
events. In fact, since 1982, the safety evaluation of 
drugs in the US has included pooled analyses from 
prospective meta -analysis.167

The assessment of the cardiovascular safety of 
rosiglitazone, a medication used to lower blood 
glucose, provides an excellent example of a situa-
tion in which meta -analysis has been helpful. The 
original approval of rosiglitazone was based on its 
ability to reduce blood glucose levels and glycated 
hemoglobin levels, and the studies were not 
powered to determine the effect of this medication 
on micro - or macrovascular complications of dia-
betes. To evaluate the effect of rosiglitazone on 
cardiovascular morbidity and mortality, a meta -
analysis was conducted. 168

The authors of this meta -analysis searched pub-
lished literature, the FDA web site, and a clinical -
trials registry maintained by the drug manufacturer. 
The authors included RCTs with duration of more 

of the inconsistency, that is the disagreement 
between direct and indirect evidence. 164 These 
methods can also provide a probabilistic ranking of 
treatments.

Assumptions
The validity of the indirect comparisons and the 
extended methodologies we just described depend 
on meeting assumptions, which are similar to the 
assumptions of the traditional meta -analysis.

The fi rst assumption is homogeneity. For 
example if treatment A in our example is placebo, 
the results of the placebo -controlled trials that eval-
uated treatment B should be homogeneous enough 
to be combined, and the results of the placebo -
controlled trials that evaluated treatment C should 
be homogeneous enough to be combined as well. 

The second assumption is similarity. All factors 
that affect the response to a treatment, effect modi-
fi ers, must be similarly distributed across the entire 
set of trials. This requires that the trials in the 
network are clinically similar with respect to patient 
characteristics, settings, follow up, and outcomes 
evaluated, and that the trials are methodologically 
similar, as well. For example, suppose B and C have 
identical effects, but the size of the treatment effect 
for both B and C is different in patients with severe 
disease from that in patients with mild disease. In 
this situation, variability between studies of B and 
C with respect to the proportion of patients with 
severe disease, will lead to spurious variability in 
results between studies of B and studies of C. 
Similarly, if some trials used enrichment and the 
others did not, the results are likely to vary across 
type of study, making questionable the advisability 
of combining results. 

The last assumption to assure validity of the 
results is consistency (agreement between direct 
and indirect evidence). It requires that before com-
bining direct and indirect estimates, the consistency 
of these estimates needs to be checked. 37

Adjusting for covariates
As we just described, the validity of indirect esti-
mates relies on the balance of factors that affect the 
response to a treatment in the various treatment 
arms. When such effect modifi ers were measured 
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section on rare events, it is important to assess 
routinely how robust the results are to the methods 
used to combine the data and to report any 
discrepancies.

New indications for existing therapies
Meta-analysis has also been used to assess the 
effectiveness of existing therapies for new indica-
tions. For example, antidepressants are medica-
tions used for the treatment of major depression 
and other depressive disorders, but they can also 
reduce pain even in the absence of depression. 
One of the painful conditions in which antidepres-
sants can be used is fi bromyalgia. This is a predomi-
nantly female chronic pain condition characterized 
by widespread pain and tenderness. It can affect 
up to 10% of women between 55 and 64 years 
of age. 171

To determine the effi cacy of antidepressants in 
the treatment of fi bromyalgia a meta -analysis of 
randomized controlled clinical trials was conducted 
by Hauser and colleagues. 172 The authors searched 
MEDLINE, PsycINFO, Scopus, the Cochrane Library 
databases, and reference sections of original studies, 
meta-analyses, and reviews on antidepressants in 
fi bromyalgia. They included randomized placebo -
controlled trials with tricyclic and tetracyclic anti-
depressants, selective serotonin reuptake inhibitors, 
serotonin noradrenaline reuptake inhibitors, and 
monoamine oxidase inhibitors. Two authors inde-
pendently extracted data. Effects were summarized 
using standardized mean differences (SMD), ana-
lyzed using a random -effects model. The SMD is 
used to summarize results from studies that used 
different measurement instruments to assess the 
same underlying psychiatric construct, and are 
expressed in standard deviation units. 

Eighteen randomized controlled trials, with a 
median duration of 8 weeks, involving 1427 partici-
pants, were included. The authors found that anti-
depressants reduced pain intensity (SMD: −0.43; 
95% CI: −0.55 to −0.30), fatigue (SMD: −0.13; 95% 
CI: −0.26 to −0.01), depressed mood (SMD: −0.26; 
95% CI: −0.39 to −0.12), and sleep disturbances 
(SMD:−0.32; 95% CI:−0.46 to−0.18). Antidepressants 
also improved health -related quality of life (SMD: 
−0.31; 95% CI: −0.42 to −0.20). 

than 24 weeks. To combine the data they used the 
Peto method. Forty -two trials met the inclusion 
criteria.

The authors concluded that rosiglitazone 
increased the risk of myocardial infarction and 
death from cardiovascular causes. The OR for myo-
cardial infarction was 1.43 (95% CI: 1.03 –1.98),
and the OR for death from cardiovascular causes 
was 1.64 (95% CI: 0.98 –2.74).

Not surprisingly, the results of this study gener-
ated a great deal of interest. To determine the 
next course of action, the FDA has reviewed 
data from observational studies, clinical trials, and 
the most recently conducted trial called RECORD 
(Rosiglitazone Evaluated for Cardiovascular Out-
comes and Regulation of glycemia in Diabetes). The 
RECORD study was designed to evaluate the car-
diovascular safety of rosiglitazone. FDA presented 
the results of this review at an advisory committee 
meeting in July of 2010. Following this meeting, 
the FDA announced signifi cant restrictions on the 
use of rosiglitazone, to patients who cannot control 
their diabetes on other medications. Under the 
restricted access program, doctors will have to doc-
ument their patients ’ eligibility. Patients will have 
to review statements describing the cardiovascular 
safety concerns associated with this drug and 
acknowledge they understand the risks. 169

This meta -analysis illustrates some of the 
challenges researchers face when performing 
meta-analysis: how to deal with rare outcomes and 
the impact of choosing a method to combine the 
data.

In this case, the incidence of myocardial infarc-
tion in the trials was low. Specifi cally, observed 
risks in the rosiglitazone arm ranged from 0 to 
1.8% so the authors employed the Peto model to 
combine the data. As mentioned earlier, this 
method is recommended in the presence of rare 
events,129 but it is not recommended when there is 
substantial imbalance in the number of subjects in 
the trial arms (unequal treatment allocation), as 
was the case in this study; some of the studies have 
an allocation ratio of 4 to 1. When other methods 
to combine data are used, however, the estimates 
do not change substantially, but the statistical sig-
nifi cance disappears. 170 As we describe in the 
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that included any of these text strings, but were not 
related to suicidality, such as  “epigastric pain ” that 
would be identifi ed in the search for the text string 
“gas”. The sponsors adjudicated the events. Three 
individuals blinded to treatment assignment inde-
pendently rated events. If the three raters were not 
unanimous in their ratings, a discussion among the 
raters, led by a fourth rater, was conducted to 
achieve consensus. In absence of consensus, the 
event was rated as indeterminate. The FDA staff 
reviewed the events the sponsors classifi ed as false 
positives.

Events were classifi ed into seven mutually 
exclusive categories: (1) completed suicide, (2) 
suicide attempt, (3) preparatory acts towards immi-
nent suicidal behavior, (4) suicidal ideation, (5) self 
injurious behavior, intent unknown, (6) not 
enough information (fatal), and (7) not enough 
information (non -fatal). The primary outcome was 
suicidal ideation or worse (categories 1, 2, 3, or 4). 
The secondary outcome was suicidal behavior (cat-
egories 1, 2, or 3). 

Antidepressants were classifi ed  a priori into 
fi ve classes: selective serotonin reuptake inhibi-
tors, serotonin –norepinephrine reuptake inhibi-
tors, other modern antidepressants, tricyclic 
antidepressants, and other antidepressants. 
Indication was classifi ed into fi ve groups: major 
depressive disorder, other depressive disorders, 
other psychiatric disorders, other behavioral disor-
ders, and non -behavioral disorders. 

All the analyses were conditioned on (i.e., strati-
fi ed by) study. The authors calculated ORs and RDs 
using conditional logistic regression and other 
methods, such as exact stratifi ed methods, Mantel –
Haenszel, Bayesian, and unconditional and random 
effects logistic regression. These multiple methods 
were used to test the robustness of the fi ndings to 
the choice of statistical approach. To assess the 
effect of age on the risk of suicidality, the investiga-
tors included age and the interaction of treatment 
with age as both categorical and continuous vari-
ables (in separate models). In addition, the authors 
performed subgroup analyses based on indication, 
and drug class. To examine heterogeneity of treat-
ment effects across studies, authors added treat-
ment by trial interaction. 

The effect sizes for pain reduction for older anti-
depressants appeared to be larger than the effect 
sizes for the newer drugs. The SMD for tricyclic 
antidepressants was −1.64 (95% CI: −2.57 to 
−0.71), while the SMD for the newer drugs, such 
as selective serotonin reuptake inhibitors was −0.39
(95% CI: −0.77 to −0.01) and −0.36 for serotonin 
and noradrenaline reuptake inhibitors (95% CI: 
−0.46 to −0.25).

This meta -analysis illustrated the utility of 
meta-analysis for consolidating evidence for new 
indications for existing therapies. Antidepressants 
are effi cacious for depression and provide short -
term relief of fi bromyalgia symptoms as well. 
Serotonin and norepinephrine reuptake inhibitors 
antidepressants are now approved for the treat-
ment of fi bromyalgia. The meta -analysis described 
here suggests that older antidepressants may 
be more effective than these drugs, although 
they also have a different tolerability and safety 
profi le. 

Differential  effects  among subgroups 
of patients
Antidepressants labels warn about an increased risk 
of suicidality in children and adolescents during 
treatment. To assess this risk in adults the FDA 
performed an individual data meta -analysis.173

Eight industry sponsors of 12 antidepressant prod-
ucts were asked to provide individual data from all 
completed double -blind RCTs of their products, for 
any indication in adults, with at least 20 partici-
pants per arm. Trials limited to known drug 
responders, such as those using randomized with-
drawal designs, were excluded. 

Industry sponsors were asked to search their 
electronic databases for adverse events reported 
during the double -blind phase of treatment, using 
text strings such as “accident-”, “attempt”, “burn”,
“cut”, “drown”, “gas”, “gun”, “hang”, “hung”,
“immolat”, “injur -”, “jump”, “monoxide”, “mutilat-
”, “overdos-”, “self damag -”, “self harm ”, “self
infl ict ”, “self injur -”, “shoot”, “slash”, “suic-”,
“poison”, “asphyxiation”, “suffocation”, and 
“fi rearm ”. All events identifi ed by this search were 
considered possibly related to suicidality, unless 
they were identifi ed as false positive, that is events 
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of patients at higher risk of developing adverse 
events, and the process of adjudicating adverse 
events that need to be followed when the outcome 
of interest has not been prespecifi ed in the trials or 
has not been reported in publications. 

Event adjudication is thought to increase the 
reliability of assessing the treatment effects on out-
comes by discarding events that are not valid and, 
therefore, it is used to reduce bias and increase 
precision.174 However, the process of adjudicating 
events is resource intensive, cumbersome, and 
costly. 

In a different clinical context, however, a study 
that assessed the benefi ts of event adjudication 
showed no clear benefi t. 174 The events assessed 
were myocardial infarction, stroke, and cardiovas-
cular death. The ORs after adjudicating events were 
similar to the ORs before adjudicating events. 
This fi nding of no clear benefi t could not be gen-
eralized easily to events that are harder to 
diagnose, such as subtype of strokes instead of 
overall strokes or, as in the antidepressant meta -
analysis, suicidality. 174

Saving time and resources  if you believe a 
meta-analysis
One of the potential benefi ts of meta -analysis is the 
ability to shorten the time between a medical 
research fi nding and the clinical implementation of 
a new therapy. This is a concern not only for the 
development of new drugs, but for the exploration 
of new indications for existing therapies. As a 
simple but elegant example of the use of meta -
analysis in the approval context, Webber and col-
leagues175 reported the use of meta -analysis of ECG 
data from several clinical pharmacology studies for 
two drug application submissions. They calculated 
a pooled estimate for the difference between active 
doses and placebo in a continuous measure of QT 
prolongation. This approach allowed the sponsor to 
avoid having to perform a new safety study to 
address the question of QT prolongation. 

One prominent group has advocated the 
routine use of what they have termed “cumulative
meta-analysis,” that is performing a new meta -
analysis each time the results of a new clinical 
trial are published. 34,176 Antman  et al.34 applied this 

The analysis included a total of 99 231 partici-
pants in 372 trials. It is worth noting that most of 
the studies included were unpublished and, for 
those that were published, the authors found that 
they seldom contained information concerning sui-
cidality in the publication. 

All the methods to combine the data provided 
similar results. For participants with non -psychiatric
indications, suicidal behavior and ideation were 
extremely rare. For those with psychiatric indica-
tions, the relative risk of suicidality, associated with 
treatment, was different for different age groups. 
The relative risk was higher in participants under 
25, neither elevated nor reduced in those aged 25 
to 64, and reduced in those aged 65 and older. For 
suicidal behavior or ideation, the ORs were 1.62 
(95% CI: 0.97 –2.71) for participants aged less than 
25, 0.79 (95% CI: 0.64 –0.98) for those aged 25 –64,
and 0.37 (95% CI: 0.18 –0.76) for those aged 65 and 
older. For suicidal behavior only, for the same age 
groupings, the ORs were 2.30 (95% CI: 1.04 –5.09),
0.87 (95% CI: 0.58 – to 1.29), and 0.06 (95% CI: 
0.01–0.58), respectively. The OR for suicidal behav-
ior or ideation declined 2.6% per year of age 
(−3.9% to −1.3%), and the OR for suicidal behavior 
declined 4.6% per year of age ( −7.4% to −1.8%).
Of note, the increased risk among those less than 
25 years old was larger for suicidal behavior than 
when ideation was also included, suggesting a 
stronger association with the more specifi c defi ni-
tion of the endpoint. 

No differences in effect among drugs and drug 
classes were noted, with the exception of a 
suggestion of some differences among selective 
serotonin reuptake inhibitors. Similarly, no differ-
ence between older and newer antidepressants was 
found.173

This meta -analysis nicely illustrates the amount 
of effort and regulatory authority necessary to 
coordinate and gather individual data from a great 
number of RCTs, involving many drugs and multi-
ple industry sponsors, to assess whether or not a 
drug class increases the risk of a rare but serious 
outcome and whether or not the increase in risk 
varies with the characteristic of the subjects 
exposed. This meta -analysis shows the power of 
individual data meta -analysis to identify subgroups 
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trials had been completed. In the right - hand side 
of Figure  40.6 , the same data are presented as a 
cumulative meta - analysis, with an updated 
summary estimate calculated after the completion 
of each new trial. The cumulative meta - analysis 
clearly shows that the updated pooled estimate 
became statistically signifi cant in 1977 and has 
remained so ever since.   

 Some caution may be advised in interpreting 
cumulative meta - analyses. The issue of multiple 
statistical tests, for example, is considered by some 
to be an important consideration. The problem is 
that testing and estimation procedures may need to 
make adjustments for the increased probability of 
a spurious positive fi nding (type I, or  α , error) 

technique in combination with a classifi cation 
scheme of the treatment recommendations for 
myocardial infarction found in review articles and 
textbook chapters. They found many discrepancies 
between the evidence contained in the published 
randomized trials and the timeliness of the 
recommendations. 

 As an example, Antman and colleagues ana-
lyzed data from 17 trials of beta - blockers for the 
prevention of death in the years following a myo-
cardial infarction.  34   In the left - hand side of Figure 
 40.6 , reproduced from their paper, the data are 
presented as a traditional meta - analysis, with indi-
vidual study results presented along with the 
summary odds ratio arbitrarily estimated after 17 

     Figure 40.6     Results of 17 randomized control trials of 
the effect of oral beta - blockers for secondary prevention 
of mortality in patients surviving a myocardial infarction 
presented as two types of meta - analyses. On the left is 
the traditional one, revealing many trials with non -
 signifi cant results but a highly signifi cant estimate of the 
pooled results on the bottom of the panel. On the right, 

the same data are presented as cumulative meta - analyses, 
illustrating that the updated pooled estimate became sta-
tistically signifi cant in 1977 and has remained so up to 
the present. Note that the scale is changed on the right 
graph to improve clarity of the confi dence intervals.  34    

 Reproduced from Antman  et al .  34   with permission from 
the American Medical Association. 
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Cumulative meta-analysis as a tool to detect
harm signals earlier
Cumulative meta -analysis could be used as a tool 
to detect safety signals earlier. Rofecoxib, a cyclo -
oxygenase-2 inhibitor, was withdrawn from the 
market in September, 2004 because of cardiovas-
cular adverse effects. A cumulative meta -analysis
of RCTs was performed to establish whether robust 
evidence on the adverse effects of rofecoxib was 
available before its removal. The authors searched 
bibliographic databases and relevant fi les of the 
FDA and included all RCTs in patients with chronic 
musculoskeletal disorders that compared rofecoxib 
with other NSAIDs or placebo. Myocardial infarc-
tion was the primary outcome. 181

The authors identifi ed 18 randomized controlled 
trials and found that by the end of 2000 (4 years 
before the withdrawal), the relative risk was 2.30 
(95% CI: 1.22 –4.33), and 1 year later it was 2.24 
(1.24–4.02). The authors found no evidence that 
the relative risk differed depending on the type of 
control group (placebo, non -naproxen NSAID, or 
naproxen) or trial duration. They concluded that 
the adverse cardiovascular effects of rofecoxib 
could have been identifi ed several years earlier, and 
appropriate action taken. 

Cumulative meta -analysis for the evaluation of 
safety signals brings to light potential methodologic 
problems that are shared by traditional meta -
analysis. First, one might question the validity of 
pooling of trials that are not clinically homogene-
ous. For example, the authors combined the results 
of trials with dissimilar control arms (placebo, 
naproxen, and non -naproxen NSAIDs). 

Second, the validity of excluding trials that 
assessed the intervention of interest, but for other 
indications, can also be questioned. For example, 
the authors concentrated on trials that evaluated 
chronic musculoskeletal pain and excluded trials 
that evaluated Alzheimer ’s disease. In this case, the 
inclusion of such a trial would have made the early 
signal disappear. 182

Third, one can ask whether effi cacy and safety 
should be evaluated with the same methodo-
logic standards. For effi cacy, there are concerns 
that multiple looks at the data will lead to false 
positive results and that p-values should be adjusted 

introduced by the use of repeated statistical tests. 177

At the least, one might wish to consider using a 
more stringent criterion for statistical signifi cance 
than the traditional p < 0.05 cutoff. A recent paper 
proposes a correction to p-values in the context of 
cumulative meta -analysis.178

Another consideration is that estimates of treat-
ment effect may not be stable over time, perhaps 
due to changing clinical environments. In the beta -
blocker example, there is an apparent “drift” of the 
effect estimate back toward the null in more recent 
years, that is treatment appears to be less effective 
in the most recent studies. Thus, it may be impor-
tant to re -evaluate therapies as other treatment 
strategies evolve for the same conditions. 

A fi nal caution with regard to interpreting 
cumulative meta -analyses relates to the continuing 
need for well -designed randomized controlled 
trials. New indications for existing therapies, for 
example, are often suggested by non -experimental
studies, including cohort and case –control studies 
and non -randomized Phase II clinical trials. The 
results of these studies are not always confi rmed by 
subsequent, properly designed randomized trials. 
For example, consider the case of beta -carotene in 
the prevention of cancer. A series of observational 
studies (see Ziegler et al.179 for a review) examined 
the relation between dietary intake of foods rich in 
beta-carotene and the risk of lung cancer. Overall, 
they showed a relatively consistent association 
between diets rich in beta -carotene and reduced 
risk of lung cancer. Subsequent randomized 
trials of this specifi c nutrient as a supplement have 
failed to confi rm a protective effect against lung 
cancer. 180 For the reasons just outlined, the role of 
cumulative meta -analysis to demonstrate effective-
ness of a therapy in a new indication has not 
been clarifi ed in actual regulatory settings. 
Specifi cally, whether a meta -analysis could be used 
to support approval of a new indication has not 
been explicitly addressed. One concern relates to 
the possibility that the very choice of the question 
to be investigated may have been infl uenced by 
knowledge of the results of the individual studies. 
Thus, prospective planning of meta -analyses, prior 
to knowing the results of the component studies, 
may be useful. 
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they estimated the probability that each antidepres-
sant was the most effi cacious, or the most accept-
able, the second best, the third best, and so on. The 
Bayesian analysis uses an iterative process to esti-
mate treatment effects. For this analysis, the 
authors counted the proportion of iterations in 
which each antidepressant had the highest OR, the 
second highest, etc., in order to obtain the ranks of 
treatments in terms of effi cacy and acceptability. To 
assess the consistency between direct and indirect 
evidence, the authors also calculated the ratio of 
odds ratios for indirect versus direct evidence. 

Overall, 117 trials from 1991 to 2007 with 
25928 individuals assigned to one of the 12 anti-
depressants were included in the analyses. Overall, 
there was consistency between direct and indirect 
evidence. Only three out of 70 comparisons of 
direct with indirect evidence for effi cacy and three 
out of 63 comparisons for acceptability were found 
to be inconsistent. 

The authors concluded that not all the antide-
pressants were equally effi cacious or equally well 
tolerated; they provided a matrix that simultane-
ously compared the 12 antidepressants for effi cacy 
and acceptability and reported the ranking of anti-
depressants for effi cacy or acceptability. 

It is not surprising that studies of this nature 
generate a lot of attention. This study generated 
many “Letters to the Editor, ” whose content ranged 
from congratulations on how well the study helps 
health-care providers identify the best treatments, 
to severe criticism. One of the main criticisms was 
that excluding placebo -controlled data and includ-
ing only one dose group when multiple doses were 
evaluated would lead to selection bias that could 
affect the rank -order of antidepressants. In fact, the 
ranks were different from those calculated in other 
studies.183 Another shortcoming is that publication 
bias could invalidate the study fi ndings. Another 
study compared the results of FDA -registered anti-
depressant trials with the results from published 
trials, and found that 95% of the trials in the pub-
lished literature were “positive” compared to only 
51% of FDA -registered studies. 184 Therefore, a 
meta-analysis that relies primarily on published 
data, as this study did, will overestimate the effect 
size of treatments. 

accordingly. When evaluating safety, it could be 
argued that adjustments to p-values should not be 
as large as they are for effi cacy analyses. A more 
extensive discussion of the multiplicity issue in 
safety assessments is presented by Crowe and col-
leagues in the context of drug development. 33

Additional references can be found in that paper, 
as well. 

Fourth, it is uncertain whether cumulative 
meta-analysis can systematically detect harm 
earlier. Rare adverse events, or the adverse events 
that occur late after exposure, will likely be absent 
in RCTs performed during drug development, and 
therefore cumulative meta -analysis would not 
always be expected to detect harms earlier. 

Indirect  comparisons and simultaneous
evaluation of treatment  therapies
for the same indication
The effi cacy and acceptability of new generation 
antidepressants for the treatment of major depres-
sion were assessed using multiple treatment meta -
analyses. Authors of this meta -analysis included 
randomized controlled trials that compared 12 new 
antidepressants and excluded placebo groups 
where present. Trials were identifi ed in the 
Cochrane collaboration Depression, Anxiety, and 
Neurosis Review Group controlled trials registers, 
and the authors asked pharmaceutical companies, 
regulatory agencies, and study investigators to 
supply information. 

Effi cacy was evaluated as the proportion of 
patients who had a reduction of at least 50% from 
the baseline score on the Hamilton or Montgomery –
Åsberg depression rating scales or the proportion of 
subjects who scored “much” or  “very much ”
improvement on the clinical global impression at 8 
weeks, or between 6 and 12 weeks when data at 8 
weeks were not available. Acceptability of therapy 
was evaluated as the proportion of patients who 
terminated the study early for any reason during 
the fi rst 8 weeks of treatment. 

The authors calculated the odd ratios (OR) for 
each of the drugs compared to fl uoxetine, using a 
random-effects model within a Bayesian frame-
work, using Markov chain Monte Carlo methods 
in WinBUGS (a statistical program). In addition, 
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ducting a meta -analysis, the FDA has the unique 
authority to request the sponsors to submit data 
from all studies performed, regardless of the publi-
cation status. An added advantage for this purpose 
is FDA ’s ability to work with patient -level data. As 
with the antiepileptic drug and the antidepressant 
cases, the FDA reanalyzed and presented the 
Nissen–Wolski study -level meta -analysis of rosigli-
tazone on a patient -level data as well (Advisory 
Committee, June, 2007). For this meta -analysis,
the database for the FDA reanalysis differed on 14 
studies as compared to the database used in the 
Nissen–Wolski study; the FDA excluded four open -
label trials, six trials that did not include myocardial 
infarctions or deaths in the analysis, and two long -
term trials that were considered not to be suitable 
for combining with the rest of the short -term, small 
trials. By updating the database with additional 
available double -blind, randomized clinical trials, 
the FDA ’s reanalysis involved a total of 42 trials that 
used daily doses of 4 mg or 8 mg of rosiglitazone to 
treat patients with Type 2 diabetes. The FDA ’s
patient-level meta -analysis showed that the overall 
odds ratio for total ischemic events was 1.4 (95% 
CI: 1.1 –1.8; p = 0.02), and 1.4 for serious ischemic 
events (95% CI: 1.0 –2.1; p = 0.06). These fi ndings 
were consistent with those of Nissen and Wolski in 
that about a 40% increase in myocardial ischemia 
among diabetes patients taking insulin or those 
using nitrates is observed. However, the FDA rea-
nalysis did not provide suffi cient evidence to show 
an increase in risk in the studies comparing rosigli-
tazone with metformin or a sulfonylurea. 

The FDA continues the effort to review both 
rosiglitazone and cefepime by using prospective 
meta-analysis. By promoting early communication 
(i.e., prior to knowing the outcome of the studies) 
to adjudicate outcomes or events of interest in a 
blinded fashion that is defi ned in common 
among sponsors, prospective meta -analysis may 
also help reduce publication bias in the long run. 
Further, the 2007 FDA Amendment Act (FDAAA 
PL 110 -85 ) mandates that investigators and spon-
sors register all clinical trials, with the exception 
of Phase I trials, on the government -sponsored
website clinicaltrials.gov. In the FDAAA PL 110 -85,
a clinical trial is defi ned as  “any research study that 

FDA ’s regulatory role
In recent years, the FDA has used meta -analysis to 
investigate adverse events associated with the use 
of certain drugs. The fi ndings from those meta -
analyses were used to support a regulatory decision 
to mandate a labeling change. 

As an example, to review the possible associa-
tion of suicidality events with antiepileptic drugs, 
the FDA contacted all sponsors of antiepileptic 
drugs and requested that they submit placebo -
controlled trial data from all of their studies. The 
FDA statistical review of 199 placebo -controlled
trials from 11 antiepileptic drugs found that there 
were 1.9 per 1000 (95% CI: 0.6 –3.9) more antiepi-
leptic drug patients than placebo patients who 
experienced suicidal behavior or ideation com-
pared to the placebo patients. 185 Based on the fi nd-
ings, the FDA requested the sponsors of antiepileptic 
drugs, except for those indicated for short -term
use, to include new information in the “Warnings 
and Precautions ” section of the product labeling 
about an increased risk of suicidal thoughts or 
actions and to develop a Medication Guide to help 
patients understand this risk. 

Not only does meta -analysis sometimes support 
the decision to change or update the current labe-
ling of approved drugs, it can also provide evidence 
as to whether or not to keep a drug on the market 
for continued use in patients. A decision may be 
made either to withdraw the drug completely, or 
to withdraw its use for a particular indication. For 
example, meta -analysis was used to review the 
safety of cefepime, which is indicated for treatment 
of a variety of infections by susceptible strains of 
microorganisms. Cefepime was suggested to have 
potentially increased mortality in a study -level
meta-analysis published by Yahav  et al., based on 
38 clinical trials. 186 The FDA performed its own 
meta-analysis on the study level, as well as the 
patient level, with data from 88 clinical trials. Based 
on the analysis results, the FDA concluded that 
cefepime remains an appropriate therapy for its 
approved indications, as neither meta -analysis
showed a statistically signifi cant difference in mor-
tality with cefepime. 

These examples highlight the point that, while 
publication bias is often a major concern in con-
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narrower defi nition risks being too granular and 
losing statistical power by reducing the counts, but 
may also eliminate “noise” (events that are clini-
cally less important or that may simply be associ-
ated with the underlying indication). Work to date 
suggests that more targeted defi nitions can some-
times lead to stronger signals (larger relative risks) 
and may actually make it more likely that signals 
will be detected. 187,188

The question of how to respond, from a sponsor 
or regulatory perspective, in the presence of het-
erogeneous results, is also an open one. When 
there is little or no heterogeneity of results among 
trials, one might be willing to accept meta -analytic
evidence as helping to establish effectiveness. It is 
less obvious what to do with the results of a meta -
analysis when there is substantial heterogeneity. If 
the heterogeneity is adequately explained in the 
analysis in terms of subgroup effects, or trial quality, 
meta-analysis might still be an acceptable part of 
demonstrating effectiveness or harm, but such a 
conclusion might be conditional on the type of 
patient or other factors. How should results be 
interpreted when some trials show harm and others 
show no effect of drug (relative risks or risk differ-
ences close to the null)? Is this an indication that 
treatment is harmful in some, but not all, situa-
tions? Does such a situation simply refl ect random 
variability? The threshold for action in the face of 
heterogeneity of fi ndings may well be different for 
safety endpoints than for effi cacy endpoints, but 
work is needed to establish transparent criteria by 
which to evaluate such situations. 

Earlier in this chapter we discussed the princi-
ples behind indirect comparisons. As the focus of 
policy and clinical decisions moves in the direction 
of comparative effectiveness (see Chapter 32),
which also includes comparative safety, there are 
serious questions about how to defi ne research 
agendas. In principle, one might wish to make 
direct comparisons across all drugs (or therapies) 
for a given indication. Who will fund such studies, 
which will need to be large, is not at all clear. The 
principles defi ning validity of indirect comparisons 
have been described. Work is needed, however, to 
explore in practice, the conditions under which 
indirect comparisons, or mixed treatment compari-

prospectively assigns human participants or groups 
of humans to one or more health -related interven-
tions to evaluate the effects on health outcomes. ”
Such continuous effort will help further reduce the 
potential publication bias in conducting meta -
analysis. Notably, this mandate covers both 
industry-funded studies and all others. 

The future 

The examples above have raised several important 
issues that will need to be addressed in the future. 
A set of issues not fully addressed above relates to 
the appropriate approach to evaluating safety 
during drug development. In particular, how 
should the issue of multiplicity be addressed? The 
SPERT group 33 outlined broad principles, and 
pointed toward potential solutions, including the 
use of a tiered approach to defi ning adverse events. 
During development, there is multiplicity with 
respect to the enormous number of adverse events 
that are routinely collected. Literally hundreds of 
categories are routinely tabulated. If cumulative 
meta-analyses are updated each time a trial com-
pletes during development, the repeated testing 
(even of events prespecifi ed for formal testing) gen-
erates another level of multiplicity. In the safety 
setting, one would not necessarily want to be as 
strict in correcting for multiplicity as in the effi cacy 
setting, but at an alpha level of 0.05, the possibility 
of generating an excessive number of false positive 
signals is a real one. Although “compromise” cor-
rections have been proposed, these tend to focus 
mostly on p-values, ignoring direct consideration of 
the magnitude of effects and the clinical impor-
tance of the events in question. 

When hundreds of categories of events are tabu-
lated, it ’s likely that most specifi c events will have 
been experienced by a very small number of indi-
viduals. How broadly or narrowly to defi ne  collec-
tions of events (composite outcomes) becomes a key 
question in this context. One might wish to err on 
the side of being inclusive of all types of events that 
might be related to drug. Doing so increases the 
actual counts of events, which can potentially 
increase statistical power. Conversely, choosing a 
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that of a distributed network. That is, providers 
of data will house the data, and will provide ana-
lytical results at the aggregate -level only, to a 
central group that will evaluate the appropriate-
ness of combin ing results across data sources. A 
distributed network allows the data providers, who 
are most familiar with the idiosyncrasies of their 
respective databases, to be the ones manipulating 
the raw data. This approach also avoids issues 
related to privacy, as only the aggregate -level
results are made public. Making such a distributed 
approach work effi ciently and effectively, requires 
the use of a common data model, that is 
shared defi nitions of variables related to drug 
exposure and outcomes, across all data sources. 
Providers of data to the OMOP core group have 
all agreed, as a condition of participation, to 
adopt a common data model, and such a model 
has been implemented. A series of presentations 
and several articles (under review at the time 
of this writing) are available on the OMOP 
website.194

In conclusion, while there are no easy answers 
to many of the questions presented above, it is clear 
that meta -analysis will play an increasingly impor-
tant role in the formulation of treatment and policy 
recommendations. Thus, the quality of the meta -
analyses performed, and of the included studies, 
are of the utmost importance and need to be 
reviewed by the scientifi c community in an open, 
published forum. Meta -analyses, if they are care-
fully interpreted in view of their strengths and 
weaknesses, should prove to be extremely helpful 
in pharmacoepidemiologic research. 
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Introduction 

In discussing the quality of data for research, Gordis 
remarked that epidemiologists have become so 
enamored with statistical analysis of the data that 
they have paid too little attention to the validity of 
the raw data being analyzed with these sophisti-
cated techniques. 1 Although this statement referred 
to questionnaire data, it applies equally to data 
generated by abstracting medical records or data 
from electronic databases. Whatever the source of 
the data, the veracity of a study ’s conclusions rests 
on the validity of its data. 

We begin this chapter by discussing the validity 
of the drug and diagnosis information used by clini-
cians in the management of patients ’ care. Next, 
we discuss measurement error, describing the dif-
ferent types of error and error detection methods, 
exploring how errors may affect the point estimate, 
and describing current techniques for mitigation. In 
the remainder of the chapter we use two associa-
tions to illustrate validity concerns when using data 
from administrative claims, electronic health 
records or questionnaire responses: the association 
between non -steroidal anti -infl ammatory drugs 

(NSAIDs) and gastrointestinal (GI) bleeding, and 
NSAIDs and myocardial infarction (MI). 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

Physicians rely on patient -supplied information on 
past drug use and illness to assist with the diagnosis 
of current disease. Proper diagnosis and treatment 
of current illnesses may be compromised by poor 
recall of past illnesses and drugs. Patients ’ recall 
abilities compromise a physician ’s ability to diag-
nose and/or prescribe successfully and may play a 
role in the success of drug therapy. The patient 
needs to recall the physician ’s instructions for most 
effective drug use. Brody found that 55 (53%) of 
104 patients interviewed immediately after seeing 
their physician made one or more errors in recall-
ing their therapeutic regimens. 2 Patient recall may 
be even poorer for illnesses and medication use 
that occurred many years previously. 

Of particular concern to the subject of this book 
is the validity of data on drug exposure and disease 

The opinions expressed in this chapter by Mary Elizabeth Ritchey are those of the author and do not necessarily represent the 

offi cial policies of the US Food and Drug Administration 
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  Quantitative  m easurement of  v alidity 
 Only when one of the methods or sources is clearly 
superior to the other can the comparison be said 
to measure validity (a synonym is accuracy). The 
superior method or source is often called a  “ gold 
standard. ”  In recognition that a method or source 
can be superior to another method or source 
without being perfect, the term  “ alloyed gold 
standard ”  has been used.  4   

 For a binary exposure or outcome measure, 
such as  “ ever ”  versus  “ never ”  use of a particular 
drug, two measures of validity are used. Sensitivity 
(also called completeness) measures the degree to 
which the inferior source or method correctly iden-
tifi es individuals who, according to the superior 
method or source, possess the characteristic of 
interest (i.e., ever used the drug). Specifi city meas-
ures the degree to which the inferior source or 
method correctly identifi es individuals who, 
according to the superior method or source, lack 
the characteristic of interest (i.e., never used the 
drug). Figure  41.1  illustrates the calculation of sen-
sitivity and specifi city.   

 Sensitivity and specifi city are the two sides of 
the validity coin for a dichotomous exposure or 
outcome variable. In general, sources or methods 
with high sensitivity tend to have low specifi city, 
and methods with high specifi city tend to have 
low sensitivity. In these very common situations, 
neither of the two sources or methods compared 
can be said to have superior overall validity. 
Depending on particulars of the study setting, 
either sensitivity or specifi city may be the more 

occurrence, because the typical focus of pharma-
coepidemiologic research is often the association 
between a medication and an adverse drug event. 
Further, many potential confounders of impor-
tance in pharmacoepidemiologic research (although 
certainly not all) are either drugs or diseases. As 
noted, clinicians recognize that patients very often 
do not know the names of the drugs they are taking 
currently. Thus, it is a given that patients have dif-
fi culty recalling past drug use accurately, at least in 
the absence of any aids to this recall. Superfi cially 
at least, patients cannot be considered reliable 
sources of diagnosis information either; in some 
instances they may not even have been told the 
correct diagnosis, let alone recall it. Yet, these data 
elements are crucial to pharmacoepidemiologic 
studies that ascertain data using questionnaires. 
Special approaches have been developed by phar-
macoepidemiologists to obtain such data more 
accurately, from patients and other sources, but the 
success of these approaches needs to be considered 
in detail.  

  Methodologic  p roblems to  b e 
 s olved by  p harmacoepidemiologic 
 r esearch 

  Indices of  m easurement  e rror 
 Two main comparisons may be drawn between two 
(or more) methods of data collection or sources of 
information on exposure or outcome: validity and 
reliability. Many different terms have been used 
to describe each, resulting in some confusion. 
Although the literature uses the term  “ validation 
study ”  or  “ verifi cation ”  to describe the agreement 
between two sources of information,  “ concord-
ance ”  or  “ agreement ”  might be a more appropriate 
term to describe the comparison between data 
sources because validation requires a  “ gold stand-
ard. ”  In the following discussion, we defi ne and 
differentiate between validity and reliability. 
Validity is assessed using sensitivity and specifi city, 
while reliability is typically measured using percent 
agreement and kappa ( κ ), which is agreement cor-
rected for chance.  3   

     Figure 41.1     Formulas for calculating sensitivity and 
specifi city.  
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method or information source, not measures of 
validity. Predictive values depend not only on the 
sensitivity and specifi city (i.e., on validity), but 
also on the true prevalence of the exposure or 
outcome. Thus, if a method or information source 
for classifying persons with respect to outcome or 
exposure has the same validity (i.e., the same 
sensitivity and specifi city) in two populations, 
but those populations differ in their outcome 
or exposure prevalence, the source or method 
will have different predictive values in the two 
populations.

In many validation studies, the confi rmation or 
verifi cation rates are not measures of validity, but 
merely measures of agreement. In other such 
investigations, one method or source may be used 
as a gold standard or as an alloyed gold standard to 
assess another method or source with respect to 
only one side of the validity coin. Studies that focus 
on the completeness of one source, such as studies 
in which interview responses are compared with 
prescription dispensing records to identify drug 
exposures that were forgotten or otherwise not 
reported by the respondents, may measure (more 
or less accurately) the sensitivity of the interview 
data. However, such studies are silent on the spe-
cifi city without strong assumptions (e.g., that the 
respondent could not have obtained the drug in a 
way that would not be recorded in the prescription 
dispensing records). 

Similarly, validation of cases in a case –control
study using self -report or administrative data often 
provides only the positive predictive value that the 
cases are true cases and does not evaluate the nega-
tive predictive value that the controls are truly con-
trols. Ideally, one would design a validation study 
to calculate sensitivity, specifi city, as well as positive 
and negative predictive values. 

In general, studies that measure mere agree-
ment are all too commonly interpreted as though 
they measured validity or accuracy. The term  “reli-
ability” tends to be used far too broadly, to refer 
variously not only to reliability itself, but to agree-
ment or validity as well. Researchers and others 
should take greater care with the way they use 
such terms. 

important validity measure. Moreover, absolute 
values of these measures can be deceiving. For 
instance, if the true prevalence of ever use of a drug 
is 5%, then an exposure classifi cation method or 
information source with 95% specifi city (and 
perfect sensitivity) will double the measured preva-
lence to 10%. The ultimate criterion of importance 
of a given combination of sensitivity and specifi city 
is the degree of bias exerted on a measure of 
effect such as an estimated relative risk due to 
misclassifi cation. 

Because the degree of bias depends on such 
study-specifi c conditions as the true prevalence of 
exposure, no general guidelines can be given. Each 
study situation must be evaluated on its own 
merits. For example, suppose in a case –control
study that the true odds ratio is OR = 3.0, the sen-
sitivity of an exposure measure is higher among 
cases (90%) than among controls (80%), the spe-
cifi city is lower among cases (95%) than among 
controls (99%), and, for simplifi cation, that the 
outcome is measured perfectly and there is no 
control-selection bias. The exposure misclassifi ca-
tion will bias the expected effect estimate upward 
to OR = 3.6 if the true exposure prevalence in the 
source population is 10%, downward to OR = 2.6
if the true exposure prevalence is 90%, and leave 
it unbiased at OR = 3.0 if the true exposure preva-
lence is 70%. 5

Measures of validity, sensitivity and specifi city 
have “truth” (i.e., the classifi cation according to a 
gold standard or an alloyed gold standard) in their 
denominators. Investigators should take care not to 
confuse these measures with the predictive values 
of positive and negative classifi cations, which 
include the inferior measure in their denominators. 
We distinguish here between the persons who  actu-
ally do or do not have an exposure or outcome and 
those who are classifi ed as having it or not having 
it. The proportion of persons classifi ed as having 
the exposure or outcome who are correctly 
classifi ed is the positive predictive value. The pro-
portion of persons classifi ed as lacking the expo-
sure or outcome who are correctly classifi ed 
is the negative predictive value. Predictive values 
are measures of performance of a classifi cation 
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  Quantitative  m easurement of  r eliability 
 When the same data collection method or source 
of information is used more than once for the same 
information on the same individual, comparisons 
of the results measure the reliability of the method 
or information source. An example of a reliability 
study is a comparison of responses in repeat inter-
views using the same interview instrument. 
Reliability is not validity, though the term is some-
times used, inaccurately, as such. 

 When different data collection methods or dif-
ferent sources of information are compared (e.g., 
comparing prescription dispensing records with 
interview responses), and neither of them can be 
considered distinctly superior to the other, the 
comparisons measure mere agreement. Agreement 
between two sources or methods does not imply 
that either is valid. 

 To evaluate reliability or agreement for categori-
cal variables, the percentage agreement between 
two or more sources and related  κ  coeffi cient are 
used. They are used only when two imperfect clas-
sifi cation schemes are being compared, not when 
one classifi cation method may be considered  a 
priori  superior to the other.  6,8   The  κ  statistic is the 
percentage agreement corrected for chance.  6   
Agreement is conventionally considered poor for a 

 For a drug exposure, a true gold standard is a 
list of all drugs the study participant has taken, 
including dose, duration, and dates of exposure. 
This drug list might be a diary of prescriptions the 
study participants kept or, perhaps more readily 
available, a computerized database of fi lled pre-
scriptions, although neither of these data sources is 
a genuine gold standard. Prescription diaries cannot 
be assumed to be kept in perfect accuracy. For 
instance, participants may tend to record drug use 
as more regular and complete than it actually was, 
or that use adhered to the typical prescribed 
regimen. Similarly, substantial gaps may exist 
between when a prescription is fi lled and when it 
is ingested, if it is ingested at all. 

 Two methods are used to quantify the validity 
of continuously distributed variables, such as 
duration of drug usage. The mean and standard 
error of the differences between the data in ques-
tion and the valid reference measurement are 
typically used when the measurement error is 
constant across the range of true values (i.e., 
when measurement error is independent of 
where an individual ’ s true exposure falls on the 
exposure distribution in the study population).  6   
With the caveat that it is generali zable only to pop-
ulations with similar exposure distributions, the 
product – moment correlation coeffi cient may also 
be used. 

 High correlation between two measures does 
not necessarily mean high agreement. For instance, 
the correlation coeffi cient could be very high (i.e., 
close to 1), even though one of the variables sys-
tematically overestimates or underestimates values 
of the other variable. The high correlation means 
that the over -  or underestimation is systematic 
and very consistent. When the two measures 
being compared are plotted against each other and 
they have the same scale, full agreement occurs 
only when the points fall on the line of equality, 
which is 45 °  from either axis (Figure  41.2 ).  7   
However, perfect correlation occurs when the 
points lie along any straight line parallel to the line 
of equality. It is diffi cult to tell from the value of a 
correlation coeffi cient how much bias will be pro-
duced by using an inaccurate measure of disease 
exposure.    

      Figure 41.2     Graphic showing line of agreement for con-
tinuous variables.  
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exist in the population or, conversely, may fail to 
detect a risk factor when one truly exists. 

 In an epidemiologic study, the measure of asso-
ciation is often based on the number of subjects 
categorized by the cross - classifi cation of presence 
or absence of disease and exposure. For example, 
when using questionnaire data to study the asso-
ciation between drug A and disease B, if some study 
participants forgot their past exposure to drug A, 
they would be incorrectly classifi ed as non - exposed. 
This misclassifi cation is a measurement error. 
Although the measurement process often involves 
some error, if this measurement error is of suffi -
cient magnitude, the validity of the study ’ s fi ndings 
is diminished. 

 There are two types of measurement error or 
misclassifi cation: non - differential and differential.  9   
The difference between these errors relates to the 
variables under study. In particular, differential 
misclassifi cation occurs when the misclassifi cation 
of one variable (e.g., drug usage) varies according 
to the level of another variable (e.g., disease status), 
so that the direction of the bias is toward or away 
from the null. For example, in a case – control study 
of NSAIDs and MI, patients with an MI might recall 
past NSAID use differently from those who had not 
had a recent MI. MI cases might ponder the origins 
of their illness and recall and report NSAID use 
they otherwise would have forgotten or failed to 
report (Figure  41.4 , cases recall exposure better 
than controls). Alternatively, patients might be dis-
tracted by their illness during the interview and 
forget their past NSAID use, fail to report it to get 
the interview over more quickly, or because of psy-
chological denial in favor of something else that 
they may feel is more likely as an explanation for 
their disease (Figure  41.4 , cases do not recall expo-
sure as well as controls).   

 Thus, the respondent ’ s state of mind (and 
possibly that of the interviewer) at the time of 
the interview determines the overall accuracy of 
the interview or questionnaire information and the 
degree to which the accuracy might differ by 
respondent characteristics (e.g., case or control 
status). Patients who learn they have serious dis-
eases, and parents who learn the same about 
their children, often go through phases or stages in 

 κ  statistic less than zero, slight for  κ  between zero 
and 0.20, fair for a  κ  of 0.21 – 0.40, moderate for a 
 κ  of 0.41 – 0.60, substantial for a  κ  of 0.61 – 0.80, and 
almost perfect for a  κ  of 0.81 – 1.00.  3   Figure  41.3  
illustrates the percentage agreement and  κ  calcula-
tions for a reliability assessment between question-
naire data and medical record information.   

 The intraclass correlation coeffi cient is used to 
evaluate the reliability of continuous variables.  8   It 
refl ects both the average differences in mean values 
as well as the correlation between measurements. 
The intraclass correlation coeffi cient indicates how 
much of the total measurement variation is due to 
the differences between the subjects being evalu-
ated and to differences in measurement for one 
individual. When the data from two sets of meas-
urements are identical, the intraclass correlation 
coeffi cient equals 1.0. Under certain conditions, the 
intraclass correlation coeffi cient is exactly equiva-
lent to Cohen ’ s weighted  κ .  6   

 It is impossible to translate values of measures 
of agreement, such as  κ , into expected degrees of 
bias in exposure or disease associations.   

  Measurement  e rror in 
 p harmacoepidemiologic  r esearch 
 Epidemiologic assessments of the effects of a drug 
on disease incidence depend upon an accurate 
assessment of both drug exposure and disease 
occurrence. Measurement error for either factor 
may identify a risk factor in the study that does not 

      Figure 41.3     Formulas for calculating the percent agree-
ment and K.  
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 A difference in the accuracy of recall between 
cases and non - cases could infl uence the determina-
tion of NSAID exposure and the resulting measure 
of association. In case – control studies, differential 
misclassifi cation of exposure can result from recall 
bias.  10   A common belief is that the potential for 
recall bias can be minimized if the study is designed 
to obtain complete exposure data, that is informa-
tion on the names and usage dates for every drug 
used in the time period of interest.  11   

 Non - differential misclassifi cation of exposure 
occurs when the misclassifi cation of one variable 
does not vary by the level of another variable and 
may occur if both cases and controls simply forget 
their exposures to the same degree. The measure 
of association is affected by non - differential mis-
classifi cation of exposure as well; it is usually biased 

questioning how these illnesses might have come 
about. In earlier stages, patients often blame them-
selves. As the time passes, they frequently seek 
external explanations. The time course of the psy-
chological state of seriously ill patients and their 
close family members varies highly, but is poten-
tially very important to the validity of interview 
and questionnaire data they provide. The tradi-
tional assumptions that cases remember true expo-
sures better than non - cases (i.e., that exposure 
classifi cation has higher sensitivity among cases 
than among non - cases) and that cases intentionally 
or unintentionally report more false - positive expo-
sures than non - cases (i.e., that exposure classifi ca-
tion has lower specifi city among cases than among 
non - cases) are undoubtedly too simplistic for 
general reliance. 

      Figure 41.4     Example of differential misclassifi cation of exposure.  

Case-Control Study of NSAIDs and Myocardial Infarction (MI)

No exposure misclassification

MI cases recall exposure just as well as those without MI

MI cases recall exposure better than those without an MI

MI cases do not recall exposure as well as those who did not have an MI

Sensitivity= 
Specificity= 

Sensitivity= 
Specificity= 

0.95
0.9

0.8
0.7

MI
No MI

OR = 2.5
NSAID use

200 200
240 600

No NSAIDs

MI
No MI

MI

No MI

Sensitivity= 
Specificity= 

Sensitivity= 
Specificity= 

0.8
0.9

0.9
0.7

MI

No MI

OR = 1.4
NSAID use

210 190
372 468

No NSAIDs

MI
No MI

OR = 0.9
NSAID use

180 220
396 444

No NSAIDs



Chapter 41: Validity of Pharmacoepidemiologic Drug and Diagnosis Data   763

ity in the exposed group to the sensitivity in the 
unexposed group. If the sensitivity is independent 
and non - differential, this ratio equals unity and the 
risk ratio is unbiased.  

  Effects of  m easurement  e rror on the 
 p oint  e stimate of  a ssociation 
 Copeland  et al.  evaluated misclassifi cation in 
epidemiologic studies using a series of computer -
 generated graphs. They showed that the bias — that 
is discrepancy between the point estimate and the 
true value of the measure of association — was a 
function of the disease frequency, exposure fre-
quency, sensitivity, and specifi city of the classifi ca-
tion.  21   It is instructive to note that Copeland  et al.  
were not able to describe bias as a function of the 
product – moment correlation coeffi cient, the intra-
class correlation coeffi cient, percentage agreement, 
or  κ . Thus, higher or lower values of these meas-
ures, even when one of the measurement methods 
is a gold standard, should not be interpreted as 
evidence of greater or lesser degrees of bias. When 
non - differential misclassifi cation occurred, the 
point estimate was biased toward the null. Their 
results for non - differential misclassifi cation of 
disease also indicated that the rarer the disease, the 

toward the null. Exceptions can occur when clas-
sifi cation errors are not independent of each 
other,  12 – 17   as when participants who are particularly 
reluctant to report health outcomes that they have 
experienced are especially unwilling to report med-
ications they have taken as well. Other exceptions 
to the rule about bias toward the null from non -
 differential misclassifi cation can occur when there 
are more than two categories of exposure.  18   We 
provide a simple hypothetical example using a 
case – control analysis to illustrate the potential for 
bias away from the null from independent, non -
 differential misclassifi cation of an exposure with 
more than two categories of exposure: low, 
medium, and high (Figure  41.5 ). As noted in the 
fi gure, if 30% of the cases and controls in the high 
exposure group are misclassifi ed into the medium 
exposure group, the odds ratio for medium expo-
sure is relatively unbiased but the odds ratio for 
high exposure is biased upward to 2.6.   

 No bias occurs from independent, non -
 differential misclassifi cation of a binary outcome 
measure under some circumstances.  19,20   For 
instance, if no false - positive cases exist, the expected 
risk ratio will be the risk ratio given correct disease 
classifi cation multiplied by the ratio of the sensitiv-

      Figure 41.5     Example of non - differential misclassifi cation of exposure when exposure is polychotomous.  

No Exposure Misclassification

Exposure

Cases

Controls

200

300

550

600

700

400

0.3 of cases and controls in the high exposure group
are misclassified as medium exposure

Medium vs Low

High vs Low

OR = 1.4

OR = 1.8

Low Medium High

Exposure

Cases

Controls

200

300

760

720

490

280

Medium vs Low

High vs Low

OR = 1.6

OR = 2.6

Low Medium High



764   Part V: Selected Special Methodologic Issues in Pharmacoepidemiology

demiologic meaning as the counterpart to specifi -
city as a measure of classifi cation validity. In a 
sensitivity analysis, one alters key assumptions or 
methods reasonably to see how sensitive the results 
of a study are to those variations. One key assump-
tion, usually implicit, is that the exposure and the 
outcome in a study have been measured accurately. 
With estimates from previous research or  “guessti-
mates” from expert experience and judgment, one 
can modify this assumption and use a variety of 
analytic methods to “back calculate ” what the 
results might have looked like if more accurate 
methods had been used to classify participants 
with respect to outcome, exposure, or both. 26,27

Sometimes, wildly implausible degrees of inaccu-
racy would have to have been present to produce 
observed associations. 

For many years, this kind of assessment has 
been conducted informally and qualitatively. 
However, the net result is controversy, with inves-
tigators judging the bias small and critics judging it 
large. Further, intuitive judgments, even those of 
the most highly trained and widely experienced 
investigators, can be poorly calibrated in such 
matters. Formal sensitivity analysis makes the 
assessment of residual bias transparent and quan-
titative, and forces the investigator (and other 
critics) to defend criticisms that in earlier times 
would have remained qualitative and unsubstanti-
ated. An important and well -known historical 
example is the bias from non -differential misclas-
sifi cation of disease proposed by Horwitz and 
Feinstein28 to explain associations between early 
exogenous estrogen preparations and endometrial 
cancer. When proper sensitivity analyses were con-
ducted on this bias, only a negligible proportion of 
those associations were explained by bias. 28–30

Epidemiologic applications of quantitative 
methods with long history in the decision sciences 
have become accessible for quantifying uncertain-
ties about multiple sources of systematic error in a 
probabilistic manner. 26,31–33 These methods permit 
the incorporation of available validation data as 
well as expert judgment about measurement error, 
uncontrolled confounding, and selection bias along 
with conventional sampling error, and prior prob-
ability distributions for effect measures themselves, 

more the potential for bias in cohort studies. 
Likewise, the less prevalent the exposure, the more 
the potential for bias increases in case –control
studies. For differential misclassifi cation, the point 
estimate could be biased toward or away from the 
null. This presents a problem for ad hoc case –control
studies, where recall bias is always a concern. 

Copeland et al.’s simulations were all done on 
binary disease and exposure variables. For a con-
tinuous variable, non -differential misclassifi cation 
may not produce a bias towards the null if a perfect 
correlation exists between the variable as measured 
and the true value. 8 For example, if both cases and 
controls in a case –control study underestimate 
duration of drug use by an equal percentage, a bias 
towards the null would not occur. 

Correcting  measures of  association for 
measurement  error 
Estimates of sensitivity and specifi city are required 
to correct effect estimates for measurement error. 21

These estimates can be derived from previous 
research or from a subsample within the study ana-
lyzed. However, estimates of sensitivity and specifi -
city of exposure classifi cation from previous 
research are rarely available. Should these esti-
mates be available, they may not be useful since 
the classifi cation methods need to be similar in 
both the correctly classifi ed and misclassifi ed data. 22

The classifi cation probabilities will vary according 
to the questionnaire design, study population, and 
time period of administration. In addition, the cor-
rection methods most familiar to epidemiologists 
are appropriate for bivariate, not multivariate, 
data.23

For differential misclassifi cation of exposure by 
disease status (e.g., recall bias), Raphael 24 contends 
that the researcher is responsible for either present-
ing a strong case that recall bias did not threaten 
the study ’s validity or controlling for it statistically. 
One approach to estimate the effects of bias is to 
conduct a sensitivity analysis. 25 Sensitivity analysis 
is the last line of defense against biases after every 
effort has been made to eliminate, reduce, or 
control them in study design, data collection, and 
data analysis. As used in this context, the meaning 
of the term “sensitivity” differs from its other epi-
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• Strive for a fi fth grade literacy level if you must 
develop new survey questions to be used for a 
general population. 37 Use cognitive testing to assess 
respondent comprehension of new questions. 
• Evaluate the accuracy of respondents ’ answers 
by comparing them to a truly accurate comparison 
source (i.e., gold standard) whenever possible so 
that sensitivity and specifi city can be calculated for 
use in bias analyses. 
• Compute the percent agreement and kappa to 
test the reliability of self -report. For example, when 
evaluating medication use, compare with pill 
counts, chemical markers inserted into the pills, 
electronic monitoring caps, or pharmacy dispensing 
databases.
• Assess validity and reliability on a subset of the 
respondent population. 

As in history taking during a clinical visit, 38 epi-
demiologic research using questionnaires often 
relies on asking respondents to recall events or 
exposures that occurred in the past, with recall 
intervals spanning days to several years. To appreci-
ate the accuracy of data derived by recollection, 
one must understand the response process in 
general and the organization of memory, a key 
element of the response process. 

Measurement error for survey data depends on 
the adequacy of the response process, which is 
made up of four key respondent tasks: (i) question 
comprehension and interpretation; (ii) search for 
and retrieval of information to construct an answer 
to the question; (iii) judgment to discern the com-
pleteness and relevance of memory for formulating 
a response; and (iv) development of the response 
based on retrieved memories. 39–42 If survey instru-
ment developers pay too little attention to the fi rst 
two key tasks, this can result in questions too vague 
or complex for respondents to marshal retrieval 
processes appropriately. We will not go into depth 
on the theory of survey response or cognitive 
process underlying retrieval and questionnaire 
response but refer readers to a text by Tourangeau 
and colleagues 42 for an enlightening discussion of 
these topics. 

Most pharmacoepidemiologic research requires 
assessing the timing between when an exposure 
occurs and when an outcome is observed, which 

to form uncertainty distributions. These approaches 
have been used practically in pharmacoepidemiol-
ogy in assessing selection bias in a study of 
topical coal tar therapy and skin cancer among 
severe psoriasis patients; 31 exposure misclassifi ca-
tion and selection bias in a study of phenylpropa-
nolamine use and stroke; 32 and selection bias, 
confounder misclassifi cation, and unmeasured 
confounding in a study of less than defi nitive 
therapy and breast cancer mortality, 26 as well as in 
other clinical and non -clinical applications. 33–35

Sometimes biases can be shown to be of more 
concern and sometimes of less concern than intui-
tion or simple sensitivity analysis might suggest. 
Almost always the probabilistic uncertainty about 
these sources of systematic error dwarfs the uncer-
tainty refl ected by conventional confi dence inter-
vals. By the use of these methods, the assessment 
of systematic error can move from a qualitative 
discussion of “study limitations, ” beyond sensitivity 
analyses of one scenario at a time for one source of 
error at a time, to a comprehensive analysis of 
all sources of error simultaneously. The resulting 
uncertainty distributions not only supplement, 
but can also supplant, conventional likelihood 
and p-value functions, which refl ect only 
random sampling error. As a result, much more 
realistic, probabilistic assessments of total uncer-
tainty attending to effect measure estimates are in 
the offi ng. 36

Currently  available solutions

Best practices for 
questionnaire  design
Designing a questionnaire for collecting epidemio-
logic data requires careful planning and pretesting 
before fi elding the study, and requires validation of 
response during the analysis phase to make sure 
the data being collected are as valid as possible for 
addressing the study hypothesis. The following 
steps should be considered during the design and 
analysis stages of a study requiring data collection 
via a questionnaire:
• Use validated instruments or validated questions 
whenever possible. 
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respondent may use the following process to 
provide the correct date, namely January 2008. 

 The recall process begins with the respondent 
being uncertain whether the depression was diag-
nosed in 2007 or 2008. To work towards identifying 
the correct year, the respondent recalls that the 
depression was the result of his losing his job. The 
job loss was particularly traumatic because he and 
his wife just purchased their fi rst home a few 
months previously and now, with the loss of his 
income, they were at risk of losing the house. The 
home purchase was a landmark event for this 
respondent, and he remembers that it occurred in 
mid - 2007, just as their children fi nished the school 
year. So, in 2007 he lost his job, near the end of 
the year because the holiday season was particu-
larly grim. He remembers that his depression was 
diagnosed after the holidays, but was it January or 
February of 2008? It was January 2008 because he 
was already taking antidepressants by Valentine ’ s 
Day, when he went out to dinner with his wife and 
he could not drink wine with his meal. This chro-
nology is diagrammed in Figure  41.6 .   

 As illustrated in Figure  41.6 , landmark events 
probably serve as the primary organizational units 
of autobiographical knowledge and, as such, anchor 

may range from several hours to many years. Thus, 
questionnaires used in pharmacoepidemiology typ-
ically include one or more different types of tem-
poral questions  42   such as:
    •      time of occurrence, which requires respondents 
to provide a date when an event occurred such as 
when were they diagnosed with a particular 
condition;  
   •      duration questions such as  “ How long did you 
take drug A? ” ;  
   •      elapsed time, which asks how long it has been 
since an event occurred, including questions such 
as  “ How many months has it been since you last 
took drug A? ” ; and  
   •      temporal frequency questions that ask respond-
ents to report the number of events that occurred 
over a specifi c time period, such as  “ How many 
visits did you make to your primary care practi-
tioner in the past 6 months? ”     

 An example best illustrates the theory of 
Tourangeau and colleagues  42   on how respondents 
use a cyclic process of recalling details about a par-
ticular event. As new information is recalled, this 
new information helps shape the memory and adds 
details to describe the event in question:  “ When 
was your major depression fi rst diagnosed? ”  The 

     Figure 41.6     Recall schematic for showing how date of depression diagnosis was determined.  

Jan Feb Mar Apr May Jun Jul Oct NovAug Sep Dec Jan Feb Mar Apr May Jun Jul

Moved into
new home

Kids finished
school

Lost Job
Valentine’s

Day

Grim
Holidays

Depression diagnosis
January 2008

20082007

When was your depression first diagnosed? The respondent knows it was in
either 2007 or 2008 but cannot remember when. The depression occurred

because he lost his job.
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tion studies using a gold or an alloyed gold standard 
can assess only one of the two validity measures, 
either sensitivity or specifi city. 

Methodologic studies that use alternative data 
sources such as prospectively collected data or data-
bases of dispensed drugs can measure both sensitiv-
ity and specifi city, if one assumes that the 
prescription database is a gold standard. Lower sen-
sitivity is often more of a concern than is lower 
specifi city, depending on the data source used for 
the study. Drug exposures or diseases that are 
under -reported on questionnaires or are missing 
due to incomplete claims processing in a record -
linked database —that is, data sources with low 
sensitivity—cannot be rigorously evaluated as risk 
factors for the association under investigation. 
Alternatively, low specifi city is often less of a 
problem in pharmacoepidemiology unless the 
characteristic with low specifi city also has very low 
prevalence in the population being studied. For 
example, because the incidence of Stevens –Johnson
syndrome is rare, a small degree of misclassifi cation 
when using administrative claims data where the 
case defi nition uses the ICD -9-CM code 695.1 will 
include several skin problems other than Stevens –
Johnson (i.e., the false -positive rate would be 
high).47

Besides the need for completeness on the indi-
vidual level, information from all persons who are 
covered by the health plan from which the data-
base is generated must appear in the database. 
Systematic omissions of specifi c population groups, 
such as certain ethnic or racial groups, diminish the 
quality of the database. 

In the next section of the chapter, we discuss 
issues in using the medical record as a comparator 
data source to evaluate the accuracy and complete-
ness of survey data on medication and diagnoses 
ascertained via self -report. We discuss use of auto-
mated databases as a comparator data source for 
assessing validity and reliability of self -reported
information in a later section. 

Infl uence of  comparator selection
The early work on evaluating the completeness 
of self -reported medication data used paper 
medical records for comparison, but one needs to 

information retrieval. 43 In particular, the example 
shows how the respondent used landmark and 
other notable events, relationships among datable 
events, and general knowledge (holiday period and 
children fi nishing the school year) to reconstruct 
when his major depression was fi rst diagnosed. An 
important caveat is that the respondent described 
above was willing to expend considerable effort to 
search his memory to determine when his depres-
sion was diagnosed —this may not be the situation 
for all respondents. 

In contrast, the process of “satisfi cing ” occurs 
when respondents expend the least psychological 
and emotional effort possible to provide an accept-
able answer to a survey question rather than an 
optimal answer. 44,45 To minimize satisfi cing, ques-
tionnaire developers should consider the length of 
the instrument and the number of response catego-
ries. When faced with a long list of choices, respond-
ents more frequently choose answers at the top of 
the list rather than those at the bottom, to mini-
mize effort. Respondents with lower cognitive skills 
and less education, where discerning the best pos-
sible response poses a challenge, are more apt to 
settle for a satisfactory rather than an optimal 
response. Because accuracy of response is critical 
for pharmacoepidemiologic research, questionnaire 
developers must consider methods to minimize 
response burden leading to satisfi cing. 

The discussion above focused on measurement 
error related to survey design and to respondent 
motivation. Measurement error can also be attrib-
uted to improper training of interviewers and poor 
data entry quality. Understanding the measure-
ment error associated with key variables critical to 
the analysis can be assessed using several different 
modeling approaches, which Biemer discusses in 
more detail. 46

Conducting validation studies to 
assess self-reported data
Exposure confi rmation performed as part of etio-
logic studies is often only partial verifi cation for 
two reasons. First, the comparison data source may 
be an alloyed gold standard, which means the rate 
calculated is a measure of agreement, not a measure 
of validity. Second, and more commonly, verifi ca-
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sensitive, that is psychotropic medications such as 
benzodiazepines, tended to be omitted more fre-
quently than non -psychotropic medications. 55

In summary, the medical record does not docu-
ment all medications prescribed for individuals. 
Record completeness is likely to vary by type of 
drug, type of chart (outpatient versus inpatient), 
and the number of drugs prescribed in a given 
period. This diminishes the usefulness of medical 
records for verifying self -reported drug exposure. 

Medical records are often used to validate self -
reported diagnosis data, but the diagnosis docu-
mentation in the medical record may be incomplete 
as well. With conversion from paper to electronic 
medical records (EMRs), more studies are evaluat-
ing the completeness for the EMRs rather than 
paper medical records. In 2008, three studies 
examined the completeness of paper obstetric 
records. One study, of bleeding, showed sensitivity 
ranging from 28.3% to 100% with better docu-
mentation with severe bleeding. 56 Another study 
evaluating documentation of obstetric care noted 
that the head to body delivery interval was recorded 
in only 58.2% of shoulder dystocia deliveries, 
even though it is a key measure in these types of 
deliveries.57 Similarly, in a study of 190 operations 
performed over a 1 -week period in one hospital, 
either the patient ’s name, preoperative diagnosis, 
type of operation, or postoperation instructions 
was missing in a small percent of charts, with 
only 51.6% of operative notes having complete 
documentation.58 A 2007 obstetric publication 
reported better documentation of obstetric care 
by midwives than by attending physicians or 
residents.59

Two evaluations of EMR completeness noted 
that the patient problem list was often incomplete 60

and the anesthetic record that is supposed to docu-
ment allergies, intravenous drug access, electrocar-
diogram rhythm, and issues related to ventilation 
often were missing these critical attributes. 61

Driscoll and colleagues attributed these omissions 
to incompatibility between the organization of the 
record and clinician workfl ow. We are likely to see 
more publications evaluating the completeness of 
the EMR with increasing use of this newer technol-
ogy and as the documentation of clinical perform-

understand the availability and accuracy of 
medical records to determine whether they are 
adequate for this purpose. Retrieval of medical 
records depends not only on a person ’s ability to 
remember and report who prescribed the drug or 
diagnosed the condition in question, but also on 
the health -care provider ’s attention in recording 
the information, and on the availability of the 
medical record for review. If the medical record 
cannot be retrieved because the health -care pro-
vider could not be identifi ed, had retired, or the 
record was destroyed or lost, the events cannot be 
verifi ed. 

Even if the outpatient and inpatient medical 
record is available, it may be incomplete for 
medications prescribed. Three studies have shown 
that the inpatient medical records are often incom-
plete for documenting medications patients are 
using in the outpatient setting. In comparing 
inpatient medical records with patient self -report
combined with pharmacy dispensing, 48 Lau and 
colleagues found that the inpatient medical 
records typically omitted medications that patients 
used rather than include medications not men-
tioned by the patient or dispensed according to 
pharmacy records. Similarly, Strom  et al. noted 
that drugs prescribed in the outpatient setting sus-
pected of commonly causing Stevens –Johnson
syndrome are often not documented in the inpa-
tient chart. 49 Guess  et al. reported similarly poor 
completeness when assessing whether the dis-
charge and autopsy reports for patients with fatal 
upper GI bleeding or perforation indicated use of 
an NSAID that may have contributed to the fatal 
GI bleed. 50

Completeness of medications in outpatient 
records depended on the number of drugs the 
patient was taking and the type of medication 
prescribed. The fewer the drugs the patient used, 
the more likely the drugs were listed in the chart. 51,52

Christensen53 and colleagues reported excellent 
documentation of antihypertensives in the medical 
chart. Similarly, West  et al.54 reported very good 
entry of NSAIDs in outpatient medical records even 
though the patients had only been dispensed one 
fi ll of one NSAID in their entire pharmacy claims 
fi le. However, medications considered to be more 
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Infl uence of  questionnaire  design
As reported in a recent systematic review, several 
factors affect the accuracy of medication exposure 
reported via questionnaire. 92 The type of question 
asked infl uences how well respondents answer 
medication questions, illustrated by a study seeking 
use of analgesics in the past week. 93 Design also 
infl uences the completeness of self -reported psy-
choactive medication use. 94 Medication -specifi c or 
indication-specifi c questions can identify most 
medications in current use, and a general medica-
tion question “Have you taken any other medica-
tions?” failed to identify all of the medications 
respondents were currently taking. 79 Similarly, 
open-ended questions such as “Have you ever used 
any medications? ” yielded less than half of the 
affi rmative responses for use of three different 
medications.11 The addition of indication -specifi c 
questions to open -ended questions also adds incre-
mental affi rmative responses concerning expo-
sures. Finally, 20 –35% of respondents reported 
drug exposure only when asked medication 
(name)-specifi c questions. 11 Similar fi ndings were 
recently reported for self -reported medication use 
in a university population. 92

Response order may affect recall, as noted with 
malaria medications when respondents had more 
than one episode of malaria. 95 Medications listed 
earlier tended to be selected more frequently than 
those listed later —a fi nding that may be related to 
satisfi cing as discussed earlier. 44

A comparison of self -report for current and 
recent medication use (within the past 2 years) to 
pharmacy records of dispensed prescriptions for 
multiple drug classes found that the number of 
drug dispensings recalled was highest for cardiovas-
cular medications (66%) and poorest for alimen-
tary tract medications (48%). 96 Recall was 
infl uenced by the number of chronically used med-
ications: 71% for one drug, 64% for two drugs, and 
59% for three or more drugs, although duration of 
use was not related to recall. However, the ques-
tionnaire did not allow suffi cient space to record all 
medications used in the time period of this study. 
Thus, if respondents were unable to record all 
medications due to space limitations, a misleading 
fi nding might have occurred: that respondents 

ance and care quality becomes a critical factor in 
health-care delivery. 62

Self-reported drug data from  ad hoc
questionnaire  studies
Accuracy and recall
Several studies have evaluated self -reported recall 
accuracy for current or past medication use com-
pared with prospectively collected cohort data or 
pharmacy, hospital, and outpatient medical record 
documentation. Overall, published studies indicate 
that people accurately remember ever using a medi-
cation and when they fi rst began using some medi-
cations, although they do not remember brand 
names and duration of use as well. 63–71 Researchers 
can facilitate recall and reporting of medication use 
by indication -specifi c questions, a drug photo 
prompt, list of drug names, or a calendar to record 
life events. 70–74 In general, greater inaccuracies have 
been noted as more time elapsed between occur-
rence of exposure and its subsequent reporting; 64,68,70

this tendency was especially true for over -the-coun-
ter NSAID use in contrast with prescription NSAID 
use for recall over a 2 -month period. 75 Accuracy of 
self-reporting varies by medication, with chroni-
cally used medications (especially those with more 
refi lls) recalled more often than acute exposures, 
fi rst and most recent brands in a class recalled more 
frequently than other medications in the class, mul-
tiple medications in one class recalled more fre-
quently than single medication exposure, and 
salient exposures (those that prompted study initia-
tion) more accurately recalled than common and 
less disconcerting exposures. 63,64,69,73,76–79 For pre-
scription drugs, recall between self -reported use and 
medical records was moderately accurate, but for 
over -the-counter medications and vitamin supple-
ments, accurate recall was poor. 80 Discrepancies are 
due to both under -reporting (e.g., respondent forgot 
medication was taken) and under -documenting
(e.g., physician was unaware of medication use or 
did not record patient ’s use in chart), 52–54,65,76,77,79–82

and differed by therapeutic class. 80,81,83–90 When 
comparing self -reported data to multiple sources 
(e.g., medical records and pharmacy dispensing), 
verifi cation for self -reported use was higher than 
with comparison to a single source. 91
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study of NSAID use noted a similar fi nding for 
education.78 Non -smokers had better recall of ever/
never use of estrogens than did smokers in one 
study. 68 Another study found no relationship 
between recall accuracy for past NSAID or estrogen 
use and cigarette smoking or current alcohol use. 70

A study of medication use during pregnancy 
reported better recall in mothers with higher edu-
cational attainment and poorer pregnancy outcome 
(low birth weight, gestational age, or Apgar score) 82

whereas other authors found that factors such as 
maternal age, marital and employment status, and 
pregnancy outcome did not infl uence the reporting 
of pregnancy medication exposures. 76,77,81

Medication-specifi c questions substantially 
increased reporting for certain subgroups, includ-
ing 25 –44 year olds, males, African Americans, and 
those with 8 or more years of education. 11,79,94 Age 
affected recall accuracy for hormone shots, 90

NSAIDs,50,70 and other medications, 96 with younger 
respondents having better recall accuracy. However, 
this fi nding did not hold true for oral estrogen 68 or 
oral contraceptive use. 64 Study design may explain 
the different results noted; the two studies that 
reported an age effect were methodologic studies 
evaluating recall accuracy 70,96 whereas the two that 
reported no age effects 64,68 were etiologic studies 
that reported verifi cation of drug use as a measure 
of exposure misclassifi cation for the association 
under study. 

With regard to predictors of recall accuracy, 
factors such as questionnaire design, use of memory 
aids, recall period, extent of past drug use, age, and 
education sometimes infl uence how well respond-
ents remember past drug use, the effect often 
seeming to vary by therapeutic class. Behavioral 
characteristics such as smoking and alcohol use 
were rarely evaluated as predictors of accuracy, 
and inconsistent fi ndings were noted in the two 
studies that reported the results of their evaluation. 
Because of the paucity of information on predict-
ors of recall, further research in this area is 
warranted.

Conclusions
The methodologic literature on recall accuracy dis-
cussed above indicates that study participants have 

were unable to recall all medications when this 
self-reported information was compared to the 
medications dispensed according to the database. 

Another methodologic study evaluated whether 
question structure infl uences the recall of currently 
used medications in 372 subjects with hyperten-
sion who had at least 90 days of dispensings 
in the PHARMO database. 79 The questionnaire 
had indication -specifi c questions fi rst, for example 
medications used for hypertension, diabetes, etc., 
followed by an open -ended question that asked if 
the subjects used any other medications not already 
mentioned. For hypertension, the sensitivity was 
91% for indication -specifi c questions and 16.7% 
for open -ended questions. About 20% of subjects 
listed medications on the questionnaire that were 
not in the database and a similar proportion failed 
to list medications on the questionnaire that were 
in use according to the pharmacy database. Based 
on the results on sensitivity of recall, indication -
specifi c questions appear to invoke better recall 
accuracy. However, to adequately address the issue 
of question structure, the questionnaire might have 
been designed to query medications using an open -
ended question before asking indication -specifi c 
questions. This sequencing would allow a compari-
son of the number of medications recalled by each 
question structure. 

Infl uence of  patient population
Few studies have evaluated whether demographic 
and behavioral characteristics infl uence the recall 
of past medication use. No differences in recall 
accuracy were noted by gender. 70,96 Inconsistent 
results were noted with ever having used an anti-
depressant for evaluation of age, household income, 
and education as predictors of recall accuracy for 
reporting.97 Racial and socioeconomic differences 
in reporting were noted with oral contraceptives 
use, with whites having better agreement than 
non-whites and private paying users having better 
agreement than those receiving public health -care
funds.64 Small variations in recall accuracy were 
noted for any past estrogen use by ethnicity 
(Japanese vs. non -Japanese ancestry) and educa-
tion, with more educated women having poorer 
recall than those without a college education. 68 A 
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major cause of the disagreement in some 
studies.87,98,102,104 Over -reporting occurred as well, 
especially for conditions where the diagnostic cri-
teria are less explicit. 108 Comparing self -reported
symptom and quality of life information at two 
different time periods also shows both over - and 
underestimation as noted with pain recall preop-
eratively and 3 months after total knee arthro-
plasty, 109 1.5 to 3.8 years after hip replacement, 110

and 5 to 10 years after back pain. 111 Subjects also 
recalled better walking and function than they 
actually had prior to the hip replacement. 110 Thus, 
recollection of symptoms and function are not 
accurate and the direction of the error can lead to 
both over - and underestimation. 

Two studies assessed the recall accuracy for 
mental illnesses, comparing interview to clinical 
evaluation.100,101 The results indicated poor agree-
ment between the two data sources, with under -
reporting as the primary reason for poor agreement. 
It is unclear from these studies whether the reason 
for under -reporting was the respondent ’s unwill-
ingness to admit to mental illness or whether the 
conditions were actually under -diagnosed.

Three studies evaluated reporting of cataracts, 
two assessing presence of cataract by clinical 
exam100,112 and the third using medical record 
review for comparison. 99 Agreement was best with 
the medical record comparison, 99 whereas the 
studies that used clinical assessments typically 
reported poor agreement. Similar to the evaluation 
of mental illnesses, the question remains, could the 
under -reporting be due to patients being unwilling 
to divulge their diagnosis or, perhaps, are they 
unaware of their diagnosis in the fi rst place? 

Fractures were evaluated in four studies, all of 
which used medical records for comparison. Three 
studies indicated good agreement, although the 
one methodologic study of fracture incidence indi-
cated a slight tendency for over -reporting of hand, 
fi nger, rib, or facial fractures. 113

Although menarche and menopause are not 
medical conditions per se, the age at which they 
occur is often of interest in pharmacoepidemiologic 
studies. In the Menstrual and Reproductive Health 
Study, which had recall periods ranging from 17 to 
53 years (mean 33.9 years), the exact age of 

diffi culty remembering drug use from the distant 
past, which contributes to misclassifi cation of expo-
sure in ad hoc case –control studies. Researchers are 
using more medication -specifi c and indication -
specifi c questions, along with recall enhancements, 
which have been shown to produce better data. 
Calendars and photos of drugs augment recall to a 
greater degree than listing only the brand names of 
the drugs in question. These techniques —namely
photos, calendars, and the two different types of 
drug questions —have become the state -of-the-art
for collecting self -reported drug data by personal or 
telephone interview. 

The literature to date suggests that recall accu-
racy of self -reported medication exposures is some-
times, but not always, infl uenced by type of 
medication, drug use patterns, design of the data 
collection materials, and respondent characteris-
tics. Given the current state of the literature, epi-
demiologists who plan to use questionnaire data to 
investigate drug –disease associations will need to 
consider which factors may infl uence recall accu-
racy in the design of their research protocols. 

Self-reported diagnosis and 
hospitalization data from 
ad hoc studies
Accuracy
Just as recall accuracy of past medication use varies 
by the type of drug, the ability to remember disease 
conditions varies by disease. The best reporting has 
been noted with conditions that are specifi c and 
familiar, such as diabetes mellitus, 87,98–104 hyperten-
sion,87,99,101,102,105 asthma, 98,100,101 and cancers such as 
breast, lung, large bowel, and prostate. 102,105–107

However, assessing reporting accuracy is more dif-
fi cult for common, symptom -based conditions such 
as sinusitis, arthritis, low back pain, and migraine 
headaches, which many people may have, or 
believe they have, without having been diagnosed 
by a clinician. 

In studies comparing self -reports to clinical eval-
uation, depending upon the type of condition, both 
under - and over -reporting have been found. 100,101

Studies using medical records to assess recall accu-
racy for common ailments typically found poor 
agreement, where under -reporting was often the 
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visit for the condition and the date of interview, the 
poorer the recall was for that condition. 119,120,122

These differences in recall may be explained in 
part by recall interval, patient age, a cohort (gen-
erational) effect, or some intertwining of all 
three factors. Diagnoses considered sensitive by one 
generation may not be considered as such by 
subsequent generations. Further, terminology 
changes over time, with prior generations using 
different nomenclature compared with recent 
generations.

Conditions with substantial impact on a person ’s
life are better reported than those with little or no 
impact on lifestyle. More patients with current 
restrictions on food or beverage due to medical 
problems reported chronic conditions that were 
confi rmed in medical records than those without 
these restrictions. 119 Similarly, those who had 
restrictions on work or housework reported their 
chronic conditions more often than those who did 
not have these restrictions. 119 The major determi-
nant of recall for spontaneous abortions was the 
length of the pregnancy at the time the event 
occurred: nearly all respondents who experienced 
spontaneous abortions occurring more than 13 
weeks into the pregnancy remembered them com-
pared with just over half of those occurring in the 
fi rst 6 weeks of pregnancy. 

Perhaps as a result of the emotional stress, life-
style changes, and potential fi nancial strain, hospi-
talizations tend to be reported accurately. 123 Only a 
9% under -reporting of hospitalizations occurred 
where surgery was performed, compared to 16% 
of patients without a surgical procedure. Under -
reporting in those with only a 1 -day hospital stay 
was 28% compared with 11% for 2 to 4 -day stays, 
and approximately 6% for stays lasting 5 or more 
days.

Researchers also agree that respondents remem-
ber the type of surgery accurately. 90,124–126 Recall 
accuracy was very good for hysterectomy and 
appendectomy, 84,98,102 most likely because these 
surgeries are both salient and familiar to respond-
ents. Cholecystectomy 102 and oophorectomy 84 were 
not as well recalled and were subject to some over -
reporting. However, over -reporting may have been 
due to the potential incompleteness of the medical 

menarche was recalled by 59%, and age within 1 
year was recalled by 90%. 72 Similarly for meno-
pause, 45% of women were able to report their 
exact age at natural menopause and 75.5% reported 
age within 1 year. The percentage agreements for 
surgical menopause were 55.6% and 83.4%, 
respectively, for exact age and age within 1 year. 
Recall lengths were 7.6 years and 10.6 years for 
natural and surgical menopause, respectively. The 
lower percentage agreement for age at which 
natural menopause occurred compared to that for 
surgical menopause may be attributed to the 
gradual occurrence of natural menopause com-
pared to the defi nitive nature of hysterectomy. 114

Poor agreement with cardiovascular conditions 
is due to both over - and under -reporting, depend-
ing on the data source used for compari-
son.87,99,101,102,104,105,107,115–117 Some studies have 
noted accurate recall of cardiovascular condi-
tions,101,102 though it has been suggested that their 
results were due to under -reporting of disease. 87 In 
most instances of recall error, many who had incor-
rectly reported MIs and stroke had other conditions 
that they may have mistakenly understood as coro-
nary heart disease, MI, or stroke, based upon com-
munication with their physician during their 
diagnostic visits. 107,115–117

Infl uences on  accuracy
Several factors infl uence reporting of a medical 
condition during an interview, including the type 
of condition and the subject ’s understanding of the 
problem. Reporting also depends on the respond-
ent’s willingness to divulge the information. 
Conditions such as sexually transmitted diseases 
and mental disorders may not be reported because 
the respondent is embarrassed to discuss them 
with the interviewer or worries about the confi -
dentiality of self -administered questionnaires. 100,118

As a result, conditions considered sensitive are 
likely to be under -reported when ascertained by 
self-report.

Factors infl uencing accuracy of past diagnoses 
and hospitalizations include the number of physi-
cian services for that condition and the recency of 
services.119–124 For reporting of diagnoses, the longer 
the interval between the date of the last medical 
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completely than those with good to excellent 
health status. 119

Questionnaire design also infl uences validity of 
disease and hospitalization data obtained by self -
report. Providing respondents with a checklist of 
reasons for visiting the doctor improves recall of all 
medical visits. 128 Simpler questions yield better 
responses than more complex questions, presum-
ably because complex questions require the 
respondent to fi rst comprehend what is being asked 
and then provide an answer. Inherent redundancy 
in longer questions and allowing more time to 
develop an answer to the question may increase 
recall.129 However, longer questions could increase 
the cost of the research and could needlessly tire 
the respondents, leading to satisfi cing. 

In summary, whether a person reports an illness 
during an interview appears to be related to age 
and the type of illness, when it occurred, and its 
saliency, but is less likely to be mediated by demo-
graphic characteristics such as gender, race, and 
education. Illnesses that are considered embarrass-
ing and that do not substantially alter the person ’s
lifestyle are not reported completely and these 
types of illnesses may change with each generation. 
Likewise, reporting accuracy depends on the con-
sistency of documentation and the terminology 
utilized—from the questionnaire, to the medical 
records, and fi nally, what has been communicated 
to the individual. Although diffi cult to measure, 
respondent motivation appears to infl uence the 
completeness of reporting as well. 100,119,123

Example
As indicated previously, accuracy of  ad hoc ques-
tionnaire studies has been determined via compari-
son with pharmacy, general practitioner, and 
hospital records. To fi nd an example of available 
study types, we conducted a literature scan of pub-
lished studies, specifi cally searching for validation 
of NSAID use in questionnaire studies, and sum-
marized our fi ndings in Table  41.1.

Comparing use recalled during telephone inter-
views to a pharmacy database, West and colleagues 
found that 57% (95% CI: 50 –65%) of “any” NSAID 
use during the previous 12 years was accurately 
reported.70 While a single dispensing was reported 

records used for comparison. 84 For induced abor-
tions, marginal agreement occurred, as noted by 
records from a managed care organization: 19% of 
women under -reported their abortion history, 35% 
over -reported abortions, and 46% reported accu-
rately according to their medical record. 127 More 
generally, general practitioner records confi rmed 
90% of the surgeries reported during one study 
interview. For the remaining 10%, the medical 
record may have lacked the needed information. 125

Recall of surgery date ( ±1 year) was correct for 
87.5% of patients interviewed. 

Patient demographics and infl uences 
on accuracy
The infl uence of demographic characteristics on 
reporting of chronic illnesses has been thoroughly 
evaluated, although the results are confl icting. The 
most consistent fi nding is that recall accuracy 
decreases with age, 87,90,104,106,112 although this may 
be confounded by recall interval, or cohort (gen-
erational) effects. Whether gender infl uences recall 
accuracy is uncertain. Men have been found to 
report better than women, independent of age, 98

whereas confl icting evidence found that women 
reported better than men, 100 especially in older age 
groups.119 Further studies indicate that gender and 
age differences depended upon the disease under 
investigation,100 with women over -reporting malig-
nancies and men over -reporting stroke. 104 No dif-
ferences was found for reporting of hospitalizations 
by age or gender. 123

Reporting of illnesses, procedures, and hospitali-
zations was better among whites than non -
whites,90,98,100,119,123,127 but the number of non -whites
in studies was relatively small. Reporting by edu-
cational level was equivocal; one study showed no 
difference,120 while another study indicated better 
recall for those with less education, 119 and others 
suggested more accurate responses for those with 
a college education. 104,106,113,127 Reporting was more 
complete for self -respondents compared to proxy 
respondents,98,100,112,120 including reporting for hos-
pitalizations, where under -reporting was estimated 
at 7% for self -respondents and 14% for proxies. 123

For self -respondents, those with a poor or fair 
current health status reported conditions more 
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only 41% (95% CI: 32 –50%) of the time, repeated 
use was reported 85% (95% CI: 76 –94%) of the 
time, using the pharmacy records as the gold stand-
ard. Thirty percent of interviewees reported NSAID 
name and 15% reported both name and dose. 
Report was poorer with a shorter duration of use 
or over a longer recall period. Smith et al. compared 
current use of aspirin (among other medications) 
as stated in a personal interview and medication 
inventory to blood serum levels. 89 They found 
minimal agreement ( κ = 0.16, 95% CI: 0.0 –0.32)
between statement of use with inventory compared 
with serum levels of medication. 

Continuing the NSAID example, we conducted 
a literature scan of published studies searching for 
outcomes of MI and GI bleeding associated with use 
of NSAIDs to provide specifi c examples of valida-
tion studies for diagnoses (Table  41.2). Many of 
those identifi ed were methodologic studies con-
ducted specifi cally to determine the accuracy of the 
questionnaire; however, some of the accuracy 
assessments were embedded in empirical studies. 
Ambegaonkar and colleagues compared the new, 
11-question Gastrointestinal Toxicity Survey to the 
six-question Stanford Calculator of Risk for Events 
(SCORE) for accuracy in identifying patients at 
high risk for NSAID -associated GI events: 130 the 
correlation between the two questionnaires was 
0.96 ( p < 0.001). Using two types of regression 
analysis, the agreement of the two assessments 
across four risk categories was 79.8% and 88.8%, 
respectively. Fourrier -Reglat, et al. compared 
reported medical data from patient and prescriber 
self-administered questionnaires. 131 MI showed 
substantial agreement ( κ = 0.75, 95% CI: 0.71 –
0.80) while upper GI bleeding had only slight 
agreement ( κ = 0.16, 95% CI: 0.11 –0.22) between 
the two reporting groups. Using the prescriber data 
as the gold standard, patient reports of MI provided 
moderately complete data (sensitivity: 77.7%, spe-
cifi city: 99.6%, PPV: 77.1%, NPV: 99.6%); reports 
of upper GI bleeding by patients were not con-
fi rmed by the prescriber reports (sensitivity: 44.6%, 
PPV: 10.4%). 

For an evaluation of NSAID -induced GI compli-
cations, Singh and colleagues noted that prior vali-
dation had been conducted for the Stanford Health 

Assessment Questionnaire. 132 This validation took 
place in multiple steps. First, patients were queried 
to determine whether they understood the symp-
toms as described using lay language. When there 
were misunderstandings, the questions were 
modifi ed accordingly. Patients were then given the 
questionnaires multiple times, interviews were 
conducted, and the results were compared with 
physician and hospital records to determine patient 
recall and accuracy. To evaluate the validity of a 
questionnaire assessing potential adverse drug 
events associated with NSAID use translated from 
English into Thai, Jarernsiripornkul et al. also 
utilized a multistage process. 133 Five health 
professionals determined the clarity and meaning-
fulness of symptoms in the questionnaire and 
scored the consistency of ratings. Questions were 
changed based on the scoring, and the new ques-
tionnaire was piloted among patients similar to 
those who would be included in the study. 
Interviews were conducted with this pilot group to 
determine patient understanding. Medical doses 
and pictures of the products included in the ques-
tions were added during the process to facilitate 
recognition.

These examples demonstrate the variation in 
methods used to determine accuracy of question-
naire data. Although many methods are available 
for use, researchers should remember the princi-
ples discussed earlier in the chapter when they 
validate questionnaire data: not all validation is 
equivalent. Full disclosure of the process is impor-
tant when reporting fi ndings of any study. 

Validity of  pharmacoepidemiologic
drug and diagnosis data from 
computerized databases containing
administrative or electronic  medical
record  data
In addition to conducting ad hoc studies to evaluate 
drug–disease associations, a variety of computer-
ized, administrative databases are available for 
pharmacoepidemiologic research, the structure, 
strengths, and limitations of which are reviewed in 
Chapters 11–18. One major advantage of using 
such databases for pharmacoepidemiologic research 
is the comparative validity of the drug data in lieu 
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level if persons with higher incomes and drug 
copayments choose to obtain their medications at 
pharmacies not participating in a prescription plan, 
which is how pharmacy data are collected. Similarly, 
a bias may be introduced in the association between 
a drug and a serious adverse drug reaction if hos-
pitalizations for that adverse reaction are missing 
from the database. 

Best practices for validation studies in 
administrative or medical record  databases
For the data in an administrative database to be 
considered valid, people who appear in the compu-
terized fi les as having a drug exposure or disease 
should truly have that attribute and those without 
the exposure or disease should truly not have the 
attribute. Validity and completeness are determined 
by comparing the database information with other 
data sources, such as medical records, administra-
tive or billing records, pharmacy dispensings, or 
procedure logs. Choice of an appropriate compara-
tor varies by study question, information utilized 
from the database and comparator, and availability 
of other data sources. The study investigator must 
be aware of the limitations of both the administra-
tive database and the chosen comparison dataset. 
For instance, over -the-counter medications are 
unlikely to be available for study in either admin-
istrative claims or pharmacy dispensing records. 
The chosen comparator should provide suffi cient 
data to validate both the exposure and outcome 
algorithms used for the study and to evaluate the 
completeness and accuracy of the chosen cohort. A 
variable that provides exact linkage between the 
datasets, such as a medical record number, should 
be available so that exact algorithms can be evalu-
ated for accuracy within a subset of known study 
patients. For example, if a single claim contains six 
diagnosis codes and 6 months of claims were used 
to determine outcomes in patients, then all six 
diagnosis codes for all claims across the 6 -month
study time must be available in a comparison 
dataset to establish validity of the algorithm used 
for the outcome. As described earlier in the chapter, 
a validation assessment should include evaluation 
of patients with and without the exposure or 
outcome. Positive predictive value, negative predic-

of questionnaire data, where recall bias is always a 
concern, as previously described. 

In general, the databases differ widely on many 
factors, such as size (e.g., from several hundred 
thousand to several million covered lives), number 
of plans included, the type of health services pro-
vided and therefore available for analysis (e.g., pre-
scriptions, mental health benefi ts, etc.), whether 
out-of-plan claims are included in the main data-
base or resident in other databases, and the timeli-
ness of the data (e.g., the lag for prescriptions is 
typically in weeks whereas that for outpatient visits 
may be 6 or more months). The databases also 
differ on the number of available demographic 
variables: all have age and sex, but few have race, 
occupation, or a measure of health status. 134

Because the plans were developed primarily for 
reimbursement, they all have relatively complete 
data on health service use and charges that are 
covered by the plan (and relatively incomplete data 
for services not covered by the plan). 

The drawbacks and limitations of these data 
systems are important to keep in mind. Their 
most critical limitation for pharmacoepidemiologic 
research is the manner in which health insurance 
is currently covered in the United States, typically 
through the place of employment. If the employer 
changes plans, which may be done on an annual 
basis, or the employee changes among the plans 
offered by the employer, or the employee changes 
jobs, the plan no longer covers that employee or 
his or her family. Thus, the continual enrollment 
and disenrollment of plan members hinders the 
opportunity for longitudinal analyses. It is unclear 
whether and how enrollment and longitudinal 
follow-up capabilities are expected to change with 
the advent of the 2010 Patient Protection and 
Affordable Care Act. 135

Along these lines, completeness and validity of 
data are the most critical elements in the selection 
of a database for research. Completeness is defi ned 
as the proportion of all exposures and/or events of 
interest that occurred in the population covered by 
the database that appear in the computerized data. 
Missing subjects, exposures, or events could intro-
duce bias in the study results. 136 For example, com-
pleteness of the drug data might vary by income 
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macy data. Many individuals have some type 
of pharmacy benefi ts plan where reimbursement 
for medication costs goes through a third -party
payer. Entry into the reimbursement software is 
predicated on dispensing of the drug. However, 
a drug that is dispensed but is not claimed 
should be returned to stock and the appropriate 
adjustment made to the patient ’s pharmacy 
benefi ts plan —it is insurance fraud if this were 
not to happen. Unfortunately, we do not know 
whether all such insurance adjustments have been 
made so, as researchers, while we believe a sub-
stantial number of prescriptions were dispensed, 
they may not have been used at all. To the extent 
that dispensings in the database were not picked 
up, there is no chance that the individual had the 
drug exposure and our study would suffer from 
exposure misclassifi cation. Exposure misclassifi ca-
tion can occur even when dispensings were picked 
up but not actually used by patients, for whatever 
reason.

Drug data in administrative databases are often 
not validated. Administrative data cannot address 
adherence and drug ingestion, and over -the-coun-
ter medications are not typically included. Thus, 
although most researchers are comfortable that 
claims for a drug are an accurate and complete 
representation of exposure to that drug, this 
assumption may not be accurate and should be 
tested when using a new drug exposure or data-
base. Similarly, sensitivity analyses should be per-
formed to determine the susceptibility of the results 
to possible misclassifi cation. 

Diagnoses and hospitalizations in 
administrative databases
Unlike the drug data in administrative databases, 
where many researchers are comfortable with data 
accuracy and completeness, inpatient and outpa-
tient diagnoses in these databases raise considera-
ble concern for investigators. The accuracy of 
outpatient diagnoses is more uncertain than inpa-
tient diagnoses for several reasons. Hospitals 
employ experienced persons to code diagnoses for 
reimbursement, which may not occur in individual 
physicians’ offi ces where outpatient diagnoses 
are determined. Also, hospital personnel scrutinize 

tive value, sensitivity, and specifi city combined 
provide a complete picture of the agreement 
between the two datasets. 

The following is a broad overview of how 
to conduct a validation study in administrative 
data. First, choose a meaningful number of patients 
for validation. This sample size should be statisti-
cally grounded; however, considerations of data 
availability, cost, and labor are understandable. 
Next, abstract variables needed to determine cohort 
selection, exposure, outcome, and other variables 
for validation. Calculate measures of agreement 
between the two datasets. Finally, consider 
strengths and limitations of the two datasets to 
ascertain validity and completeness of the admin-
istrative database to answer the study question. 

In addition to validation and completeness 
described above, analyses conducted to evaluate 
the usefulness of administrative databases for 
observational studies include assessing the follow-
ing three factors: consistency between data fi les 
within the same system, surrogate markers of 
disease, and time -sequenced relationships, such as 
a diagnostic procedure preceding a surgery. 137

Drug data in administrative or medical record 
databases
Prescriptions can be written, dispensed, but not 
picked up (unclaimed) by patients. Unclaimed pre-
scriptions, estimated to occur for approximately 
2% of all prescriptions, present an adherence issue 
in administrative data. 138 For every 1000 new pre-
scriptions, an average of 16.5 are unclaimed. 139 Anti -
infl ammatory and anti -infective drugs tend to be 
the therapeutic classes most often unclaimed. 139–142

Two -thirds of unclaimed prescriptions were for 
new prescriptions, 140 and a similar proportion 
tended to be non -essential medications. 143 Many 
unclaimed prescriptions were telephoned in, 138,140

and the most frequently cited reasons for not 
picking up prescriptions were that the patients 
determined that they did not need the medication 
or they forgot to pick it up. 138,141 However, cost and 
having a similar medication at home were also 
often cited. 138,141,143

One might ask how unclaimed prescriptions 
might affect the validity and completeness of phar-
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inpatient diagnoses for errors, 144 monitoring that 
does not typically occur in the outpatient setting. 

Systematic errors as a result of diagnostic coding 
may infl uence the validity of both inpatient and 
outpatient diagnostic data. For example, diseases 
listed in record -linked databases are often coded 
using the International Classifi cation of Disease 
(ICD) coding system. Poorly defi ned diseases are 
diffi cult to code using the ICD system and there is 
no way to indicate that an ICD code is coded for 
“rule-out” purposes. How health -care plans deal 
with “rule-out” diagnoses is unclear, that is, are 
they included or excluded from the diagnoses in 
the physician claims fi les? In a study of transdermal 
scopolamine and seizure occurrence, many patients 
with ICD codes indicating seizures had this diagno-
sis as a “rule-out” code when medical records were 
reviewed to confi rm the diagnosis, indicating that 
“rule-out” codes do become part of administrative 
claims data. 145 In addition, reimbursement stand-
ards and patient insurance coverage limitations 
may infl uence the selection of ICD codes for billing 
purposes.146 The potential for abuse of diagnostic 
codes, especially outpatient codes, may occur when 
physicians apply to either an insurance carrier or 
the government for reimbursement and would be 
less likely to occur in staff/group model HMOs such 
as Group Health Cooperative or Kaiser Permanente. 
Lastly, ICD version changes may produce system-
atic errors. 

Continuing with the NSAID example, we con-
ducted another literature scan of published studies 
validating MI or GI bleeding outcomes with use of 
NSAIDs in administrative databases; these studies 
are summarized in Table  41.3. Administrative data 
are often compared with medical records in a vali-
dation study. Most of these studies provide only 
positive predictive value (PPV) that indicates 
whether the coding scheme is accurately classifying 
observed measures as compared with another 
source. Validation measures such as sensitivity and 
specifi city are not often calculated in these com-
parative studies. 

In claims data, MI, denoted as ICD -9-CM code 
410.xx, has been assessed in computerized health 
databases of Quebec, 148 Saskatchewan Health, 149

and the HealthCore Integrated Research Database. 150

In all of these databases, this ICD -9-CM code had 
substantial or nearly perfect ability to classify MI in 
medical records as MI. In the Quebec computerized 
health database, ICD -9 code 410.xx had a PPV of 
0.96 (95% CI: 0.94 –0.98).148,151 In Saskatchewan 
Health, the PPV for MI as measured by presence of 
ICD-9-CM code 410.xx compared with medical 
records was 0.95 (95% CI: 0.91 –0.98). Both the 
overall PPV for ICD -9-CM 410.xx to measure MI 
and the PPV for MI among patients taking NSAIDs 
were denoted in the HealthCore Integrated 
Research Database. Among all of the patients with 
a code for MI, the PPV was 88.4% (95% CI: 83.2 –
92.5%). Among patients taking NSAIDs, the PPV 
for MI was 92.3% (95% CI: 85.4 –96.6%). The dif-
ference between the overall PPV and PPV among 
patients taking NSAIDs highlights the potential for 
differential coding by patient status. Further study 
of differences in diagnosis coding by medication or 
disease status is needed to know whether validat-
ing the drug and disease pair is warranted or 
whether validation of the exposure and outcome 
separately is suffi cient to imply veracity of results. 

Other ICD -9-CM codes used for possible detec-
tion of MI have shown poor ability to classify MI. 
Use of ICD -9-CM 411.xx to detect acute MI in 
Saskatchewan Health data 149 yielded a PPV of only 
0.09 (95% CI: 0.07 –0.11). Other measures of MI 
have been assessed to varying degrees in other 
administrative records. A substantial proportion of 
cases meeting algorithms for probable or defi nite 
MI within all databases are confi rmed as probable 
or defi nite MI in medical records, with PPV ranging 
from 55 to 97%. Validity for MI has been measured 
in the Group Health Cooperative for Puget Sound 152

(sensitivity 86.5%, specifi city 85.4%) and the 
General Practice Research Database 153 (sensitivity 
89.3%), with substantial agreement between the 
administrative and medical records. 

Measurement of GI bleeding is more varied 
across databases and several algorithms using dif-
ferent combinations of ICD -9-CM and CPT codes 
have been used to determine event occurrence. 
Validation of GI events in Veteran ’s Affairs (VA) 
administrative data was conducted in an iterative 
manner. 154 Sensitivity and specifi city were higher 
when using only ICD -9 or CPT codes, but the PPV 
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to the Tayside Medical Monitoring Unit (MEMO) 
data yielded a sensitivity of 68% for acute GI bleed-
ing and 79% for perforation. 162 The specifi city for 
both admission diagnoses was 98%. 

Two studies were identifi ed that are not dis-
cussed above or included in Table  41.2. One study 
was conducted using data from the General Practice 
Research Database and assessed MI. 163 The other 
study was conducted using data from The Health 
Improvement Network (THIN) and assessed upper 
GI complications, including GI bleeding. 164 Although 
both studies assessed the PPV of undisclosed READ 
codes plus investigator determination of outcomes 
from free text, the nature of their algorithms would 
be diffi cult for other researchers to use. 

The variation seen in comparisons of GI bleed-
ing in administrative records to that found in 
medical records may be due to the differences in 
algorithms used to determine GI bleeding. The vari-
ation may also be due to differences in GI bleeding 
in the underlying populations captured in each 
database. Validation, including measures of sensi-
tivity and specifi city, of the same algorithm in mul-
tiple administrative databases will aid in determining 
whether GI bleeding can be adequately assessed in 
this type of data. 

Conclusions
Validating the case defi nition developed for obser-
vational studies using administrative databases 
with original documents such as inpatient or out-
patient medical records is a necessary step to 
enhance the quality and credibility of the research. 
Although many studies in the past few years have 
reviewed original documents to validate the diag-
noses under study or have referenced those valida-
tion studies, there is still a need for validation of 
drug exposures and disease diagnoses in other 
administrative databases or in instances where no 
previous validation has been performed. As medical 
practice changes over time, further validation of 
previously validated claims is also warranted. 

Evaluating the completeness of the databases is 
much more diffi cult as it requires an external data 
source that is known to be complete. Completeness 
is typically assessed for a particular component of 
a study, such as the effect of drug copayments on 

for determining a GI event increased with com-
bined assessment of ICD -9 and CPT codes. While 
the sensitivity dropped from 100% when assessing 
only one ICD -9 code to 66% when using the com-
bined diagnostic algorithm (and, similarly, the spe-
cifi city dropped from 96% to 88%), the PPV 
increased from 27% with one ICD -9 code to 67% 
with the combined diagnostic algorithm. Limiting 
further to only those patients using NSAIDS, the 
PPV increased to 80%. Assessment in Saskatchewan 
Health also included GI bleeding as one of many 
upper GI complications potentially associated with 
NSAIDs. The PPV for non -specifi c GI codes was 
68% and for non -specifi c codes indicative of bleed-
ing the PPV was 60%. 155 Another study assessing 
specifi c GI bleeding codes had a composite PPV 
close to 90%. 156 Upper GI events in the General 
Practice Research Database were assessed via ICD -
10 codes, and 95 of the 96 charts reviewed indi-
cated that a GI event had occurred, for a PPV of 
99.0%.157,158 Both the overall PPV for severe GI 
bleeding and the PPV for GI bleeding among 
patients taking NSAIDs were determined in the 
HealthCore Integrated Research Database. 150

Among all patients with an ICD -9 or CPT code 
indicative of GI bleeding the PPV was 56.5% (95% 
CI: 49.2 –63.6%). Among patients taking NSAIDs, 
the PPV for GI bleeding was 57.9% (95% CI: 
67.6–87.7%).

Other studies have been conducted assessing 
GI bleeding classifi cations in administrative data 
compared with medical records, independent of 
whether the patients were taking NSAIDs. In com-
paring claims from the HMO Research Network to 
medical records, only 23% of patients identifi ed in 
claims had confi rmed peptic ulcers and bleeding, 159

and only 28% of hospitalizations for upper GI per-
foration, ulcer, or bleeding were confi rmed. 160

Autopsy and medical record data were used as the 
comparator for GI bleeding leading to death in one 
assessment of Saskatchewan Health data. 50 Among 
the cases meeting the defi ned criteria in the admin-
istrative data, 76.8% had confi rmation of GI bleed-
ing in their medical record or at autopsy. Diagnoses 
from the Scottish Morbidity Record were compared 
with original hospital records with a PPV of 
46.6%.161 Comparison of hospital medical records 
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and richness of electronic data sources have 
increased exponentially. At least 25 years ago, 
researchers realized that administrative claims 
were quite useful for conducting pharmacoepide-
miologic studies, 167,168 yet there were critics. 169

Although drug data from Medicaid claims were 
reliable—that is concordance existed between the 
drugs prescribed and dispensed —the concordance 
for diagnosis claims was not very good. 128

With time, we found that careful and systematic 
evaluation of data accruing for administrative pur-
poses could be used to study drug –disease relation-
ships without spending the time and money to 
collect data de novo. We learned how to develop 
algorithms containing ICD -9 diagnosis, procedure, 
and external causes of injury codes that were used 
as billing codes in the administrative claims to iden-
tify individuals with certain diseases, for example, 
acute myocardial infarction. 169,170 Just the occur-
rence of the procedure code, without the results of 
the procedure, provided useful knowledge on 
whether the individual had the disease under 
study. Ultimately, researchers realized that any 
study using electronic data would require verifi ca-
tion of diagnoses to ensure the validity of the case 
defi nition. This extra time and cost burden for veri-
fi cation was minimal compared to the time and 
budget required for full data collection. Record -
linked databases with automated pharmacy fi les 
could also minimize measurement error for 
exposures because drug data would be identifi ed 
by dispensing records, not by self -reports, with 
the potential for recall bias and exposure under -
ascertainment.

The improved computer technology that resulted 
in faster processor speeds and increased storage 
capacity facilitated storage of health -care data in an 
electronic format, that is EMRs, and allowed devel-
opment of distributed data networks using data 
from multiple health plans. The availability of these 
data for research has improved our ability to 
conduct studies that require knowledge not only 
about whether a procedure or laboratory test was 
done, but also the results of these clinical events. 
The obvious advantage of access to electronic clini-
cal data is less reliance on the need to confi rm 
diagnoses using paper medical records, especially 

pharmacy claims 165,166 or the availability of dis-
charge letters in the General Practice Research 
Database.153 A study published in 1984 128 indicated 
that pharmacy data from administrative databases 
were of high quality, and because claims are used 
for reimbursing pharmacy dispensings, this should 
continue to hold true today. We realize that adher-
ence is an issue (see Chapter 42) and that not every 
dispensing indicates exposure, but we do not know 
the extent of unclaimed prescriptions and whether 
this might affect our research. Although adminis-
trative databases have greatly expanded our ability 
to do pharmacoepidemiologic research, we need to 
ensure that our tools, including the databases used 
for our analyses, are complete and of the highest 
quality. 

The future 

This chapter describes the methodologic work that 
has been published on data quality issues about 
the conduct of pharmacoepidemiologic studies, 
whether the medication and diagnosis information 
arises from questionnaires, administrative claims, 
or EMRs. We also discuss how to minimize meas-
urement error in epidemiologic studies, assess 
whether measurement errors occurred by validat-
ing important study variables, and evaluate the 
impact of these errors on the direction and magni-
tude of effect. 

Methods for conducting pharmacoepidemio-
logic studies have shifted over the past 25 to 30 
years from reliance on studies requiring de novo
data collection from individuals, to extensive use of 
electronic data from either administrative health 
claims or electronic medical records, and in the 
near future, to studies using distributed data net-
works (see Chapter 30) and data from health infor-
mation exchanges. Yet,  de novo data collection will 
continue to be required to ascertain information on 
quality of life, patient -reported outcomes, and 
medications either not included in pharmacy dis-
pensing fi les or not reliably entered into EMRs, 
such as herbal and over -the-counter medications. 

In contrast with de novo data collection for phar-
macoepidemiologic research, the availability, use, 
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when there is little or no paper copy backup to 
review. 

Although clinical practice in the United States 
has been moving toward EMRs slowly, the Health 
Information Technology for Economic and Clinical 
Health (HITECH) provisions of the 2009 American 
Recovery and Reinvestment Act 171 established 
fi nancial incentives for US providers to begin using 
EMRs starting in 2011. The increasing uptake of 
EMRs will lead to increased availability of more 
granular clinical data for pharmacoepidemiologic 
research. However, similar to the validation process 
undertaken for research using administrative 
claims, data from EMRs will have to undergo scru-
tiny as well. Initial evaluation of EMR data suggests 
great promise, but a data mapping and standardiza-
tion of terminology and codes will be required to 
make these data, collected for clinical care, useful 
for research. 131

As part of the standardization process, data 
holders will have to document that their data are 
valid for conducting research and surveillance 
activities. This will require investigators to apply 
their knowledge and practices from use of admin-
istrative claims data to EMR data and to data from 
health information exchanges, as both claims and 
EMR data are linked. The concern that Lessler 128

and colleagues resolved about the validity of medi-
cation data for administrative claims is now being 
raised for prescribing data from EMRs —it is clear 
when the patient starts a medication but the dura-
tion of use may not be adequately documented. 
Diagnosis data from EMRs do not carry the same 
level of concern for validity as claims data because 
they are being used to care for the patients, not for 
reimbursement; however, confi rmation of the 
accuracy assumption still is needed. In the future, 
because EMR data will increasingly be used for 
research, we hope and expect to see studies validat-
ing EMR data. 
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Introduction 

In this chapter, we will describe the importance of 
the measurement of adherence in pharmacoepide-
miologic research, the methods by which medica-
tion adherence can be measured, methodologic 
issues that arise once adherence has been meas-
ured, and future directions for the fi eld. While we 
use many different drug –disease examples in this 
chapter, we focus heavily on examples from antiret-
roviral therapy for HIV disease because it has been 
at the forefront of adherence research. 

Data show that as many as half of patients do 
not take all of their prescribed medication 1 result-
ing in more than $100 billion of avoidable hospi-
talizations.1 Improvements in adherence to 
antihypertensives could help prevent more than 
89000 premature deaths in the United States alone 
each year. 1 However, without accurate measure-
ment of adherence incorporated into research and 
clinical practice, the problem will remain under -
appreciated and poorly addressed. 

The various defi nitions used to describe the 
behavior of interest can be confusing. Compliance
has been defi ned as  “the extent to which the 
patient’s dosing history conforms to the prescribed 
regimen.”2 The idea of a patient passively  “con-
forming” to the prescriber ’s will is often viewed as 
imposing a judgmental framework on the problem; 
therefore, the term adherence has come to supplant 
the term compliance. Adherence more strongly 

conveys the idea of a treatment alliance or relation-
ship where the patient implements the recommen-
dations of the provider. 3 But, adherence to a 
regimen encompasses several steps that result in 
the patient actually consuming the medication. 
Acceptance denotes initial engagement with the pre-
scribed medication. 4 Persistence refers to how long 
the patient continues to follow the regimen. 4

Execution represents how well the patient follows 
the prescribed regimen during the time s/he is 
engaged with treatment. 4 Each step is required in 
the process; failure to perform any of these results 
in non -adherence. These terminologies highlight 
the fact that the patient who never fi lls a prescrip-
tion, perhaps because of the cost of the medication, 
differs from the patient who misses an occasional 
dose because of forgetfulness, and differs from the 
patient who begins the therapy and executes it well 
at fi rst but does not continue to take it over time. 
Defi ning these three patients as non -adherent
based on the average percentage of medication 
consumed over a certain time period ignores the 
likelihood that each of these patients might have 
somewhat different treatment outcomes and would 
require different interventions to improve upon 
their adherence. 5 However, a single percent of 
doses taken over the entire time period is often 
used as the sole measurement of adherence in pub-
lished research. 

The actual behaviors involved in taking a pre-
scribed medication as directed become much more 
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“real-world” estimate of adherence in clinical pop-
ulations than in the artifi cial setting of a clinical 
trial. Moreover, since it is a major determinant of 
treatment outcome for chronic diseases managed 
with effi cacious medications, adherence itself can 
be the focus of pharmacoepidemiologic research. 

Non-adherence can be volitional or uninten-
tional. Observational studies of barriers to adher-
ence over the past several decades have identifi ed 
many potential barriers to adherence. These can be 
categorized as patient -level factors, system -level
factors, and medication -specifi c factors. Common 
patient barriers consist of forgetting to take the 
medication,7 missing doses to avoid side effects, 7,8

and psychosocial factors such as depression and 
lack of social supports. 8 Common system barriers 
include logistical diffi culty in obtaining the medica-
tion from the dispenser and, in some settings, 
sporadic drug unavailability ( “stock outs ”).9

Common medication -specifi c barriers are dosing 
frequency8 and adverse effects. 7,8 Patients in obser-
vational settings miss doses for the same reasons as 
participants in clinical trials, but may also be 
affected more by lack of trust 10 or lack of motiva-
tion11 because they differ from clinical trials volun-
teers. Further, patients may decide on a dose -by-dose
basis whether to take medicine as prescribed for a 
variety of different reasons. For example, patients 
may take doses intermittently to avoid side effects 
at particular times 7,8 (e.g., avoidance of diarrhea 
when needing to take public transportation). In 
addition, adherence may wane over time and post-
marketing observational studies may demonstrate 
pill fatigue when patients are followed for longer 
periods of time than is typically done in clinical 
trials.12 Thus, adherence studies in observational 
settings can provide unique data not available 
from trials. 

While missing doses is the more common adher-
ence problem, taking extra doses can also be an 
issue in some settings. Drugs with a narrow thera-
peutic window are also of concern here where 
extra doses may result in toxicity. An example is 
warfarin for anticoagulation. 13 Of course, patients 
may take extra doses of narcotics prescribed for the 
treatment of pain because of inadequate pain relief 
or for potential abuse. 

complicated when each step of the process is con-
sidered. This is just one of many limitations encoun-
tered in the study of adherence and why measuring 
adherence and attempts to enhance adherence 
are so diffi cult. Regardless, practical approaches to 
measuring and analyzing adherence have been 
developed. We will discuss the utility of the varied 
approaches and the remaining challenges. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

Adherence research confronts the truism attributed 
to US Surgeon General C. Everett Coop, MD that 
“drugs don ’t work in patients who don ’t take 
them.”3 As such, measurement of adherence is 
essential in order to address several issues in the 
interpretation of studies of benefi cial and adverse 
effects of medications. In randomized controlled 
trials, adherence to treatment can be an important 
factor affecting the outcome of the trial and the 
resultant estimates of effi cacy and safety of the 
tested medication. Poor adherence to the drug 
being tested can lead to underestimates of the effi -
cacy of the drug being tested. 6 Further, adherence 
information allows for a more accurate assessment 
of the incidence of toxicity from a drug because 
those who do not take the drug cannot have toxic-
ity from it. Since no one can be expected to have 
perfect adherence all the time, including clinical 
trial participants, the measurement of adherence 
can help to inform whether a drug fails to exert an 
effect because it did not work or because it was not 
taken.

Once a medication is marketed, the pattern of 
prescribing by clinicians is only part of the picture 
of how drugs are used by populations of patients. 
Patients who volunteer for clinical trials are prob-
ably more motivated to take the medication than 
those given prescriptions as part of usual care. 
Therefore, measuring adherence in observational 
studies of drug effectiveness and toxicity may 
be even more important than in clinical trials. 
Furthermore, the advantage of assessing adherence 
in observational studies is that it provides a more 
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chance21 and therefore should not be used. While 
many approaches to measuring adherence exist, as 
we will discuss later, whatever the approach, the 
discovery of non -adherence can be embarrassing 
for the patient. Non -adherence may be stigmatizing 
because it implies lack of respect for the advice 
given by a provider or lack of caring for one ’s own 
welfare. Thus, knowledge that one ’s adherence is 
being monitored, unless done unobtrusively, risks 
infl uencing the behavior it is meant to measure 
(i.e., a Hawthorne effect). In addition, tracking of 
a daily activity can be seen as burdensome whether 
or not individuals are aware of their own non -
adherence. Therefore, the measurement of adher-
ence requires creative approaches to assess a daily 
activity performed at different times per day for 
different individuals. 

Challenges in the analysis of 
adherence  data
Once adherence is measured, the best approach to 
analyzing the data becomes central. In clinical 
trials, adjusting results for adherence is complicated 
by the fact that adherence itself is related to better 
health outcomes, irrespective of receiving active 
drug or placebo. In the Beta -Blocker Heart Attack 
Trial (BHAT), a randomized double -blind placebo -
controlled trial of propranolol after myocardial inf-
arction, the odds ratio of mortality in poor adherers 
in the active arm (who took less than 75% of pro-
pranolol) compared with good adherers was 2.8 
after adjustment for potential confounding factors. 
Notably, the adjusted odds ratio of mortality in the 
group with poor adherence to placebo was, simi-
larly, 2.7. Presumably, adherence to the medica-
tion, whether propranolol or placebo, was strongly 
associated with other factors (e.g., lifestyle) related 
to mortality. This is particularly relevant in the 
setting where other uncontrolled factors, such as 
diet and exercise, play a role in determining 
outcome.22 How to control for this effect is an 
important issue in the analysis of such studies. 

Other analytic challenges include the duration 
and timing of adherence measurement. Adherence 
behavior varies over time. Therefore, for chronic 
treatments, an individual may be adherent for part 
of the observation period and non -adherent for 

Adherence is important not only for the patient ’s
clinical outcome, but can also impact public health, 
particularly regarding infectious diseases. In tuber-
culosis and HIV, non -adherence actually modifi es 
the disease itself by selecting for organisms that are 
resistant to the treatment. Since these diseases are 
transmissible, and transmitted resistance has been 
confi rmed, 14–16 the measurement of non -adherence
and interventions to improve it for the individual 
take on greater importance. 

Measurement of adherence can also be useful 
for determining the threshold of how much medi-
cation must be taken to obtain the desired clinical 
outcome. For example, oral contraceptive guide-
lines describing the use of double doses and need 
for backup methods of contraception when doses 
are missed 17 were informed by studies assessing the 
effects of treatment interruptions, which are essen-
tially periods of non -adherence.18 These dosing 
thresholds likely differ by drug and disease. In 
hypertension, taking at least 80% of prescribed 
medication is an acceptable standard for blood 
pressure control. 19 Yet in HIV, this standard is often 
insuffi cient for treatment success. In a study of 
patients newly starting protease inhibitor therapy 
for treatment of HIV, those who took 80 –95% of 
doses were more likely than those with lower 
adherence rates to achieve complete suppression of 
viral replication. 20 Unfortunately, such detailed 
information is not available for most drugs and 
diseases. Therefore, the default goal regarding 
adherence should be to encourage the patient to 
take as many prescribed doses as possible. 

Methodologic problems to  be
solved by pharmacoepidemiologic
research 

Challenges in the measurement 
of adherence 
The gold standard for measuring adherence to 
pharmacotherapy is directly observed therapy. 
However, this approach is only practical in limited 
settings, such as the administration of a novel agent 
in a controlled environment. Provider predictions 
of adherence have been shown to be no better than 
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in clinical trials, because of the frequent patient 
contact and the prospective nature of the study, 
many of the techniques we will discuss may be 
used. In other settings, such as retrospective studies 
using databases, the options become more limited. 
One strategy we will not discuss is provider estima-
tion. Providers are poor predictors of future adher-
ence and poor estimators of previous adherence. 
For example, in a study assessing adherence to 
protease inhibitors in patients newly initiating 
antiretroviral therapy, provider predictions of 
future adherence over the next 4 months and pro-
vider estimates of adherence during the 4 -month
study were compared to microelectronic drug mon-
itors. There was no correlation between actual and 
predicted adherence. 21

Once adherence is measured, there are several 
issues that must be addressed. As discussed 
above, adherence is a time -varying phenomenon. 
Therefore, measurements must not only be made 
serially, but also need to address the question of 
how long a period of time should be considered an 
adherence “interval.” Furthermore, because the 
effects of drugs can occur well after they are stopped 
and the offset times of drugs differ depending 
on pharmacokinetics and pharmacodynamics, the 
timing of the measurement must also be carefully 
considered.

We will describe each of the strategies and their 
strengths and weaknesses and then discuss general 
considerations for the timing of assessing adher-
ence and the duration of an adherence interval. 

Specifi c  techniques for 
measuring adherence 
Self-reports
Self-reports of medication adherence are used most 
commonly in clinical practice because they are 
simple, relatively inexpensive, and feasible. They 
can be obtained over the telephone, in person, or 
with paper or electronic surveys. Several different 
methods for assessing self -reported adherence have 
been found to be valid measures of adherence. The 
Adult AIDS Clinical Trials Group instrument queries 
subjects about the number of missed doses of each 
medication over each of the last 4 days, missed 
doses on the weekends, the last missed dose, and 

another. For example, when assessing the out-
comes of the treatment for HIV, individuals are 
prescribed lifelong regimens. In any one year, 
adherence over the initial 12 weeks of observation 
may not be the same as adherence over the fi nal 
12 weeks. Therefore, simply summing adherence 
over the entire 48 -week interval will provide an 
average amount of adherence for the treatment 
course. Yet, short periods of non -adherence, as 
seen in treatment interruption studies, 23 can have 
a major impact on outcome. Further, whatever the 
interval chosen, the summation of the adherence 
data during that interval can be accomplished in 
many different ways. The simplest is the percent of 
doses taken; however, this might not be the most 
clinically relevant metric. Depending on the phar-
macokinetics and pharmacodynamics, duration of 
gaps and variability in adherence over time may be 
more important than the simple proportion of pre-
scribed doses taken. Defi ning the duration of the 
adherence interval, determining which intervals 
are likely to be related to the treatment outcome, 
and defi ning the metrics of interest are key issues 
in the analysis of this phenomenon. 

Additionally, many diseases are treated with 
combination therapy. While these drugs are often 
studied in combination to determine their effect 
(e.g., antihypertensive therapies, antituberculous 
therapies), it is challenging to determine how to 
weight differential adherence among the drugs. 
Many of these issues can be addressed with cur-
rently available solutions, although methodologic 
challenges remain to be solved. 

Currently  available solutions

Overview
There are many different methods for measuring 
adherence to medication, and each method has 
strengths and weaknesses. Which method is most 
appropriate depends upon the situation in which it 
will be used and how precise the measurement 
needs to be. Some measurements require more 
intensive patient -level contact than others, and 
some measurements provide more granular data 
with respect to timing of dose -taking. For example, 
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aided self -reports are less likely to overestimate 
adherence.27 However, the issue of faulty recall is 
not resolved by this approach. 

Lu et al. conducted a comparison study of 3 -day, 
7-day, and 1 -month self -reports of adherence and 
showed that for all three time periods, estimates of 
adherence were signifi cantly higher than those 
obtained using electronic drug monitors (EDM), 
suggesting that self -reports of adherence generally 
overestimate how much medication has been 
taken.28 In this study, however, the 1 -month esti-
mates of adherence best approximate adherence 
measurements obtained using EDM. 28 A review of 
the literature by Simoni and colleagues on use of 
self-reports for measuring adherence to antiretro-
viral therapy showed that the most commonly used 
measure was a single item asking participants to 
specify how much medication had been missed 
over a specifi ed time period varying between 2 and 
365 days. The review suggested that querying 
patients about their medication taking behavior 
over longer periods of time may be more strongly 
associated with clinical response than shorter 
periods.29 These studies together suggest that que-
rying participants about time periods of adherence 
of a month or more when using self -reported
measures will better predict both EDM adherence 
and viral load outcomes. 28,29

Refi ll  data
Pharmacy refi ll data was pioneered by Steiner  et al.
in the late 1980s 30 and has been widely used in 
various chronic diseases to date. The high quality 
of pharmacy refi ll data is predicated on a pair of 
positive and negative incentives for its accuracy. If 
refi lls are dispensed, but not recorded, the dis-
penser does not get reimbursed for the medication. 
If refi lls are recorded, but not dispensed, the dis-
penser is guilty of fraud. The data quality may be 
less assured in settings where such tracking is less 
crucial for reimbursement. In contrast to self -
reports, the pharmacy refi ll measure is less suscep-
tible to deception, not biased by poor recall, can be 
obtained from computerized records, and can be 
assessed retrospectively. 31

The pharmacy refi ll measure of adherence has 
been described and used with several different 

adherence to dietary instructions. The form is self -
or interviewer -administered and takes participants 
an average of 10 minutes to complete. 7 The instru-
ment has been modifi ed to include reports of 
adherence over the last 3 days 24 and to incorporate 
the last time a dose was missed. 25 A simpler but still 
comprehensive measure validated in a large cohort 
of patients with HIV that can be used for other 
medications is the Simplifi ed Medication Adherence 
Questionnaire, which asks patients specifi c ques-
tions about forgetfulness or carelessness about 
taking medications and then asks them to report 
missed doses over the previous 24 hours, the past 
week, the last weekend, and the last 3 months. 26

Other studies have used a single measure such as 
a visual analog scale, which asks participants to 
mark a point on a line from 0% to 100% to indicate 
the amount of medication taken over a specifi ed 
recent time period. 24 Still others ask participants to 
estimate numerically how much medication they 
have taken over a specifi ed time period. These 
methods, which can be self -administered in high -
literacy patients or can be conducted by an inter-
viewer, are all limited by a patient ’s ability to recall 
missed doses and biased by social desirability 
(reporting conformity with physician instructions 
to avoid embarrassment). Social desirability can be 
mitigated by using permissive statements like, “We 
know that it is sometimes diffi cult to take all your 
medications on time as directed. ”7

Simple interview techniques are potentially 
limited by multiple factors including language bar-
riers, literacy, time burden to the provider, social 
desirability, and diffi culty with communication of 
complicated regimens and medication names. Use 
of audio computer -assisted self -administered inter-
view (ACASI) can reduce these barriers. The 
computer -aided strategy can utilize an audio track 
to read instructions and questions and can include 
high-resolution photographs of the medicines 
rather than medication names to assist participants 
with lower literacy. The adherence questions can 
be administered at a kiosk or computer in a physi-
cian’s waiting room to minimize burden to the 
provider in the offi ce and to decrease social unde-
sirability of admitting poor adherence to clinical 
personnel. Empirical data suggest that computer -
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possible that prescribed dosages are changed during 
the time of monitoring. An attempt to defi ne these 
details of medication -taking through self -reports
can better inform measurements of adherence. 30

Notably, it is not useful when refi lls are automati-
cally mailed to patients without their needing to 
contact the dispenser. 

In the most commonly applied approach, the 
proportion of doses taken over the interval is cal-
culated using the following formula: days supply/
(last day of refi ll minus fi rst day of refi ll). 31 Other 
approaches include calculating the number of refi lls 
obtained divided by the number of refi lls expected 
over the time frame, or calculating the amount of 
time between refi lls as a gap in adherence. Although 
easier to calculate, the simpler measures are more 
limited in their utility. For example, the number of 
1-month refi lls divided by the number of months 
of follow -up over time 32 is diffi cult to use over a 
shorter time period (e.g., a few months). The 
problem can be seen when assessing a 3 -month
refi ll interval. Since three 30 -day refi lls are needed 
in this situation, adherence can only be categorized 
as 100% (3/3), 66% (2/3), 33% (1/3), or 0% (0/3). 
In this scenario, the patient who returns for the last 
refi ll 1 day late would be assigned 66% adherence. 
The time -to-refi ll approach addresses this issue. 
Over a 3 -month time period during which three 
refi lls of 30 days ’ supply each would be expected, 
the patient ’s adherence would be 90/91 or 99%, a 
much better refl ection of actual medication con-
sumption than 66%. This measure gives greater 
sensitivity, and can be particularly useful when 
adherence differences between 66% and 100% are 
crucial, as in HIV disease outcomes. 20 Of course, 
this problem becomes less important the longer the 
interval that is being assessed. However, the shorter 
the interval assessed, the more rapidly can non -
adherence be identifi ed and acted upon. 

Refi ll -based measures must always address the 
issue of non -refi ll. This measurement technique 
requires that the days supply be determined and 
then divided by the time period of interest. 
However, if the patient stops taking the medication, 
the recorded stop date is either inaccurate or, more 
likely, unavailable. In this scenario, it is necessary 

methods and defi nitions. In all approaches, the 
dates on which refi lls of medication are obtained 
from the pharmacy and the duration of the 
supply dispensed are used to estimate adherence. 
Whichever approach is considered, this strategy 
assumes that an individual would not obtain a new 
refi ll in the pharmacy until all doses of the prior 
bottle of medication have been consumed. Further, 
it requires that the medication be prescribed for 
chronic use, that is, for a condition requiring more 
than a single prescription. 

Although the pharmacy refi ll measure of adher-
ence estimates the amount of medication an indi-
vidual has in his/her possession during a given time 
period, it does not measure or monitor actual pill -
taking behavior, either on average or day -to-day. 
As such, it cannot be used when the timing of 
missed doses during the interval is pivotal. However, 
the technique is a valid measure of adherence for 
chronic medications where measuring exposure 
between refi lls is clinically relevant. For example, 
a time -to-refi ll measure of adherence has been 
associated with changes in viral load in HIV 31 and 
changes in blood pressure in hypertension. 30

Furthermore, the measure has been shown to 
provide additional information over and above self -
reported adherence data. In a study of antiretro-
viral therapy, individuals self -reporting 100% 
adherence actually varied in their treatment 
response based on their adherence as measured 
using the refi ll technique. As expected, those with 
higher adherence on the refi ll measure had higher 
rates of treatment response, despite claims of 
perfect self -reported adherence in both groups. 31

There are limitations to the use of this measure 
of adherence in that it gives only an estimate of the 
maximum amount of medication the person can 
have in his/her possession. The measure is most 
feasible when prescription refi lls are obtained from 
a single pharmacy or the information is obtained 
centrally in a data repository such as may be used 
with managed care insurance. The accuracy of 
pharmacy refi ll data for measuring adherence can 
also be limited by the possibility that patients might 
obtain medication from other sources such as 
friends or family, or during hospitalization. It is also 



Chapter 42: Studies of Medication Adherence 801

adjusted for doses taken that day and for any addi-
tional pills left over from the last pill count. Of 
course, this approach is also susceptible to inten-
tional deception. Yet, it has been found to be associ-
ated with treatment response in an HIV cohort and 
estimated to take approximately 18 minutes per 
participant.35

The time and annoyance for both the staff who 
do the counting and the participants who need to 
bring their pill bottles with them are potential dis-
advantages of pill counting and an additional 
source of error. Irrespective of the approach, pill 
counting is frequently viewed as burdensome by 
study personnel. Reinforcing the importance of 
accuracy with the staff is vital for this measure to 
be valid. 

Medication diaries
Although the measures described above yield a 
global amount of drug taken over a specifi ed time 
period, the measures give no detail on the timing 
of the medication -taking and missed doses. 
Depending on the pharmacokinetics and pharma-
codynamics, missing doses several days during a 
month may have different consequences depend-
ing on whether the doses were missed consecu-
tively or if they were missed at separate times 
spaced evenly throughout the month. 4 These data 
may in fact be vital to the adherence classifi cation. 
Medication diaries can provide this information. 
With this technique, participants keep a record of 
the date and time of each dose of medication and 
often whether or not it was taken with or without 
food. This information can be critical to interpret-
ing results of studies of drugs that are diffi cult to 
track using other strategies, such as insulin. 36

Medication diaries are susceptible to both over -
reporting and under -reporting of adherence. Social 
desirability results in patients listing doses even 
though they were not taken. This potential for 
deception is lessened somewhat by the burden of 
needing to create a detailed falsifi ed record. In fact, 
the burden of tracking each dose actually increases 
the risk of under -reporting since medications may 
be taken without access to the diary or the process of 
writing down the dose may be forgotten or ignored. 

to artifi cially assign a refi ll date for the last refi ll to 
close the time interval. Potential approaches include 
setting it at the end of follow -up or at a fi xed point 
after the last refi ll (e.g., 2 months late for a 1 -month
supply). Whichever method is chosen, sensitivity 
analyses in which this artifi cial stop date is assigned 
different times (often the extremes of possibility) 
make the results more robust. 

Pill counts
Adherence can also be measured by pill counts. Pill 
counts are similar to pharmacy refi ll data in that 
percent adherence is calculated by dividing the 
days supply consumed by the number of days 
observed. Like refi ll data, pill counts cannot deter-
mine if the medication was actually taken or the 
pattern of medication taking. However, they do 
provide direct evidence that the medication was 
not taken when pills are left over. Pill counts 
are more susceptible to patient deception since 
“dumping” pills on the way to the pill count visit 
is simple and can be done impulsively before a visit. 
Unannounced pill counts, in person or by tele-
phone, are alternatives to mitigate this type of mis-
classifi cation. Keeping the individual unaware of 
when the count will occur and having the count 
occur when pills are expected to remain in the 
bottle decrease the likelihood of pill dumping. 
Unannounced pill counts can occur during offi ce 
visits or home visits. This approach has been vali-
dated in studies of homeless and marginally -housed
adults with HIV in San Francisco. 33,34

While unannounced pill counts decrease the 
risk of pill dumping, they can often be logistically 
infeasible for staff, especially if needed to be done 
in the home. Modifying the approach to perform-
ing pill counts by unannounced telephone call is a 
potentially more feasible alternative. Subjects are 
told these telephone calls will occur periodically 
and are trained at the outset in -person to conduct 
their own pill counts. At the time of the call, they 
bring all medication bottles to the telephone and 
the content of each bottle is reviewed individually. 
Data collected include the date of fi ll, the quantity 
dispensed, the number of pills per dose, and the 
number of pills left in the bottle. The counts are 
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patients in drug processing (i.e., absorption, distri-
bution, metabolism, and clearance; see Chapter 2).
The more variable those steps are between patients, 
the weaker the relation between drug concentra-
tion and adherence. Further, if the drug has a short 
half-life in the compartment (e.g., plasma), then 
the measurement only captures short -term use. 
Thus, this approach is limited by the issue of inter-
val censoring between measurements. The more 
frequently these are measured, the fuller the 
picture of adherence behavior that can be obtained. 
But, then cost and inconvenience to the patient 
may come into play. 

Measurement of drug concentrations in hair 
assessed by liquid chromatography and confi rmed 
by tandem mass spectrometry can be a useful indi-
cator of long -term exposure to medication. For 
example, antiretroviral drug levels in hair give an 
average of the exposure to drug over the past 
weeks to months and operate better than serum 
drug levels to predict HIV viral response. 37,38 The 
duration of exposure to a drug measured by hair 
drug concentrations and serum drug levels is analo-
gous to the relationship between hemoglobin A1C 
and a single serum glucose measurement. 39 Hair 
concentrations have been used frequently for 
forensic purposes to determine exposure to non -
prescription drug abuse. There is interest in using 
hair analysis with antiseizure medications and 
psychotropic drugs as well. In HIV therapy, the 
technique has been demonstrated in indinavir, 37

lopinavir/ ritonavir, 38 and atazanavir alone and 
with ritonavir. 38 The method is being developed 
for use with efavirenz. 40 Gandhi and colleagues 
demonstrated that drug concentrations in hair 
predicted viral outcomes better than self -reported
adherence.38

Unfortunately, many of these assays are una-
vailable commercially. Furthermore, for other 
drugs, the serum drug level is not the relevant 
measure because the site of action is elsewhere. For 
example, nucleoside analog reverse transcriptase 
inhibitors act intracellularly; therefore, concentra-
tions in the cells would be the relevant measures 
but these are very challenging to assay. 41 Turnaround 
time is another issue. Unless these assays are done 
in real time or nearly so, they are not useful clini-

Electronic  drug monitors
Electronic drug monitors (EDMs) feature the same 
advantages as the medication diaries, but are less 
susceptible to deception, forgetting, or ignoring the 
need to write down the dose data. While there are 
several different hardware options, electronic drug 
monitors employ electronic date/time stamp tech-
nology that is triggered by the process of opening 
the container or puncturing a blister pack to obtain 
the dose. The data are downloaded to a computer 
via hardwired or wireless linkage for analysis. As 
stated above, EDMs are less susceptible to decep-
tion. While not impossible, it is thought to be the 
rare subject who will game the system by opening 
and closing the monitor to record medication -
taking events over long periods of time without 
actually taking the medication. They are also less 
susceptible to under -reporting than medication 
diaries because they often do not require the 
subject to do anything other than take the pre-
scribed medication. Additionally, they can be used 
as medication diaries even when the medication is 
not kept in the container. In a study of warfarin 
adherence, individuals using medication organizer 
boxes were given an EDM on an empty pill con-
tainer and were asked to open the empty bottle 
whenever they took their warfarin from the organ-
izer box. The association between adherence and 
outcome was nearly as strong for this subset of 
individuals as for those who kept the warfarin in 
the monitored bottle itself. 13

The packaging of EDMs can be burdensome. 
They often preclude the use of pill boxes and 
require that the medication remain in the package 
until taken. Therefore, they are susceptible to 
underestimating adherence (e.g., a 1 -week supply 
of doses taken from the container at one time will 
appear as one dose taken). Another limitation of 
this approach is the cost of purchasing the monitors 
and the hardware and software to analyze the data, 
and this limits their use in clinical practice. 

Drug concentrations
Identifi cation of the presence of a drug in plasma 
or other tissues provides evidence of drug inges-
tion. However, the use of drug concentrations to 
measure adherence is limited by variability between 
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Adherence to intravaginal gels can be monitored 
by counting the number of empty tubes and used 
applicators returned at each study visit, 46 but this 
measure is subject to self -report errors due to 
intentional falsifi cation or mixture of used and 
unused applicators in the same bag. 47 Assays using 
trypan blue have been piloted to improve adher-
ence assessments in trials testing the use of intrav-
aginal microbiocides to prevent sexual transmission 
of HIV. The trypan blue, when applied to returned 
vaginal applicators after reported use for medica-
tion administration, will detect exposure to cervical 
mucous and differentiate between used and unused 
applicators. The assaying dye can be administered 
to the returned applicators in a plastic bag or a 
shallow pan or can be aerosolized and sprayed over 
larger batches of applicators and will preferentially 
stain applicators that have been inserted intravagi-
nally. 48 Because of the potential carcinogenic and 
toxic effects of trypan blue when applied as an 
aerosol to large batches of applicators during clini-
cal trials, the use of blue food dye, which also 
preferentially stains applicators with cervical 
mucous present, was tested for a similar purpose 
with high accuracy. 47

EDMs have been used for metered dose inhal-
ers49 and ophthalmologic solutions. 50 The monitors 
do increase the bulk of the packaging. However, 
unlike pills, these formulations cannot be taken out 
of the package. Thus, the patient burden of needing 
to keep pill formulations in the monitored package 
is not relevant for these formulations. 

Analysis issues
Use of adherence  data in the interpretation 
of clinical trials
While clinical trial participants may be more moti-
vated to adhere than their counterparts in the clini-
cal setting, non -adherence occurs in the settings of 
all self -administered therapy. Missed doses will 
typically make the active drug less effective and 
diminish the observed difference when compared 
to placebo. In order to compensate for this effect, 
trials may infl ate sample sizes to account for this 
variability in drug exposure. 6 Clinical trials may 
also incorporate run -in periods to try to minimize 
poor adherence (see Chapter 36).

cally. If samples are batched over weeks to months, 
the non -adherence would be detected long after 
the fact. The issue of multiple drugs in a regimen 
is also important here as it is for other measures. 
Assays for each drug may not be available, and the 
classifi cation of an individual as adherent or not is 
diffi cult if some of the drug concentrations are in 
an acceptable range while others are not. 

Another approach to assessing drug concentra-
tions is to use a marker drug that is easily added to 
a formulation and can be measured more easily 
than the actual drug of interest. The primary 
example here is the incorporation of ribofl avin into 
active drugs as a urine metabolite drug marker to 
assess adherence to medication in clinical trials. 42

Fluorescence spectrophotometry is used to assess 
the concentration. Of course, this strategy is only 
relevant in settings where control over the formu-
lation is in the hands of the researchers (i.e., clinical 
trials).

Adherence to  non-pill formulations
Medication diaries and self -reports can be used to 
monitor adherence to non -pill formulations of 
medication therapy, but are subject to the same 
biases described above for pill formulations. 
Particular circumstances raise several unique chal-
lenges to measuring non -pill formulation adher-
ence. For example, measuring adherence to 
injectable pegylated interferon for the treatment of 
hepatitis C is feasible using pharmacy refi ll dates 
and the number of interferon syringes dispensed 
with each refi ll, 43 because the days supply is fi xed 
and/or syringes are pre -fi lled. However, when an 
injectable medication such as insulin is adminis-
tered based on a sliding scale, with doses adjusted 
as needed, measuring adherence using refi ll data 
may be invalid. 44

Topical treatments pose a particular challenge. 
For transdermal formulations in patches (e.g., nico-
tine, testosterone), because the supply is typically 
fi xed, refi ll adherence is a viable option. However, 
for creams and ointments, because the amount 
used at each application varies by the size of the 
lesion being treated or the size of the individual or 
other characteristics, self -reports and medication 
diaries may be the only viable options at present. 45
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comes, it is important for the drug developer to 
know if the compound retains any potential for 
further use. For example, in the Lipid Research 
Clinics Coronary Primary Prevention Trial, rates 
of coronary heart disease events were compared 
in participants with hypercholesterolemia who 
were randomized to receive either cholestyramine 
to decrease lipid levels or a placebo. 53 Adherence 
to treatment in the cholestyramine group (defi ned 
as taking at least fi ve out of six prescribed packets 
of cholestyramine per day) was only 50.8% com-
pared to 67.3% adherence in the placebo group 
due to side effects in the treatment arm. As a 
result of low adherence, the lipid -lowering response 
and the decrease in cardiac events in the treat-
ment group were attenuated, and the difference in 
event rates in a comparison between the two 
groups was lower than it could have been if adher-
ence were higher. Thus, because adherence was 
measured, it was possible to determine that the 
high rate of intolerable side effects resulted in lower 
adherence and thus, perhaps, lower treatment 
effectiveness.51

Time-varying nature of  adherence and 
duration of adherence  intervals
Adherence is a dynamic phenomenon. Therefore, 
categorizing an individual as adherent or not 
requires that the time interval of interest be speci-
fi ed. For chronic medications, using a single adher-
ence metric to categorize an individual ’s behavior 
over long time periods may not be relevant. For 
example, an individual on antiretroviral therapy 
who interrupts treatment for as little as 2 weeks is 
likely to experience virologic failure. 23 However, 
adherence metrics that summarize medication 
taking over a year would yield very small devia-
tions from perfect adherence (50 weeks adherent/52 
weeks of observation = 96%). In contrast, if 
1-month intervals were chosen, the individual 
would have 11 months of perfect adherence and 1 
month of 50% adherence. This low adherence 
month would explain the treatment failure more 
clearly than does 96% adherence. 

The selection of the duration of an adherence 
interval depends on two important factors: the 
pharmacokinetics/pharmacodynamics and the 

In analyzing trials in which non -adherence
occurs, the standard approach remains intention -
to-treat. This approach limits the introduction of 
bias and makes the results more generalizable to 
clinical practice. 51 Secondary analyses can be done, 
limiting inclusion exclusively to the adherent 
subset. Unfortunately, in the setting in which life-
style changes serve as co -interventions with medi-
cation (e.g., studies of treatment of congestive 
heart failure), such secondary analyses only tease 
out the effect of the drug over and above lifestyle 
change and are not true measures of drug effi cacy. 
Of course, as with all such secondary analyses, the 
benefi ts of randomization are negated and results 
can sometimes be diffi cult to interpret. 

This diffi culty was seen in the results of the 
Coronary Drug Project Research Group in which 
men who had previously had a myocardial infarc-
tion were randomized to receive either clofi brate 
or placebo. A subgroup analysis of high adherers, 
defi ned as those subjects who took at least 80% of 
the prescribed dose of either treatment or placebo, 
demonstrated no difference in overall mortality 
(15.0% for clofi brate and 15.1% for placebo). In 
the subjects with less than 80% adherence, mortal-
ity was lower in the clofi brate group (24.6%) com-
pared to the placebo group (28.2%). 52 Therefore, it 
appears that some exposure to clofi brate could be 
better than none when overall adherence is poor. 
But, when adherence to medication treatment is 
higher, adherence to other co -interventions such as 
diet and lifestyle changes might outweigh the drug 
effects. Measurement of adherence for this type of 
analysis clearly enriches the understanding of the 
effects of the drug. Yet, the overall effectiveness of 
the medication is diffi cult to ascertain. The pres-
ence of an effect modifi er, in this case adherence, 
typically makes interpretation of the results more 
complex.51

Inclusion of adherence data in analyses of trials 
is particularly important when a treatment fails. 
Reasons for failure might include lack of biological 
effect or lack of adherence. Unless adherence is 
measured and identifi ed as the cause of failure, the 
results of the trial will be only partly useful. While 
regulators will only approve a drug for the studied 
indication if it is shown to result in improved out-
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Adherence  metrics
The simplest approach to summarizing adherence is 
the percent of doses taken. However, this metric does 
not capture potentially relevant patterns of adher-
ence. Other approaches are possible, particularly for 
electronic monitors and refi ll data. For electronic 
monitors, because the timing of each dose is availa-
ble, percent of doses taken “on time, ” standard devia-
tion of time between doses, duration of maximum 
time gap between doses, and many others can be cal-
culated.4,20,55 For refi ll data, metrics focus on either 
the percentage of available medication or the dura-
tion of gaps between refi lls. 30 Self -reports either focus 
on the proportion of doses the patients have taken or 
the time since the last dose was missed. 25

Whichever metric is used, the choice as to 
whether to include adherence as a continuous or 
dichotomous variable depends on the question. 
Threshold levels must take into account both 
the likelihood of failure and the clinical conse-
quences of treatment failure. 5 Few thresholds 
have been established based on evidence. Rather, 
80% of doses taken is an often quoted magnitude 
to categorize good versus poor adherence, based 
upon expert opinion. 56 In other settings, higher 
magnitudes of adherence have been more closely 
associated with classifying individuals as having 
treatment success or failure. 43 Combination therapy 
potentially complicates this issue signifi cantly. 
Since the amount of non -adherence to one drug 
can differ from another in the regimen, the catego-
rization of an individual ’s adherence can be essen-
tially infi nite. Fortunately, there is some evidence 
to suggest that for medications taken simultane-
ously, adherence to one is highly collinear with 
adherence to the other. 57 Yet, differential non -
adherence has been documented. 58

Determining whether an individual is non -
adherent or that the medication is no longer being 
prescribed can be diffi cult for all methods of meas-
uring adherence. Information detailing the physi-
cian recommendation to stop taking the medication 
is needed to determine if such an individual is non -
adherent. Further, even when these records are 
available and the provider documents the recom-
mendation to stop the medication, the exact date 
can be diffi cult to determine. 

granularity of the adherence measurement. For 
drugs with short half -lives and short off -set of 
action, short intervals are likely to be more clini-
cally relevant than when the drugs have long half -
lives and longer off -sets of action. For adherence 
measures that can accurately assess adherence over 
short periods of time such as electronic data moni-
tors, shorter intervals, when desired, can be calcu-
lated. In contrast, when measures such as pharmacy 
refi lls are used, intervals can only be as short as the 
expected time between fi lls (e.g., 30 days). 

The relation between adherence and outcome 
has been well described in antiretroviral therapy 
and oral contraceptives. Using refi ll data, intervals 
of adherence as long as 1 year 32 and as short as 30 
days54 have been associated with viral load out-
comes with antiretroviral therapy. In a direct com-
parison, a 90 -day measure was found to be more 
strongly associated with viral load than a 30 -day
measure.54 For oral contraceptives, two consecutive 
days of non -adherence resulted in an unacceptably 
high rate of treatment failure. 18

Unfortunately, for the vast majority of medica-
tions, the duration of a relevant adherence interval 
is unknown. Much research is needed to optimize 
the assessment of adherence in chronic diseases 
such as diabetes, hypertension, and hyperchole-
sterolemia. While the choice of interval length 
depends on the goals of the research, in general, 
monitoring adherence over shorter intervals is 
desirable. The shorter the adherence interval moni-
tored the more readily barriers to adherence can be 
assessed and the more rapidly interventions can be 
implemented. But, this advantage comes at the 
expense of decreased accuracy regarding true 
adherence behavior. By way of illustration, in the 
extreme case, the time interval could be 1 day in 
which one missed dose would categorize an indi-
vidual as non -adherent. Clearly, such a short inter-
val is prone to misclassifi cation of adherence status. 
But without information on the relation between 
adherence to the medication of interest and treat-
ment outcome, investigators must choose without 
direct guidance. In these cases, choices for an 
adherence interval should be made based on phar-
macokinetics and pharmacodynamics data (see 
Chapter 2).
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ence metric for virtually every drug –disease dyad 
remains unknown. This is further complicated by 
the enormous number of possible combinations of 
partial adherence to drugs in combination regi-
mens. Hopefully, with greater recognition of the 
importance of non -adherence, more research will 
be conducted over the next several decades to solve 
some of these problems as well as develop better 
approaches to improving adherence so that effi ca-
cious medications can ultimately be maximally 
effective.
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CHAPTER 43 

Risk Evaluation and Communication 
  Susan J.     Blalock   and     Betsy L.     Sleath  
Division of Pharmaceutical Outcomes and Policy, Eshelman School of Pharmacy, University of North Carolina at Chapel Hill, 
Chapel Hill, NC, USA 

Introduction 

All medications have risks. Some of these risks are 
more serious than others and some are well under-
stood whereas others are clouded by uncertainty. 
The responsibility of ensuring that medications are 
used as safely as possible is shared by: the pharma-
ceutical companies that develop, investigate, man-
ufacture, and market medications; the governmental 
agencies charged with regulating these processes; 
the health -care providers who prescribe or dis-
pense prescription medications and make recom-
mendations concerning the use of over -the-counter
products; the governmental agencies that license 
and regulate health -care providers and health -care
facilities; and the patients who ultimately must 
decide whether or not to use a medication and, in 
most cases, have control over how they use the 
medication.

Since passage of the Kefauver –Harris Amend-
ments to the Food, Drug, and Cosmetic Act in 1962, 
market approval of a new drug in the United States 
has required that the Food and Drug Administration 
determine that the medication is safe and effective 
(see Chapter 1).1 Similar criteria are used by regula-
tory agencies in other countries as well. 2 Other 
chapters in this book provide information concern-
ing how these determinations are made (see 
Chapters 1 and  8). Here, we simply reiterate that 
even medications that are judged as meeting safety 
standards have risks. A drug is considered “safe” if 

the risks associated with it are deemed to be accept-
able.3 In some cases, medications with substantial 
and serious risks are judged as meeting safety 
standards because the benefi ts of the medication 
outweigh the risks. This is most often the case for 
medications used to treat debilitating or life -
threatening illnesses where few other effective 
treatment options are available. It is also important 
to recognize that the safety of a medication is not 
solely an inherent property of the medicine, but 
also the circumstances in which the medication is 
used (e.g., expertise of prescribers, procedures used 
to monitor potential adverse effects). Thus, many 
medication risks may be minimized through the 
implementation of appropriate risk management 
strategies.

To minimize medication risks following market 
approval, all parties involved in the medication -use
process must have access to up -to-date information 
concerning potential risks, including measures that 
can be used to prevent or control these risks. 
Moreover, this information must be provided in a 
timely manner and in a way that is understood by 
the target audience and that facilitates informed 
decision-making. In this chapter, we discuss some 
of the clinical and methodologic challenges that 
must be addressed to meet these goals. We also 
discuss approaches that are currently used to 
enhance the dissemination and usability of informa-
tion concerning medication risks. We conclude by 
suggesting directions for future research in this area. 
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Evaluating whether a particular risk is worth 
taking also requires sound, objective, scientifi c 
evidence concerning treatment benefi ts and thera-
peutic alternatives. Serious risks associated with a 
particular medication may be acceptable if the 
medication offers substantial benefi ts, especially 
if no acceptable therapeutic alternatives are 
available.6 However, the same risk may be unac-
ceptable for a less effective medication that does 
not provide unique advantages over therapeutic 
alternatives.

Two broad categories of factors that can affect 
judgments concerning the acceptability of a risk 
have been identifi ed: (i) characteristics of the 
adverse outcome and (ii) characteristics of the 
exposure.6 Characteristics of the adverse outcome 
include: severity, frequency, reversibility, and pre-
dictability. In general, adverse events that are less 
serious, reversible, and are likely to affect only a 
small number of people, are likely to be judged 
more acceptable. Similarly, risks that are predicta-
ble and can be managed through appropriate care 
are likely to be judged as more acceptable. Other 
characteristics of the adverse outcome that can 
affect judgments of acceptability include whether 
the outcome is likely to occur immediately follow-
ing exposure or be delayed for many years later and 
the level of certainty associated with the risk. In 
general, risks are less likely to be judged acceptable 
if they occur immediately following exposure and 
result from a well -established cause –effect relation-
ship. Finally, certain types of outcomes (e.g., devel-
opment of cancer) evoke more fear and emotional 
distress than other outcomes. Thus, risks associated 
with these types of outcomes are less likely to be 
considered acceptable. 

As noted above, Strom also identifi ed several 
characteristics of the exposure that can affect judg-
ments of the acceptability of an adverse event. For 
example, risks of adverse events are likely to be 
judged more acceptable if a medication is essential 
to save or prolong life, no therapeutic alternatives 
available, and patients are fully informed of the 
risks associated with treatment so that they can 
decide whether or not to accept the associated risks. 
Finally, it is important to recognize that risk toler-
ance varies greatly across individuals. Thus, some 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

Although many different defi nitions exist, risk is 
usually defi ned as a potential harmful outcome 
that can occur with a known or unknown probabil-
ity. 4 The two primary dimensions of risk are: (i) the 
probability with which the risk will occur, and (ii) 
the severity of the risk if it occurs. However, numer-
ous subdimensions must also be evaluated. 5 For 
example, the probability that some risks will occur 
may be minimized by preventive actions (e.g., 
taking ulcerogenic medications with food) or early 
detection efforts (e.g., laboratory monitoring to 
detect signs of liver toxicity). Thus, they are con-
trollable to some extent. Risks also differ in terms 
of whether potential harm caused is reversible or 
irreversible when detected and whether deleterious 
effects usually occur soon after initiation of therapy 
or may not arise for many years. In general, risks 
that are unlikely to occur for many years may 
evoke less concern than more proximal risks. 6

Uncertainty is an inherent characteristic of any 
risk, but the risks associated with some medications 
are more uncertain than others. For example, the 
risks associated with medications that have been 
used for many years in a large number of patients 
may be fairly well understood. 7 Conversely, we 
often have limited understanding of the risks asso-
ciated with recently marketed medications, partic-
ularly those that are fi rst -in-class, and previously 
unrecognized risks may continue to emerge for 
several years after a medication is fi rst marketed 
(see also Chapters 4 and  10). Finally, the probabil-
ity and severity of a particular risk is not necessarily 
invariant across different patient populations. For 
example, the risk of upper gastrointestinal bleeding 
associated with the use of non -steroidal anti -
infl ammatory medications increases with age, dis-
proportionately affecting older adults. 8 Thus, to be 
able to make informed clinical judgments concern-
ing the acceptability of specifi c medication risks, 
decision-makers (e.g., prescribers, patients, car-
egivers) must have sound, objective, scientifi c evi-
dence concerning each of these various aspects 
of risk. 
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sion making process may increase adherence and 
decrease the likelihood of premature discontinua-
tion of therapy. 17–20

Pharmacists also have a professional obligation 
to counsel patients about medication risks. 
However, few states in the United States require 
pharmacists to provide verbal counseling to patients 
when prescriptions are fi lled. Instead, most states 
require only that pharmacists offer to counsel 
patients.21 Internationally, the rates of verbal coun-
seling provided by pharmacists in community 
pharmacy settings tend to be low, but vary widely 
depending upon the research methods used. 
Observational studies using simulated patients (i.e., 
actors trained to portray patients with a specifi c 
condition) tend to yield lower estimates of the rate 
of counseling. 22

In the United States, most of the information 
that patients receive from pharmacists concerning 
medication risks is in the form of written materials 
that are distributed with prescriptions. However, a 
study reported in 2007 found that, although most 
pharmacies in the United States distribute written 
materials with prescription medications, many of 
the materials distributed failed to include informa-
tion such as contraindications and precautions 
needed for safe medication use. 23 Notably, there 
was considerable variability in the written medica-
tion information distributed by pharmacies in the 
three countries examined, the United States, 
Australia, and the United Kingdom. The materials 
distributed in the United States were evaluated the 
least favorably. 

Educating consumers about medication risks is 
also complicated by the amount of information 
about other types of risks that consumers are 
exposed to on a daily basis. Simply walking around 
one’s home provides numerous examples. For 
example, a common label on kitchen step stools 
warns users that failure to read and follow all 
instructions may result in injury or death. These 
ever -present warnings, although perhaps benefi cial 
in some respects, have the potential to desensitize 
consumers to information about serious medica-
tion risks. Moreover, written consumer medication 
information often appears to be designed to 
minimize liability, rather than to improve clinical 

patients/providers may consider a certain risk 
acceptable, whereas others deem it unacceptable. 

Collection of information concerning medica-
tion risks is pointless unless that information is 
made available to decision -makers in a timely 
manner and in a way that they can understand and 
use. Health -care providers have a professional 
responsibility to remain abreast of recent research 
fi ndings. However, the sheer volume of emerging 
information can make this an onerous task. 
Confl icting fi ndings from different studies adds to 
this burden. 9 Unfortunately, physicians often lack 
the skills in evidence -based medicine that they 
need to critically evaluate research fi ndings. 10,11

Health-care providers also have a responsibility 
to educate patients about the risks associated with 
medications prescribed for them, preventive actions 
patients should take to minimize these risks, 
warning signs patients should monitor while taking 
the medication, and actions patients should take if 
any warning signs appear. However, research sug-
gests that the amount of information that physi-
cians provide to patients regarding medication risks 
is limited. For example, in research involving 
arthritis patients, Katz and colleagues 12 found that 
rheumatologists stated the purpose for a newly pre-
scribed non -steroidal anti -infl ammatory drug in 
91% of patient encounters, but mentioned medica-
tion risks in only 74% of encounters. The amount 
of information about medication risks provided was 
not assessed. In other areas, Scherwitz and col-
leagues13 found that side effects were discussed in 
less than 50% of primary care physician –patient
encounters, Rimer and colleagues 14 reported that 
oncologists disclosed only 69% of the information 
relevant to decisions concerning chemotherapy, 
and Richard and Lussier 15 found that potential 
adverse reactions were discussed in fewer than 
17% of physician offi ce visits in which a new medi-
cation was prescribed. In some cases, physicians 
may be reluctant to discuss possible medication 
risks with patients due to concern that it may 
decrease patient adherence to the prescribed medi-
cation regimen. 16 However, research suggests that 
the opposite is true. Patient –provider communica-
tion concerning potential medication risks and 
incorporation of patient preferences into the deci-
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the communication, and the level of intensity with 
which to deliver the communication. Principles of 
informed consent, informed and shared decision -
making, and professional ethics highlight the 
importance of patients understanding both the risks 
and benefi ts of different treatment options. 32–37

Moreover, research demonstrates that most patients 
want information about treatment risks. 38,39 For 
example, in a study of patients visiting outpatient 
clinics, Ziegler and colleagues 38 found that over 
75% of patients wanted information about all pos-
sible adverse medication effects, no matter how 
rare, and that nearly 85% wanted information 
about all serious adverse effects, again no matter 
how rare. Fraenkel and colleagues 39 reported 
similar fi ndings in a study involving rheumatoid 
arthritis (RA) patients. In that study, over 89% of 
study participants agreed with the statement: “It is 
important for me to know all the side effects of my 
medications.”

Despite this interest in information about medi-
cation risks, research also suggests that patients 
often have a poor understanding of these risks. For 
example, a study conducted by Fraenkel and col-
leagues suggests that if patients were aware of the 
risks associated with many medications used to 
treat RA, they would not take them. In this study, 
RA patients were asked how willing they would be 
to take a medication that was associated with 
various side effects. 40 Willingness to take the medi-
cation was evaluated in relation to 17 different 
side effects, selected because they are associated 
with use of non -steroidal anti -infl ammatory 
drugs (NSAIDs), low -dose prednisone, or the older 
disease-modifying antirheumatic drugs (DMARDs). 
Realistic probability information was provided. 
Although most of the patients were currently using 
at least one DMARD, 38% indicated that they 
would be unwilling, under any circumstances, to 
accept risks associated only with cosmetic changes 
(e.g., hirsutism, alopecia, weight gain, acne). 
Similarly, 45% said they would be unwilling to 
accept risks associated with major toxicities (e.g., 
pneumonia, liver damage, ulcers). Next, patients 
were asked to rate their willingness to take the 
medication as the probability of side -effect occur-
rence was decreased far below the actual risk. 41

decision-making and patient health outcomes. 
Thus, many of these materials contain a long list of 
potential risks, but provide little useful information 
about any of them (e.g., probability of occurrence, 
potential impact if it occurs, how risk can be 
minimized).

In addition to the information about medication 
risks that is disseminated by health -care providers, 
consumers may obtain information from a wide 
variety of sources, including the Internet, direct -to-
consumer advertising, and family and friends. 24,25–27

Unfortunately, the accuracy of available informa-
tion varies widely from source to source, and few 
safeguards are in place to allow consumers to eval-
uate the quality of information available from dif-
ferent sources. 

Finally, research also suggests that many patients 
may have diffi culty understanding information 
concerning medication risks because of limited 
health literacy and numeracy skills. 28–30 Health lit-
eracy has been defi ned as  “the degree to which 
individuals can obtain, process, and understand 
basic health information and services needed to 
make appropriate health decisions. ”31 Numeracy, 
which involves the ability to understand and use 
numerical information, is one component of health 
literacy. 30 A systematic review of over 300 studies 
found that, on average, 26% of patients had inad-
equate health literacy skills and that an additional 
20% had only marginal skills. Recent research sug-
gests that many patients with limited health liter-
acy can be identifi ed using single -item screener 
questions.28 The more diffi cult challenge is likely to 
involve developing risk communication strategies 
and tools that overcome the barriers posed by low 
health literacy and numeracy. 

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

In addition to the clinical issues described above, 
many methodologic issues must be considered 
when communicating information about medica-
tion risks. First, one must determine which risks to 
communicate, the amount of detail to include in 
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described in Scenario A than those described 
in Scenario B. However, a careful perusal of 
the two scenarios reveals that they are identical. 
Scenario A simply expresses the risk in absolute 
terms, whereas Scenario B expresses the risk in 
relative terms. (One can use the information 
provided in Scenario A to calculate the relative 
risk of lymphoma associated with the medi-
cation described: (3.6/100 000 − 2.4/100000) / 
(2.4/100000) * 100% = 50%). The fi ndings that 
we have obtained when using these scenarios as 
part of classroom exercises is consistent with a sub-
stantial body of literature that confi rms that indi-
viduals tend to be less likely to accept risks when 
they are conveyed using relative risk formats as 
opposed to absolute risk formats. 47 The effect of 
format on judgment and decision making raises 
ethical issues because it suggests that risk commu-
nicators may manipulate the decisions that others 
reach following information exposure by varying 
the format in which information about risks are 
expressed. Experts recommend against providing 
risk information only in relative terms, isolated 
from baseline rates and other information that 

Only minor increases in patients ’ willingness to 
accept the risks presented were observed. These 
fi ndings are especially striking because most 
patients in the study were taking the medications 
that they rejected in the hypothetical scenarios. 

The fi ndings summarized above suggest a need 
to better inform patients about medication risks. 
However, simply providing patients with written 
materials containing long lists of potential side 
effects, or providing this information verbally, does 
little to serve this goal. Thus, there is a need to 
prioritize the types of risk information to be com-
municated and identify the most appropriate targets 
for different communications (e.g., health -care
providers, patients with a specifi c health problem 
or taking specifi c medications, consumers in 
general). Ideally, communications targeted toward 
patients would be tailored on the basis of patient 
characteristics such as: preferred role in medical 
decision making, tolerance for different types of 
medication risks, and current status in the medica-
tion use process (e.g., deciding whether to initiate 
therapy with a new medication; self -managing a 
stable, chronic medication regimen). 

As discussed in the previous section, lack of 
health literacy and numeracy are signifi cant barri-
ers to effective risk communication. Most risk com-
munications include probabilistic information, 
which even health -care providers can fi nd diffi cult 
to interpret. 42–44 Several different numerical formats 
are used to express risk estimates. These include: 
absolute risk, absolute risk increase, relative risk, 
relative risk increase, odds ratios, and number 
needed to harm. 45 Many studies have demonstrated 
that the numerical format used to express risk 
information can have a substantial impact on judg-
ment and decision making. 46,47 For example, read 
the two scenarios presented in Table  43.1 and think 
about how likely you would be to take the medica-
tions described. We have shown these scenarios to 
pharmacy students and practicing pharmacists in 
classroom settings, specifying that the hypothetical 
medication described in both scenarios is used to 
treat a chronic, painful, but not life -threatening,
disorder. In both groups, considerably more partici-
pants indicated that they were more likely to 
take the medication under the circumstances 

Table 43.1 Absolute versus relative risk 

A Imagine that a medication that your doctor 
prescribed for you increased the risk of developing 
lymphoma within the next 5 years from 2.4 in 
100000 to 3.6 in 100 000. How likely is it that you 
would take the medication? 

Very likely 
Somewhat likely 
Neither likely nor unlikely 
Somewhat unlikely 
Very unlikely 

B Imagine that a medication that your doctor 
prescribed for you increased the risk of developing 
lymphoma within the next 5 years by 50%. How 
likely is it that you would take the medication? 

Very likely 
Somewhat likely 
Neither likely nor unlikely 
Somewhat unlikely 
Very unlikely 
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would contextualize the risk. 48 However, many 
questions remain concerning the optimal way to 
present numerical risk estimates. 

Risk information may also be conveyed graphi-
cally. However, the issue regarding relative versus 
absolute risk cannot be avoided by using graphs. 
Figure 43.1 shows two simple graphs. The top 
panel emphasizes the difference in the relative risk 
of liver toxicity between two hypothetical medica-
tions. In this panel, only information about the 
cases of liver toxicity is presented visually. The size 
of the patient population in which these cases 
occurred is given only in the wording in the panel. 
In contrast, in the bottom panel, the size of the 
patient population is depicted by the length of the 
bar. Thus, this second panel emphasizes the differ-
ence in the absolute risk of liver toxicity between 
the two medications. As one would expect from the 
discussion of relative versus absolute risk above, 
individuals tend to be more risk averse when 
shown the graph emphasizing relative risk. 47

More sophisticated graphs include pictographs, 
such as the one shown in Figure 43.2.49,50 In this 
graph, each square corresponds to one person in 
the at -risk population. The black squares depict the 
risk of experiencing liver toxicity within 5 years of 
initiation of therapy with Medication B. Thus, this 
fi gure suggests that 10 out of every 1000 patients 
taking Medication B will experience liver toxicity 
within 5 years of therapy initiation. The dark grey 
squares depict the increase in risk associated with 
Medication A. That is, out of every 1000 patients 
treated with Medication A, 10 extra cases of liver 
toxicity would be expected to develop among indi-
viduals taking Medication A as opposed to 
Medication B. Pictographs provide a relatively 
simple way to convey information concerning both 
relative and absolute risk. However, they may not 
be useful when the risk(s) of interest occur very 
infrequently (e.g., 1 case/10 000 patients treated). 

Two other types of graphs are designed to facili-
tate communication regarding low -probability
risks. First, Woloshin and colleagues have devel-
oped a risk magnifi er scale that ranges from 0% 
(i.e., no chance that the risk will occur) to 100% 
(i.e., the risk is certain to occur). 47 Thus, it depicts 
the full range with which risks can occur. However, 

it enlarges the section of the scale between 0% and 
1%, allowing for greater differentiation among 
low-probability risks. Second, the Paling Perspective 
Scale contextualizes low -probability risks by placing 
them on a scale that includes the probability of 
experiencing more familiar risks (e.g., the probabil-
ity of being killed in an automobile crash). 46

Considerable research has also focused on the 
development of standardized defi nitions that allow 
probabilistic information to be expressed in words 
(e.g., common, rare) rather than numbers. One set 
of verbal conventions range from “Very Common, ”
to describe risks that affect greater than 10% of 
exposed patients, to “Very Rare ” to describe risks 
that affect fewer than 1 in 10 000 exposed patients 
(i.e., 0.01%). 4,46 Another set of conventions range 
from “High,” suggested for risks that affect more 
than 1% of exposed patients, to “Negligible,” sug-
gested for risks that affect fewer than 1 out of every 
1000000 patients exposed (i.e., 0.0001%). 51

However, research examining how patients inter-
pret these types of terms has found that patients 
tend to infer that the risks are much more likely 
than the standard defi nitions indicate. 4 For 
example, participants in one study estimated that, 
among patients taking a medication with a side 
effect described as “rare,” 21% would experience 
the side effect. However, guidelines defi ne  “rare”
risks as those that affect fewer than 1 in 1000 
patients (i.e., 0.1%). 52 Thus, when communicating 
medication risks, verbal descriptors should either 
be avoided or defi ned explicitly in numerical terms 
as part of the risk communication. 

As described above, the vast majority of research 
on communication concerning medication risks has 
focused on how probabilistic information is best 
conveyed. However, it is also important to investi-
gate how best to communicate information about 
other risk dimensions (e.g., potential severity, con-
trollability). The fi ndings by Fraenkel and col-
leagues discussed earlier in this chapter suggest that 
patients may not place much weight on the esti-
mated probability with which different potential 
risks may occur. 40 In that study, participants were 
asked how likely they would be to take a hypo-
thetical medication given certain side effects. 
Participants’ judgments changed little in response 
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     Figure 43.1     Figures emphasizing relative versus absolute risk. Black bar, people experiencing signs of liver toxicity; 
grey bar, people not experiencing liver toxicity.  
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the hypothetical medication is consistent with this 
interpretation. These patients may have under-
stood that many side effects are manageable with 
appropriate care. Conveying information concern-
ing the potential impact different medication risks 
may have on health status and health - related 
quality of life is likely to be just as challenging as 
conveying probabilistic information. In fact, it may 

to different probabilities. The investigators inter-
preted these fi ndings as suggesting that patient 
judgments may be infl uenced more by the per-
ceived impact that a potential side effect would 
have if it occurred, rather than on the probability 
that it will occur. The fi nding that patients who had 
experienced medication side effects previously 
were more likely to accept the risks associated with 

     Figure 43.2     Sample pictograph.  
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have concerns about the safety of the medication. 
This uncertainty may arouse signifi cant anxiety, 
not only concerning the safety of the medication in 
question, but also concerning the safety of other, 
unrelated medications. That is, patients might ask 
themselves:  “ If experts don ’ t know whether this 
medication is safe, how can they be sure about 
other medications. ”  In addition, people tend to fear 
risks associated with man - made products more 
than those derived from natural sources. This ten-
dency may explain, at least in part, why many 
patients fail to tell their health - care provider about 
the use of herbal remedies and natural products, 
and why many health - care providers fail to ask 
about their use.  58 – 61   

 Other methodologic challenges concern how 
the effectiveness of risk communications are 
evaluated. In most cases, the ultimate objective of 
risk communications is to improve health out-
comes by reducing the incidence of adverse 
events. However, it is helpful to consider the causal 
mechanisms through which desired effects on 
health outcomes might be achieved. As shown in 
Figure  43.3 , the most proximal effects of risk com-
munications are likely to be increased knowledge 
and, in many cases, emotional arousal. The infor-
mation communicated then may be incorporated 
into decision - making processes that lead to behav-
ior change. However, if negative emotions are 
aroused (e.g., anxiety, fear, dread), message 
recipients will need to implement coping mecha-
nisms that enable them to manage or control this 
emotional distress.  62 – 65   These coping mechanisms 
may either support or interfere with informed deci-
sion making. Thus, it is important for investigators 

be more challenging, because potential impact is 
inherently subjective and contingent upon a wide 
variety of factors. For example, medication risks 
that are associated with exposure to sunlight may 
have the greatest impact on those whose work 
requires them to be outside for extended periods of 
time during the day. 

 Finally, it is important to recognize that risk 
evaluation is not simply a cognitive exercise 
where estimates of probability and severity can be 
entered into a mathematical formula to derive an 
estimate of acceptability. It must also incorporate 
knowledge of how people respond affectively to 
risk information.  53 – 56   Research suggests that people 
tend to especially fear risks that have certain char-
acteristics.  57   For example, risks that are poorly 
understood or are subject to contradictory state-
ments from responsible sources tend to evoke 
greater fear than well - known risks. This is particu-
larly relevant within the context of medication risk 
communication, where knowledge continues to 
evolve for years after a medication is introduced to 
the market (see Chapter  1 ). Consequently, patients 
may be exposed to a considerable amount of con-
tradictory information over time. Experience with 
the selective cyclo - oxygenase - 2 (COX - 2) non -
 steroidal anti - infl ammatory medications and ros-
iglitazone provide ready examples. In addition, at 
any one point in time, different experts may have 
different opinions concerning a particular medica-
tion risk. Thus, a patient ’ s physician might pre-
scribe a medication for the patient and assure the 
patient that risks associated with the medication 
are minimal. However, the patient may read in the 
newspaper or on the Internet that other experts 

     Figure 43.3     Conceptual model for evaluating the effectiveness of risk communication efforts.  

Knowledge

Risk
communication

Decision-
making

processes

Behavior
change 

Health
outcomes 

Emotional
arousal



Chapter 43: Risk Evaluation and Communication 819

effects or precautions. Adverse events were dis-
cussed for 17% of the new amoxicillin prescrip-
tions, 31% of the new ibuprofen prescriptions, and 
37% of the new paroxetine prescriptions. The 
researchers found patients who received prescrip-
tions in states with more regulatory intensity sur-
rounding pharmacist counseling (e.g., states that 
require that patients must be given face -to-face
counseling by pharmacists) were more likely to 
receive risk information than patients in states with 
less regulatory intensity (e.g., states that only 
mandate that an offer for pharmacist counseling be 
given). State pharmacy boards need to consider 
requiring that patients must receive face -to-face
counseling by pharmacists so that risk –benefi t com-
munication can be improved. 

We were able to locate two randomized trials 
that successfully improved health -care profession-
als’ risk communication skills. 68,69 In Wales, Elwyn 
and colleagues conducted a randomized trial that 
educated physicians about risk communication and 
shared decision making. 69,70 Physicians attended 
four workshops that were 3 hours each (two work-
shops were on risk communication and two were 
on shared decision making). The content of risk 
communication improved dramatically after the 
risk communication intervention, including the use 
of visual formats to help illustrate treatment risks 
to patients. Rickles et al. conducted a randomized, 
controlled trial where patients who were newly 
prescribed antidepressants received usual care from 
pharmacists or pharmacist -guided education and 
monitoring.68 Patients were signifi cantly more 
likely to report changes in depressive symptoms 
and side effects if they received pharmacist -guided
education and monitoring. The study demonstrated 
that pharmacists can be trained to communicate 
better about antidepressant risks and benefi ts. 
Educational programs need to be developed to 
improve the risk communication skills of health -
care professionals. 

Risk minimization action plans
(RiskMAPs)
In the early part of this decade, several pharmaceu-
ticals were removed from the market due to safety 
concerns. In reaction to this, the FDA formed three 

to assess the emotional and affective effects 
that risk communications may have on message 
recipients.

It is also important to consider whether the 
purpose of the risk communication is to inform or 
persuade. If the purpose of the communication is 
purely informational, it would not be appropriate 
to evaluate message effectiveness in terms of 
behavior change. However, many risk communica-
tions include components that advocate specifi c 
actions (e.g., discontinuing a medication if a par-
ticular risk factor is present, initiating precaution-
ary behaviors to reduce the risk) and, therefore, 
have a persuasive intent. In these cases, the message 
would probably not be considered effective unless 
the desired behavior changes were realized. Thus, 
individuals developing risk communications should 
give careful consideration to the intended effects of 
the messages they develop and the time required 
for different types of effects to become evident. 66

For example, one would expect knowledge change 
to be evident immediately following message expo-
sure. However, effects on health status are likely to 
require more time to appear. 

Finally, it is important to consider unintended, 
as well as intended, effects. In addition, to causing 
emotional distress, risk communications concern-
ing one medication have the potential to raise 
concern about unrelated medications and result in 
patients discontinuing effi cacious medications that 
pose minimal risks. Unintended consequences 
might best be evaluated by assessing changes in 
health-related quality of life and changes in the use 
of medications other than those that are targeted 
by the risk communication. 

Currently  available solutions

Improving  healthcare  professional –
patient communication about
medication risks and benefi ts 
Svarstad et al. sent trained shoppers who were 
acting as patients with new prescriptions into 306 
community pharmacies in eight states. 67 The 
researchers defi ned any risk communication as 
providing information about one or more side 
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REMS is needed to ensure that the drug ’s benefi ts 
outweigh the risks. 73 The following are possible 
sources of new safety information: adverse drug 
events (see Chapters 10, 19, and 20), the peer -
reviewed biomedical literature, clinical trials, and 
the FDA ’s Sentinel Initiative. 75 The goal of the 
Sentinel Initiative is active surveillance of medica-
tion use to detect safety problems rather than 
passive surveillance (see Chapter 30).76 Government 
and commercial databases are used as part of the 
initiative to conduct postmarketing surveillance to 
identify safety issues. 

A proposed REMS may contain: (i) a Medication 
Guide and/or patient package insert and/or (ii) a 
communication plan targeted at health -care pro-
viders. It is important to point out that Medication 
Guides may be required for drugs that do or do not 
have a REMS. The industry is now required to add 
a toll -free number for reporting adverse events to 
all Medication Guides. 77 A communication plan 
might include: letters to health -care providers or 
disseminating information to providers through 
professional societies about any serious risks of a 
drug and any protocol to assure its safe use. 

Elements to assure safe use may also be required 
as part of a REMS. These elements may include: 
patient–physician agreements or other informed 
consent procedures, patient education materials, 
safety protocols, medical or laboratory monitoring 
procedures, and data collection forms. Table  43.2

working groups that discussed risk management. 
One result of these meetings was a draft guidance 
on RiskMAPs, which was issued in 2005. 71 The 
guidance gave manufacturers direction on how to 
develop objectives and goals as part of a risk mini-
mization action plan to ensure that risks are 
minimized and benefi ts are maximized when phar-
maceuticals are used. As an example, isotretinoin 
had a RiskMAP that had the goal of preventing use 
of the product in women of child -bearing age 
because of the drug ’s potential teratogenic effects. 

Food and Drug Administration risk
evaluation and mitigation strategies
(REMS) ( see also Chapter 29)
A 2006 Institute of Medicine report to the US 
Congress on drug safety criticized the FDA because 
of drug withdrawals from the market due to safety 
concerns.72 As a result of this report and other 
events, the FDA Amendments Act (FDAAA -PL
110-85) of 2007 required companies to submit Risk 
Evaluation and Mitigation Strategies (REMS) to the 
FDA when they are necessary to ensure that 
the benefi ts of using a pharmaceutical outweigh 
the risks. 73 The FDA required that medications with 
RiskMAPs transition into REMS by September 
2008. This caused RiskMAPs to become obsolete. 

The FDA issued a draft guidance on REMS in 
September 2009. 74 The REMS must include product 
information and contact information for those 
responsible for the REMS. All REMS must have one 
or more overall goals. A proposed goal is the desired 
safety-related health outcome or the understand-
ing by patients and/or health -care providers of the 
serious risk of a product. Examples of REMS goals 
include: “Patients taking drug X should be aware 
of the serious risks relative to the potential bene-
fi ts, ” “Patients on drug X should not also take drug 
Y, ” or  “Fetal exposure to drug X should not occur. ”
Evaluations of REMS must examine whether the 
stated goals are achieved. This will be discussed in 
further detail below. 

In some cases, the FDA requires companies to 
submit a REMS before approval and marketing of 
a drug. The FDA also has the power to require that 
companies submit a REMS after a drug has been 
approved if new safety information suggests that a 

Table 43.2 Examples of elements to assure safe use 

Health-care providers who prescribe the drug have 
particular training or experience, or are specially certifi ed 

Pharmacies, practitioners, or health -care settings that 
dispense the drug are specially certifi ed 

The drug be dispensed only in certain health -care
settings, such as hospitals 

The drug be dispensed to patients with evidence or 
other documentation of safe -use conditions, such as 
laboratory test results 

Each patient using the drug to subject to certain 
monitoring

Each patient using the drug be enrolled in a registry 
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ate how effective pharmaceutical companies ’ risk 
communication methods are in educating patients 
about the risks and benefi ts of medications. 

The future 

Much of the literature on risk communication 
focuses on environmental risks and the risk of 
disease. The fi eld of medication risk communica-
tion is still very much in its infancy. The extent to 
which fi ndings from other areas generalize to com-
munication concerning medication risks remains 
unknown. Over the next few years, much will be 
learned as companies evaluate their REMS. For 
knowledge gain to be optimized, it will be impor-
tant that REMS evaluation plans include a compre-
hensive assessment of both proximal and distal 
potential outcomes. The conceptual model depicted 
in Figure 43.3 may help to structure future evalu-
ation efforts. 

More basic research is also needed to assess how 
people process and use information about medica-
tion risks. One promising approach involves the 
use of fuzzy -trace theory. 80–84 Briefl y,  fuzzy- trace 
theory posits that, when an individual is exposed to 
risk information, two representations of the infor-
mation are encoded in memory, a verbatim repre-
sentation and a gist representation. The verbatim 
representation refl ects the precise information 
received (e.g., 10% of patients who take medica-
tion X experience side effect Y), whereas the gist 
representation captures the essential meaning of 
the information, as understood by the receiver, in 
qualitative terms (e.g., medication X can cause side 
effect Y). Different people exposed to the same 
information may form different gist representa-
tions, depending on their pre -existing knowledge, 
previous experiences, emotional state, develop-
mental stage, and worldview. A central tenet of 
fuzzy - trace theory is that, when making judgments 
and decisions, people tend to rely on gist represen-
tations that are stored in memory and only retrieve 
verbatim representations when it is required by the 
task at hand. Further, this preference for gist 
processing of information increases with age and 
the acquisition of specialized expertise. 84

contains other elements that the FDA might require 
as part of a safe use plan. 

In some REMS, companies are required to 
describe their implementation plan. 78 The FDA 
website contains a list of all approved REMS and 
the components included in each one (e.g., 
Medication Guide). For example, the REMS for 
ciprofl oxacin tablets and oral suspensions is limited 
to a Medication Guide whereas the REMS for 
Epogen/Procit injection includes a MedGuide, a 
communication plan, elements to assure safe use, 
and an implementation plan. 

Companies are also required to evaluate the 
effectiveness of their REMS strategies 18 months, 
3 years, and 7 years after the strategy is approved. 
The evaluation results must be reported to the FDA 
so that it can be determined whether additional 
modifi cations to the REMS program are needed. 
Morris provides an excellent overview of four areas 
that REMS evaluators should consider when 
designing studies using surveys to assess the effec-
tiveness of a REMS: (i) identifying the survey 
sample and administrating the survey, (ii) deter-
mining and justifying sample size, (iii) focusing 
survey questions on topics of need and interest, 
and (iv) designing questionnaires to minimize bias 
and provide useful information. 79 Morris points out 
that different risk management evaluations can 
lead to opposing viewpoints. He gives the example 
of troglitazone, a drug that can cause hepatotoxic-
ity. The company distributed Dear Doctor letters 
and did a physician survey, which suggested that 
the majority of doctors were aware of the need for 
liver function testing and that the majority of 
patients received testing. In contrast, a FDA study 
using a managed care organization ’s database found 
that only 45% of patients were initially tested and 
only 2.5% were fully compliant with suggested 
liver function testing. 80 The FDA suggests that com-
panies use at least two different types of study 
methods that complement each other ’s biases when 
evaluating their REMS. The FDA created a risk 
communication advisory committee in 2007. The 
committee advised the FDA to hire more behavio-
ral scientists to evaluate the risk communication 
materials developed and used by pharmaceuticals 
companies. Much future work is needed to evalu-
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care providers, family/friends); (ii) what reasoning 
principles are invoked by contextual cues (e.g., 
format of the communication, images included in 
the communication) that affect patients ’ judgments 
and decisions concerning medication use; and (iii) 
what factors (e.g., limited health literacy skills, 
emotional state) interfere with information process-
ing and lead to errors in reasoning. 82 We believe 
that systematic research examining these types of 
issues has the potential to greatly expand current 
knowledge concerning communication of informa-
tion regarding medication risks. 

In conclusion, we began this chapter with the 
assertion that all medications have risks. The 
responsibility for communicating information 
about medication risks is shared by many entities 
within the health -care system. In addition, we 
must recognize that we live in the Information Age. 
Information about medications and medication 
risks is disseminated by many outside of the 
health-care system, in some cases by individuals 
and groups without appropriate expertise and 
whose primary motive may not be the improve-
ment of patient health outcomes. The challenge 
to investigators working in the fi eld of pharma-
coepidemiology is to develop communication 
strategies that refl ect an understanding of both psy-
chological and social issues that affect how message 
recipients interpret and use the information 
communicated.
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Introduction 

Anti-infectives include antibiotics (or antibacteri-
als), antivirals, and antifungal agents. A unique 
feature of many of these drugs, particularly the 
antibiotics, is that these agents affect not only the 
individual who consumes them, but also the larger 
microbial environment. As such, the impact of 
these drugs must be assessed both at the level of 
the individual as well as at the societal and envi-
ronmental level. This chapter will focus primarily 
on antibiotics. Antibiotics are also unique in that 
they are auto -obsolete. With increased exposure to 
antibiotics, bacteria will, almost uniformly, elabo-
rate mechanisms designed to evade or counteract 
these medicines. As such, the lifespan of use of an 
antibiotic is typically limited. 

Despite these considerations, when antibiotics 
are prescribed, only the patient being treated is 
considered. While the care of the patient is cer-
tainly primary in this setting, a broader view of the 
impact of antibiotic use is needed. It is also impor-
tant to note that the use and impact of antibiotics 
is not solely the purview of human medicine. 
Indeed, a large proportion of antibiotic use is found 
in other fi elds such as veterinary medicine, animal 
husbandry, and agriculture. 

In light of these unique characteristics of antibi-
otics, it is not surprising that the most critical issue 
facing this class of drugs is the continued emer-
gence of antibiotic resistance. The proportion of 

organisms demonstrating resistance to one or more 
antibiotics or antibiotic classes has increased expo-
nentially in recent years. With increased global 
travel, dissemination of these resistant organisms 
to diverse parts of the world occurs ever more 
quickly. This has resulted in an increasingly larger 
number of organisms for which few, if any, antibi-
otics are available as therapeutic options. Reliance 
on costlier and more toxic agents (e.g., colistin, 
chloramphenicol) has resulted. Finally, this decrease 
in therapeutic options has coincided with a marked 
decrease in development of new antibiotics. In this 
climate, therapeutic options for the foreseeable 
future will be limited primarily to those antibiotics 
and antibiotic classes currently available. Preserving 
the utility of these agents is thus paramount. 

The issue of antibiotic resistance is made all the 
more urgent when considered in the context of 
current trends in health -care-acquired infections. 
Health-care infections, particularly those due to 
resistant organisms, have increased markedly in 
recent years and present a tremendous challenge 
to the care of hospitalized patients. Strategies to 
limit the incidence and impact of these infections 
are urgently needed. These efforts will require both 
more rigorous evaluations of risk factors for infec-
tion with an antibiotic -resistant organism, as well 
as comprehensive assessments of the impact of 
intervention strategies. 

The marked emergence of antibiotic resistance, 
combined with the lack of development of new 
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baumannii are most prevalent. 2 As noted in data 
from the National Healthcare Safety Network 
(NHSN) of the Centers for Disease Control and 
Prevention (CDC), the prevalence of resistance for 
nearly all organisms studied increased substantially 
in recent years. 2

Infections due to antibiotic -resistant bacteria 
are associated with increased morbidity, mortality, 
and hospital costs. 5–8 Studies focusing on the 
impact of specifi c antimicrobial resistant pathogens 
(e.g., MRSA, VRE, and ESBL -producing Entero-
bacteriaceae) have demonstrated signifi cantly 
worse clinical outcomes in patients infected with 
resistant pathogens compared to patients infected 
with antibiotic -susceptible strains. 9–11

The reason(s) for the apparent relationship 
between infection with an antibiotic -resistant
organism and negative clinical outcomes has not 
been fully elucidated. One possible explanation is 
that antibiotic -resistant organisms are more viru-
lent than their antibiotic -susceptible counterparts. 
However, the limited existing data suggest the 
opposite—that virulence factors and invasive 
disease are more common among antibiotic -
susceptible strains. 12–14 Another possible explana-
tion of the association between resistant infection 
and negative outcomes is that resistance may result 
in a delay in initiation of adequate antibiotic 
therapy (i.e., initiation of an antibiotic to which the 
organism is ultimately shown to be susceptible). 
Recent studies of bloodstream infections suggest 
that a delay in effective antibiotic therapy may 
result in poorer outcomes and that inadequate 
therapy is more likely to occur in resistant 
infections.15–17 In a study of  Klebsiella bacteremia, 
bloodstream infections that originated from blood -
borne or respiratory infections had the highest 
mortality rate, whereas bacteremias that originated 
from a urinary tract infection had the lowest mor-
tality rate. 18 Similarly, a recent cohort study of 
ESBL-producing Enterobacteriaceae noted that a 
delay in adequate antibiotic therapy was strongly 
associated with mortality in non -urine infections 
(e.g., blood, respiratory) but not in urine infec-
tions.19 Finally, another possible explanation for the 
apparent association between antibiotic resistance 

antibiotics, ushers in the very real possibility of a 
return to the preantibiotic era. Efforts to curtail the 
further emergence of resistance must focus on the 
conduct of sound epidemiologic research to better 
characterize the epidemiology of resistance and 
identify those strategies most likely to effectively 
counter current resistance trends. This chapter will 
focus on the clinical and methodologic impact of 
several emerging issues in pharmacoepidemiologic 
research, specifi cally the relationship between anti-
biotic use and antibiotic resistance. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

As noted above, the emergence of antibiotic resist-
ance represents a growing crisis. The impact of 
resistance on the ability to treat bacterial infections 
has been profound, particularly given recent 
trends in the incidence of health -care-associated
infections.

Infections are the most common adverse events 
encountered in health -care settings, with an esti-
mated 5 to 10% of patients admitted to acute care 
hospitals becoming infected. 1 More than 80% of 
health-care-associated infections are caused by four 
types of infections: urinary tract infections, surgical 
site infections, bloodstream infections, and pneu-
monia.2 Among identifi ed pathogens in intensive 
care units (ICUs), 70% are resistant to at least one 
antibiotic.3

The emergence of antibiotic resistance has 
threatened to render the existing antibiotic 
arsenal useless. Both the number of organisms 
exhibiting resistance, as well as the mechanisms 
of resistance, have increased sharply in recent 
years.4 The most common resistant Gram -positive
organisms encountered in the health -care setting 
are methicillin -resistant Staphylococcus aureus
(MRSA) and vancomycin -resistant Enterococci 
(VRE). Among Gram -negative pathogens, extended -
spectrum beta -lactamase (ESBL) -producing Enter-
obacteriaceae, multidrug -resistant Pseudomonas
aeruginosa, and multidrug -resistant Acineto bacter 
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increase in the prevalence of these bacteria as caus-
ative agents in health -care infections. 

Given the close relationship between antibiotic 
use and antibiotic resistance, efforts to optimize 
antibiotic use are paramount. A greater under-
standing of precisely how antibiotics are used is a 
necessary fi rst step. Antibiotics comprise the second 
most commonly used class of drugs in hospital for-
mularies. Thirty to 65% of hospitalized patients 
receive antimicrobial agents, 32,33 and expenditures 
for these drugs may comprise 10 –40% of the hos-
pital pharmacy budget. 32,34 It is estimated that 37% 
(range 25 –50%) of antibiotic use in hospitals is 
inappropriate,35–38 and hospitals are often where 
patterns are set for outpatient practice. As is clear 
from these data, the opportunities to improve the 
use of antibiotics are vast. 

Further complicating the development of new 
approaches to address antibiotic resistance is the 
fact that there are often marked differences across 
institutions with regard to the prevalence and epi-
demiology of particular resistant organisms. As 
such, it is critical that research focuses on elucidat-
ing the etiology for differences in epidemiology of 
resistance across sites. Ultimately, approaches tar-
geted to the unique needs of a specifi c institution 
must be developed. 24,39

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

Elucidating the association between 
antibiotic use and antibiotic resistance
As noted above, antibiotic use has been pinpointed 
as a major driver for the emergence of antibiotic 
resistance. While general overuse or misuse of anti-
biotics has been commonly reported, more refi ned 
assessment of specifi c associations between antibi-
otic use and antibiotic resistance are needed. 
Indeed, identifying specifi c antibiotics, or antibiotic 
use patterns, that may be most important in driving 
emerging resistance is critical. If such antibiotic use 
characteristics can be identifi ed, strategies designed 
to optimize use could be designed and tested. 

and negative clinical outcomes might be uncon-
trolled confounding. Patients with infections due to 
antibiotic-resistant organisms often have more co -
morbidities and a greater severity of illness than 
patients with infections due to antibiotic -susceptible
organisms. While variables measuring underlying 
illness and other risk factors for poor outcomes are 
usually assessed and controlled for in studies 
seeking to examine the impact of resistance on 
outcomes, the possibility for residual confounding 
certainly exists. 

The increasing trends in antibiotic resistance are 
of particular concern given marked slowing in 
development of new antibiotic agents. 20 A recent 
report noted a 75% decrease in systemic antibacte-
rials approved by the Food and Drug Administration 
(FDA) from 1983 through 2007, with evidence of 
continued decrease in approvals, even during the 
most recently reported 5 -year period (2003 –
2007).21 Reports about the diminished discovery 
research efforts in large pharmaceutical companies 
and the decrease in antibacterial trials, most notably 
“early-phase” clinical trials, further highlight the 
ever lower industry focus on antibacterial drug 
research and development. 22,23 Only a handful of 
major pharmaceutical companies still have active 
antibacterial discovery programs, and the number 
of registered antibacterial trials decreased between 
2005 and 2007. 22,23 Reasons for this shift away from 
antibacterial drug development include a greater 
focus on “lifestyle” drugs (e.g., sildenafi l), emphasis 
on developing drugs for chronic illnesses for which 
medications must be taken for months or years 
(e.g., diabetes, hypertension), and ongoing contro-
versies regarding FDA requirements for study 
sample size and endpoint defi nitions. 22,23

The continued emergence of antibiotic resist-
ance has been linked most closely to the selective 
pressure of the widespread use and misuse of anti-
biotic agents. 24,25 Under pressure of antibiotic use, 
the environmental microbial fl ora of medical care 
institutions increases in antibiotic resistance. 26–30

Patient acquisition of these resistant microbial 
organisms begins shortly after admission to a hos-
pital and is accelerated by antibiotic treatment or 
prophylaxis.31 This acquisition is paralleled by an 
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zation of the association between length of exposure 
and resistance. Indeed, it has been noted that the 
use of cutpoints can result in misinterpretation of 
data and that dichotomizing continuous variables 
reduces analytic power and makes it impossible to 
detect non -linear relationships. 42 Further, the rela-
tionship between prior antimicrobial use and resist-
ance may not be linear (i.e., the risk of resistance 
may not increase at a constant rate with increasing 
antimicrobial exposure). The risk of resistance may 
not increase substantially until a certain amount of 
antimicrobial exposure has been attained (e.g., a 
“lower threshold ”). A more precise characterization 
of this “lower threshold ” would serve to better 
inform antibiotic use strategies. 

Categorization of antibiotics
Another methodologic issue that focuses on defi n-
ing prior antimicrobial use centers around how 
specifi c antibiotic agents are grouped. For example, 
antibiotic use could be classifi ed by the agent (e.g., 
cefepime), class (e.g., cephalosporins), or spectrum 
of activity (e.g., Gram -negative). Although antibi-
otics are frequently grouped together in classes, 
individual agents within the class may differ sub-
stantially, 29 and such categorizations may mask 
important associations. A recent study explored 
these issues, again focusing on ESBL -EK as a 
model.43 In a systematic review, 20 studies of risk 
factors for ESBL -EK that met inclusion criteria 
revealed tremendous variability in how prior anti-
biotic use was categorized. Categorization of prior 
antibiotic use was defi ned in terms of the specifi c 
agents, drug class, and often a combination of both. 
No study justifi ed its choice of categorization 
method. There was also marked variability across 
studies with regard to which specifi c antibiotics or 
antibiotic classes were assessed as possible risk 
factors. A majority of the studies (n = 16) specifi -
cally investigated the use of beta -lactam antibiotics 
as risk factors for ESBL -EK. A variable number of 
studies also examined the association between 
use of other antibiotics and ESBL -EK infection: 
aminoglycosides (nine studies), fl uoroquinolones 
(ten studies), and trimethoprim –sulfamethoxazole
(seven studies). In a re -analysis of data from a prior 
study of risk factors for ESBL -EK,11 two separate 

Measurement of  antibiotic exposure 
Despite the need for careful evaluation of the asso-
ciation between antibiotic use and antibiotic resist-
ance, many inconsistencies exist in the methods 
employed to date. The approaches used to defi ne 
prior antibiotic exposure have been noted to differ 
considerably across studies. 40 A systematic review 
of all studies investigating risk factors for extended -
spectrum beta -lactamase-producing Escherichia coli
and Klebsiella species (ESBL -EK) was conducted to 
elucidate these issues. 41 This report described how 
included studies reported the extent of prior 
antibiotic use (e.g., exposure yes/no vs. duration of 
exposure) as well as the impact of using different 
methods on study conclusions. 41 Among the 25 
included studies, prior antibiotic use was defi ned as 
a categorical variable in 18 studies, four studies 
defi ned prior antibiotic exposure as a continuous 
variable, and three studies included both a categor-
ical and a continuous variable to describe prior 
antibiotic exposure. Only one paper provided an 
explicit justifi cation for its choice of variable to 
describe prior antibiotic exposure. The authors 
then re -analyzed data from a previously published 
ESBL-EK risk factor study, 11 developing two sepa-
rate multivariable models, one in which prior anti-
biotic use was described as a categorical variable 
(e.g., exposure yes/no) and one in which antibiotic 
use was described as a continuous variable (e.g., 
antibiotic days). Results of the two models using 
different methodologic approaches differed sub-
stantially. Specifi cally, third -generation cepha-
losporin use was a risk factor for ESBL -EK when 
antibiotic use was described as a continuous vari-
able but not when antibiotic use was described as 
a categorical variable. 41

These results strongly suggest that assessing 
prior antibiotic use as a categorical variable may 
mask signifi cant associations between prior antibi-
otic use and resistance. For example, when the 
categorical variable is used, a subject who received 
only 1 day of an antibiotic is considered the same 
as a subject who received 30 days of the same anti-
biotic. However, the risk of resistance is almost 
certainly greater in the subject who received 30 
days. Describing prior antibiotic use as a continu-
ous variable allows for a more detailed characteri-
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Chapters 37 and  47). Studies are often done to 
determine if combination therapy or newer, often 
broader -spectra agents are more effective in achiev-
ing clinical or microbiological cures. Alternatively, 
studies may examine whether certain antimicrobial 
agents or regimens are more likely to lead to 
antimicrobial resistant colonization or infection. 
However, during usual clinical practice, patients 
more likely to fail therapy (e.g., with more co -
morbidities or higher severity of illness) are more 
likely to be given combination therapy with 
broader -spectrum agents. Thus, the indication for 
choosing antimicrobials —the severity or complex-
ity of patients ’ illness —will often confound 
the relationship between a particular antibiotic/ 
regimen and the study outcome. 

The effect of confounding (by indication) on 
study results can either be away from or towards 
the null hypothesis. In studies of cure of infection, 
the confounding is often towards the null. For 
instance, if a broader -spectrum antibiotic agent/ 
regimen (vs. a narrower agent/ regimen) truly pre-
vents death from a particular infection/ pathogen, 
the observed effect may be that the broader regimen 
makes no difference (unless the benefi t of the 
broader regimen is large), since patients at higher 
baseline risk of death may be more likely to receive 
it. Conversely, confounding in studies of the devel-
opment of antibiotic resistance is often away from 
the null. Such studies often ask whether receiving 
a broader antibiotic agent/regimen is a risk factor 
for antibiotic resistant colonization or infection. 
Patients with a more complex/severe illness again 
are more likely to receive both the broader treat-
ment and develop resistance. 

Next, lack of independence of observations is a 
problem of both observational and interventional 
antibiotic studies evaluating risk factors, or preven-
tive treatments, for colonization or infection with 
an antibiotic -resistant pathogen. “Colonization
pressure,” the daily average proportion of inpa-
tients on a ward colonized with a particular patho-
gen, is a strong predictor of becoming colonized 
with the pathogen. 46 Thus, a risk factor may lead 
to more events if there is higher colonization pres-
sure, given that as more colonization events occur, 
others become more likely. 

multivariable models of risk factors for ESBL -EK
were constructed: one with prior antibiotic use cat-
egorized by class and the other with prior antibiotic 
use categorized by spectrum of activity. 43 The results 
of these multivariable models differed substantially. 
Subsequent work reported similar fi ndings when 
focusing on risk factors for carbapenem -resistant
Pseudomonas aeruginosa.44

Time window of antibiotic exposure 
assessment
Another important issue is how remote antibiotic 
use is assessed. Specifi cally, when one investigates 
the association between antibiotic -resistant infec-
tion and prior antibiotic use, how far back should 
antibiotic use be assessed? A recent systematic 
review of studies investigating risk factors for 
ESBL-EK (noted above), 41 found that the time 
window during which antibiotic use was reviewed 
ranged from 48 hours to 1 year prior to the resist-
ant infection. Furthermore, studies often did not 
explicitly state how far back in time prior antibiotic 
use was assessed. 41 One might assume that rela-
tively recent antibiotic is more likely to lead to 
emergence of resistant bacteria, although very 
recent antibiotic use (e.g., within a few days prior 
to the resistant infection) may more often refl ect 
early empiric therapy for what is ultimately identi-
fi ed as a resistant infection. The optimal time 
window during which to assess antibiotic use also 
almost certainly depends on the organism and the 
resistance mechanisms being studied. 

Confounding and lack of outcome
independence in studies of antibiotics
Studies comparing treatment with one or more 
antibiotics can evaluate a variety of outcomes 
including adverse and therapeutic effects. Assessing 
the comparative impact of different antibiotic expo-
sures on subsequent colonization or infection with 
an antibiotic -resistant organism present numerous 
challenges. Two issues in antibiotic studies that are 
often threats to validity are confounding by indica-
tion and lack of independence of outcomes. 

First, confounding by indication is often a 
problem of observational studies of both clinical 
outcomes and antimicrobial resistance 45 (see also 
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as a “before–after” or  “pre–post intervention ”
study, 48,49 is to evaluate an intervention without 
using randomization. The most basic type of quasi -
experimental study involves the collection of base-
line data, the implementation of an intervention, 
and the collection of the same data follow ing
the intervention. Numerous variations that 
strengthen quasi -experimental studies exist and 
include: (i) institution of multiple pretests (i.e., col-
lection of baseline data on more than one occa-
sion); (ii) repeated interventions (i.e., instituting 
and removing the intervention sequentially); and 
(iii) inclusion of a control group (i.e., a group on 
which baseline and subsequent data is collected but 
on which no intervention is implemented). 

While often employed in evaluations of inter-
ventions to curtail antibiotic resistance and/or hos-
pital infections, critical evaluations of the advantages 
and disadvantages of quasi -experimental studies in 
these settings have only recently been per-
formed.47,50 A systematic review of four infectious 
diseases journals found that during a 2 -year period, 
73 articles focusing on infection control and/or 
antimicrobial resistance used a quasi -experimental
study design. 47 Of these articles, only 12 (16%) 
used a control group, three (4%) provided justifi ca-
tion for the use of the quasi -experimental study 
design, and 17 (23%) mentioned at least one of the 
potential limitations of such a design. 47 More atten-
tion has recently focused on increasing the quality 
of quasi -experimental study design and conduct to 
enhance the validity of conclusions drawn regard-
ing effectiveness of interventions in the areas of 
infection control and antibiotic resistance. 47

Potential limitations of quasi -experimental
studies include regression to the mean, uncon-
trolled confounding, and maturation effects. 
Implementation of an intervention is often trig-
gered in response to a rise in the rate above the 
norm, as is the case in an outbreak setting. 51

The principle of regression to the mean predicts 
that these elevated rates will tend to decline, 
even without intervention. This may result in the 
false conclusion that an effect is due to the 
intervention.48,49

Uncontrolled confounding is most likely to 
occur when variables other than the intervention 

Assessing the impact of antimicrobial 
use interventions
When convincing data emerge regarding the asso-
ciation between use of a particular antibiotic or 
antibiotic class and the emergence of a new 
antibiotic-resistant organism or resistance mecha-
nism, the next logical step is to study the effect of 
an intervention designed to limit use of the impli-
cated antibiotic. In studies of antibiotic resistance, 
there are unique issues with regard to choosing the 
most appropriate study design. 

In general, a well -designed and adequately 
powered, randomized controlled trial provides the 
strongest evidence for or against the effi cacy of an 
antibiotic use intervention. However, there are 
several reasons why a randomized controlled trial 
may not be feasible in the study of antibiotic use 
interventions. Randomizing individual patients to 
an antibiotic use intervention may not be a reason-
able approach if person -to-person transmission of 
the antibiotic -resistant organism being studied 
occurs. In this case, individual patients are not 
independent, given the possibility of transmission 
of the resistant organism across patients. One might 
consider randomizing specifi c units or fl oors 
within one institution to receive the intervention. 
However, these units are not self -contained and 
patients and health -care workers frequently move 
from unit to unit. Thus, any effect of altered anti-
biotic use patterns on reduced transmission/acqui-
sition of new resistant infections noted in the 
intervention units are likely to also result in some 
reduction in resistant infections in non -intervention
areas (i.e., contamination). This would bias the 
results toward the null hypothesis (i.e., no effect of 
the intervention). Finally, when an intervention 
must be instituted rapidly in response to an emerg-
ing issue (e.g., an outbreak of an antibiotic -resistant
organism), the fi rst priority is to address and resolve 
the issue. In this case, it would be unethical to 
randomize an intervention across patient groups. 

Given the above considerations, a well designed, 
quasi-experimental study offers a compelling alter-
native approach, and one that is frequently 
employed in investigations evaluating the impact 
of antibiotic use interventions. 47 The goal of this 
study design, which is also frequently referred to 
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degree to which a risk factor is associated with the 
resistance phenotype versus associate with the 
infecting organism in general. 53

While use of the second type of control group 
(i.e., patients with a susceptible form of the infec-
tion) has historically been a more common 
approach, it has recently been demonstrated that 
use of this type of control group may result in an 
overestimate of the association between antimicro-
bial exposure and resistant infection. 54,55 Using the 
example of ESBL -EK above, the explanation for 
this fi nding has been postulated as follows: if the 
controls are represented by patients with non -
ESBL-producing E. coli and  Klebsiella infections, it 
is very unlikely that these patients would have 
recently received ceftazidime (i.e., the risk factor of 
interest) since exposure to ceftazidime would have 
eradicated colonization with non -ESBL-producing
E. coli and  Klebsiella infections. Thus, the association 
between ceftazidime use and ESBL -EK would be 
overestimated.56

Another concern with using the second type of 
control group (i.e., patients with a susceptible form 
of the infection) is the potential for misclassifi ca-
tion bias. Specifi cally, subjects selected as controls 
who have never had a clinical culture obtained 
may in fact harbor unrecognized colonization with 
the resistant organism under study. 52 Since it is 
probable that patients colonized with the resistant 
organism would likely have had greater prior anti-
microbial exposure than subjects not colonized, 
this misclassifi cation would likely result in a bias 
toward the null (i.e., the cases and controls would 
appear falsely similar with regard to prior antimi-
crobial use). An additional concern with using the 
second type of control group and identifying as 
controls those patients who have never had a clini-
cal culture, is that differences between cases and 
controls may simply refl ect the fact that clinical 
cultures were performed for case patients but not 
for controls. Since procurement of cultures is not a 
random process but based on clinical characteris-
tics, it is possible that the severity of illness or 
antibiotic exposure may be greater among cases, 
regardless of the presence of antibiotic resistant 
infection.40 One potential approach would be to 
limit eligible controls to those patients for whom at 

change over time or differ when comparing the 
pre- and postintervention periods. 48,49 This limita-
tion can be addressed by measuring known 
confounders (e.g., hospital census, number of 
admissions) and controlling for them in analyses. 
However, not all confounders are known or easily 
measured (e.g., quality of medical and nursing 
care).

Finally, maturation effects are related to natural 
changes that patients experience with the passage 
of time. 48,49 In addition, there are cyclical trends 
(e.g., seasonal variation) that may be a threat to 
the validity of attributing an observed outcome to 
an intervention. 

Control  group  selection in studies
of antimicrobial  resistance
Many studies have focused on identifying risk 
factors for antimicrobial resistance. The majority of 
these studies have been case –control studies. 
Control selection in case –control studies is critical 
in ensuring the validity of study results (see Chapter 
3). Recent work has highlighted this issue of control 
group selection specifi cally for studies of antibiotic 
resistance.40,52–55

Historically, two types of control groups have 
been used in studies of antimicrobial resistant 
organisms.40 The fi rst type of control group is 
selected from patients who do not harbor the resist-
ant pathogen. The second type of control group is 
selected from among subjects with a susceptible 
form of the infection. For example, in a study of 
risk factors for infection with ESBL -EK in hospital-
ized patients, the fi rst type of control group would 
be selected from among the general hospitalized 
patient population while the second control group 
would be selected from among those patients with 
a non -ESBL-producing E. coli and Klebsiella species. 
The choice of control group should be based prima-
rily on the clinical question being asked. 

A limitation of using the fi rst type of approach 
(i.e., using patients without infection as controls), 
is that, in addition to identifying risk factors for 
resistance, this approach also identifi es risk factors 
for infection with that organism in general (regard-
less of whether the infection is resistant or suscep-
tible). Thus, there is no way to distinguish the 
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disease) that may lead to preferential selection of a 
given therapeutic option. In this approach, one 
may then try to control for these variables in 
various ways (e.g., logistic regression, propensity 
score analysis) when comparing outcomes of inter-
est across the two therapies. 57,58

As discussed previously, lack of independence of 
individual outcomes is often a hazard when using 
antibiotic resistance as an outcome. For studies 
examining the impact of different antibiotic regi-
mens for antibiotic resistance outcomes (coloniza-
tion or infection with antibiotic resistant pathogens), 
the “contamination” is literally cross -contamination
or spread of the pathogens from patient to patient 
(e.g., via health -care workers ’ hands and other 
vectors). Cluster randomization can be done in 
which groups or centers rather than individuals are 
randomized, in order to minimize contamination 
between subjects randomized to different study 
arms. When the unit of randomization is a hospital 
(or even a unit), subjects in different study arms 
are geographically separated, decreasing the chance 
of cross -contamination between them. However, 
contamination is still possible if the health -care
workers or equipment that serve as vectors travel 
between the hospitals or units. A similar effect 
(though without the strength of randomization) is 
using a quasi -experimental study design to evalu-
ate different antibiotic regimens in different hospi-
tals/ units, typically with fewer “centers” than a 
cluster randomized study. 

Another approach for addressing contamination 
is to assess directly colonization with resistant 
organisms in different groups. If the colonizing/ 
infecting pathogens are prospectively collected by 
the study team, or saved from the clinical microbi-
ology laboratory that processes clinical samples, 
clonality analyses can be performed. These analy-
ses, using a number of potential methods (most 
commonly pulsed fi eld gel electrophoresis) can 
ascertain the genetic relatedness of isolates, and 
thus their likelihood of representing person -to-
person spread. To demonstrate development of 
resistance and/or emergence of a resistant clone in 
an individual subject, multiple surveillance cul-
tures can be analyzed sequentially to determine 
evolution of resistance over time. 

least one clinical culture has been performed and 
does not reveal the resistant organism of interest. 
Such a negative culture would suggest that the 
patient is likely not colonized with the resistant 
organism. However, recent work has demonstrated 
that using clinical cultures to identify eligible con-
trols leads to the selection of a control group with 
a higher co -morbidity score and greater exposure 
to antibiotics compared with a control group for 
which clinical cultures were not performed. 52

Currently  available solutions

Outcomes in antimicrobial  studies
One may minimize confounding by indication by 
carefully considering how subjects were given par-
ticular antibiotic exposures. Using subjects who 
were given either a study antibiotic/ regimen or the 
comparator without regard to their risk of the 
outcome will avoid confounding by indication. For 
example, a quasi -experimental study design may 
be used to examine a change from cefepime to 
piperacillin–tazobactam as the fi rst -line broad -
spectrum Gram -negative coverage for ventilator -
associated pneumonia in an intensive care unit. 
Specifi cally, following a period of time during 
which cefepime was used as the fi rst -line agent 
(i.e., the “pre” period), the fi rst -line therapy would 
then be changed to piperacillin –tazobactam (i.e., 
the “post” period). The indication (e.g., severity of 
illness, risk of treatment failure) does not inform 
the antibiotic choice, avoiding confounding by 
indication. In this example, other confounding 
variables that may change over time (e.g., severity 
of illness, underlying disease) may of course remain 
of concern. As another example, in a cohort study, 
subjects with methicillin -susceptible Staphylococcus
aureus bloodstream infections are sometimes treated 
with vancomycin instead of the preferred nafcillin 
or cefazolin due to a penicillin allergy. Since allergy 
(the indication for giving one therapy instead of 
another) is unlikely to be associated with the study 
outcome (i.e., cure of infection), this careful selec-
tion of exposed subject groups again avoids con-
founding by indication. Finally, one may carefully 
assess variables (e.g., severity of illness, underlying 
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Maturation effects are related to natural changes 
that patients experience with the passage of 
time.48,49 In addition, there are cyclical trends (e.g., 
seasonal variation) that may be a threat to the 
validity of attributing an observed outcome to an 
intervention. This potential limitation may be 
addressed through approaches noted above includ-
ing assessment of a prolonged baseline period, use 
of control sites, implementing interventions at dif-
ferent time periods at different sites, and assessing 
a non -equivalent dependent variable. 

Finally, recent concerted efforts to improve the 
conduct of quasi -experimental studies have been 
made. For example, the recent ORION (Outbreak 
Reports and Intervention Studies Of Nosocomial 
infection) statement presents a clear framework for 
how quasi -experimental studies are conducted and 
reported.62 Future work will be required to deter-
mine the impact of these broader efforts to improve 
the quality of these studies. 

Case and control  group  selection in 
studies of antimicrobial  resistance
One proposed approach to addressing the diffi cul-
ties in control group selection in studies of antimi-
crobial resistance is the case –case–control study 
design.53,63–65 In this design, effectively two case –
control studies are performed. In the fi rst, cases are 
defi ned as those patients harboring the resistant 
organism while controls are those patients without 
the pathogen of interest. In the second, cases are 
instead defi ned as those patients harboring the sus-
ceptible bacteria while controls, similar to the fi rst 
approach are those patients without the pathogen 
of interest. 53 These two separate studies are then 
carried out with risk factors from the two studies 
compared qualitatively. This approach allows for 
the comparison of risk factors identifi ed from the 
two studies to indicate the relative contribution of 
the resistant infection over and above simply having 
the susceptible infection. A potential limitation in 
this approach is the diffi culty in matching for poten-
tial confounders because of the use of only one 
control group. 53 Since there are two different case 
groups, case variables (e.g., duration of hospitaliza-
tion, patient location) cannot be used for matching. 
In addition, the qualitative comparison of results 

Assessing the impact of antimicrobial 
use interventions
As noted earlier, the quasi -experimental study 
design offers a valuable approach in investigating 
the impact of antibiotic use interventions. Several 
important limitations of this study design were 
noted earlier and include regression to the mean, 
uncontrolled confounding, and maturation effects. 
Several approaches have been employed to address 
these limitations. First, when addressing regression 
to the mean, incorporating a prolonged baseline 
period (i.e., a long “pre” period) prior to the inter-
vention allows one to evaluate the natural fl uctua-
tion in rates of the outcome over time and permits 
a more comprehensive assessment of possible 
regression to the mean. Second, changes in the 
outcome of interest may be measured at a control 
site during the same time period. Finally, the use 
of segmented regression analysis may assist in 
addressing possible regression to the mean in that 
not only will the immediate change in prevalence 
coincident with the intervention be assessed, but 
also the change in slope over time. 59–61

With regard to uncontrolled confounding, this 
limitation can be addressed by measuring known 
confounders (e.g., hospital census, number of 
admissions) and controlling for them in analyses. 
However, not all confounders are known or easily 
measured (e.g., quality of medical and nursing 
care). To address this, one may assess a non -
equivalent dependent variable to evaluate the pos-
sibility that factors other than the intervention 
infl uenced the outcome. 47,50 A non -equivalent
dependent variable is defi ned as a variable that 
has similar potential causal and confounding vari-
ables as the primary dependent variable except for 
the effect of the intervention. For example, in 
assessing the impact of an intervention to limit 
ceftazidime use on ESBL -EK prevalence, one 
might consider incidence of methicillin -resistant
Staphylococcus aureus (MRSA) as a non -equivalent
dependent variable. While ESBL -EK and MRSA 
might both be affected by such factors as the pro-
portion of hospital beds fi lled, nurse -to-patient
ratio, and infection control practices, it is unlikely 
that ceftazidime use specifi cally would affect the 
incidence of MRSA. 
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mulary) can only be tested at the institutional level. 
Therefore, the need for large networks working 
collaboratively to address these problems is clear. 
Indeed, recent efforts on the part of the CDC and 
the Society for Healthcare Epidemiology of America 
(SHEA) have begun to lay the groundwork for 
establishing such collaborative networks. 

Finally, much of the research on antibiotic 
resistance conducted to date has focused on the 
hospital setting. The reasons for this are under-
standable because antibiotic resistant organisms 
typically emerge fi rst in the hospital setting, trans-
mission of resistant organisms is greater when 
patients are in close proximity, and studying anti-
biotic use is more straightforward in the hospital, 
particularly when investigators have the potential 
to alter the antibiotic formulary. Despite these 
factors, it is important to recognize that antibiotic 
resistance occurs in many other health -care and 
non-health-care settings. Community settings con-
front organisms distinct from the health -care
setting (e.g., penicillin -resistant Streptococcus pneu-
moniae) as well as organisms that overlap consider-
ably with health -care sites (e.g., methicillin -resistant
S. aureus). Non -hospital health -care sites (e.g., 
long-term-care facilities, rehabilitation centers) 
face antibiotic resistant organisms that are as wor-
risome, if not more so, than hospital sites. In fact, 
the prevalence of antibiotic resistance in these sites 
has for the most part surpassed that of hospitals. 
Finally, it is well known that patients often move 
through various health -care settings (e.g., from a 
long-term-care facility to a hospital, then to a reha-
bilitation center). Such movement demonstrates 
that effective interventions to curb antibiotic resist-
ance must account for the relationships between 
facilities in the greater health -care community, 
rather than treating each center in isolation. Only 
through such coordinated efforts can we learn 
what is required to successfully address the emerg-
ing crisis of antibiotic resistance. 
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Introduction 

Background 
Medications are the most commonly used form of 
medical therapy today. For adults, 75% of offi ce 
visits to general practitioners and internists are 
associated with the continuation or initiation of a 
drug,1 while in the hospital multiple medication 
orders tend to be written for each patient daily. 
Medication errors are frequent, but fortunately 
only a small proportion result in harm. 2 However, 
given the prevalence of prescription medication 
use, preventable adverse drug events are one of the 
most frequent causes of preventable iatrogenic 
injuries. The Institute of Medicine report, “To Err 
is Human, ” suggested at least 44 000–98000 deaths 
per year occur in the US from iatrogenic injury. 3

One study estimated that about 7000 deaths are 
attributed to medication errors exclusively 4 and 
about 1 million injuries might result from drug use 
in general in the US per year. 

Clinical problems to  be addressed 
by pharmacoepidemiologic research 

Defi nition and  classifi cation 
of medication errors 
While the techniques of pharmacoepidemiology 
have most often been used to study the risks and 

benefi ts of drugs, they can also be used to study 
medication errors and their attendant adverse 
drug events. Medication errors have been 
defi ned as  “any error in the process of ordering, 
dispensing, or administering a drug ” regardless of 
whether an injury occurred or the potential for 
injury was present. 5 Mechanistically, medication 
errors may result from errors in planning 
actions (i.e., knowledge -based mistakes or rule -
based mistakes) or errors in executing correctly 
planned actions (i.e., action -based slips or memory -
based lapses). 6 In clinical practice, a medication 
error may occur at any stage of drug therapy, 
including drug prescribing, transcribing, manufac-
turing, dispensing, administering, and monitoring. 
Medication errors with potential for harm are 
called near -misses or potential adverse drug events, 
and these errors may be intercepted before they 
reach the patient, or reach the patient without con-
sequence. However, generally, about one in ten 
medication errors results in patient harm. 7 An 
adverse drug event (ADE) would be considered 
preventable if a medication error is associated 
with the ADE (Figure 45.1). While ADEs have 
been defi ned as  “any injury related to the use of 
the drug, regardless of whether a therapeuti-
cally appropriate dosage is used, although the 
causality of this relationship may not be proven, ”8

an adverse drug reaction (ADR) can been defi ned 
as harm that is caused by a drug while appropri-



Chapter 45: The Pharmacoepidemiology of Medication Errors    841

  Screening of claims data, administrative databases, 
medical records, and electronic health records  is used to 
evaluate large data sets, but is generally done retro-
spectively. The quality of the available information, 
however, varies between different data sources, 
which restricts opportunities to comprehensively 
detect medication errors — and this applies more to 
some types of medication errors than others. 
Especially in the outpatient setting, claims data can 
be obtained for very large numbers of individuals; 
in the US this represents tens and sometimes hun-
dreds of millions of people, and in many other 
countries complete data for a population (such as 
the province of Ontario) may be available. 
Weaknesses include that it cannot be determined 
with certainty whether or not the patient actually 
consumed the medication, and, if not linked to 
other information sources, clinical detail is often 
minimal (e.g., information on weight or renal func-
tion might be missing), making it hard to answer 
questions that relate to a patient ’ s clinical condition 
(see Part IIIb for additional discussion of automated 
data systems). In particular, since the focus of such 
data systems is on clinical outcomes and treatment, 
medication errors will be missed unless they result 

ately used.  9   (See also Chapter  1  for alternative 
defi nitions.)    

  Detection of  m edication  e rrors 
 These approaches include manual or automatic 
screening of claims data, administrative databases, 
medical records, electronic health records, incident 
reports mostly by providers in hospitals, patient 
monitoring, direct observation often by pharma-
cists, and spontaneous (self - reporting) approaches. 
All of these approaches have inherent advantages 
and pitfalls and there is no single approach that is 
considered the gold standard for detecting medica-
tion errors or ADEs. Factors that might infl uence 
the identifi cation of medication errors and ADEs 
include the setting (ambulatory vs. inpatients; 
routine care vs. research studies), the expected 
types of medication errors (prescribing vs. admin-
istration errors), and the projected costs of detec-
tion.  10   In addition, the type of detection method 
infl uences which types of medication errors are 
found (e.g., only those resulting in patient harm) 
and with which frequency. (See Chapters  8 ,  10 ,  30 , 
33, and 46 for further discussions of detecting med-
ication adverse events.) 

     Figure 45.1     Relationship between medication errors and adverse drug events. About 1 in 10 medication errors is likely 
to result in patient harm,  7   whereas about 25% of adverse drug events can be allocated to a medication error.  2   Near 
misses, both intercepted and non - intercepted, comprise those medication errors with potential for patient harm without 
resulting in actual harm.  
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to maintain, in both inpatient and outpatient set-
tings. However, both ADEs and medication errors 
are substantially under -reported (see Chapter 10).
Indeed, the major barrier for reporting medication 
errors is the perception by staff that reporting might 
be associated with disciplinary actions, even if the 
hospital pursues a non -punitive policy. 14 Thus, 
spontaneous reporting is only useful for obtaining 
samples of errors and cannot be used to assess the 
underlying rate of medication errors in a sample. 15

Direct observation is primarily done during 
research studies at inpatient sites and offers a com-
prehensive assessment of medication dispensing 
and administration errors. While being both cost 
and personnel intensive, direct observation has 
been successfully and reliably used to classify 
complex medication errors, 16 and it is particularly 
useful at stages that are not sensitive to other 
detection methods (e.g., drug preparation or drug 
administration).17

Methodologic problems 
to be addressed by 
pharmacoepidemiologic research 

Pitfalls in the detection of medication
errors 
The reliable and comprehensive detection of medi-
cation errors has a number of methodologic prob-
lems, including the defi nition of what constitutes a 
medication error and the availability and appropri-
ate interpretation of clinical data. With respect 
to defi nition, examples of complexities include 
whether or not there was harm or potential for 
harm, and the decision about whether or not to 
include errors that are intercepted even before 
reaching the patient. 

Identifi cation of medication errors also remains 
challenging, and general standards are lacking. For 
instance, the detection of wrong timing errors 
requires the defi nition of a threshold value above 
which the medication is considered to be delayed. 
In the inpatient setting, this threshold value might 
be sometimes 2 or 4 hours. Moreover, sometimes 
patients are away from their inpatient rooms (e.g., 
getting diagnostic tests), in which case decisions 

in patient injury severe enough to come to medical 
attention. Even then, it usually will not be clear 
whether the injury was due to an error. 

In the inpatient setting, manual chart review is 
a well -established method to detect ADEs and med-
ication errors. With most relevant patient informa-
tion at hand, the appropriateness of drug prescribing 
and administration can be assessed, although docu-
mentation may still be incomplete, especially for 
assessing issues such as appropriateness. The main 
problems with chart review are that it is time -
consuming and expensive, with the average chart 
review costing approximately $20. When electronic 
health records are in place, the manual screening 
of paper -based information can be replaced by sem-
iautomated approaches. The level of standardiza-
tion and the extent to which clinical information is 
stored by using controlled vocabulary determines 
the feasibility and effectiveness of automated, 
algorithm-based data analyses. 11

When electronic health records include elec-
tronic prescribing applications with clinical decision 
support (i.e., CPOE - computerized physician order 
entry), data from these applications can readily be 
used to detect many types of medication errors at 
the stage of prescribing. However, the specifi city of 
the systems will also depend on the availability of 
information accessible via the electronic health 
records.12 Specifi c types include overly high dosage, 
cumulative dose errors, and drug –drug interaction 
issues, among others. 

Screening of incident reports (i.e., reports usually 
issued by personnel involved in the occurrence of 
an adverse event or a situation that might have led 
to an undesirable outcome) and patient monitoring
(e.g., for specifi c symptoms) can each reveal medi-
cation errors that actually resulted in patient harm. 
Screening of incident reports always underesti-
mates the incidence of errors by a large degree 
(because of under -reporting of events), but is rela-
tively inexpensive, because data are collected as a 
byproduct of routine care delivery. Patient moni-
toring for adverse drug events has been successful, 
and can identify more adverse drug events than 
chart review. 13

Spontaneous (self - reported) reporting of medication 
errors is comparatively easy to be set in place and 
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rate weight is also essential for oncology, as it is in 
dosing of certain intravenous drugs, especially in 
obese patients. 

Finally, information on patients ’ allergies is only 
infrequently and inconsistently available. 20,21 It is 
important that allergies be differentiated from sen-
sitivities or intolerances through coded information 
rather than free text. It is particularly important 
that severe reactions, such as anaphylaxis, are 
clearly coded and identifi able. The eventual aim is 
to have one universal allergy list in an electronic 
format for each patient, rather than multiple dispa-
rate lists. 

Incidence of medication errors 
Especially because of the different approaches used 
in detection of medication errors, the assessment of 
medication error incidence remains challenging. 
Comparison of incidence rates determined in dif-
ferent studies has substantial limitations, most 
prominently the fact that different detection 
approaches and also different numerators and 
denominators may be used. Thus, medication error 
rates from different studies can be diffi cult to 
compare unless the same, or similar, detection 
approaches were used. Other factors to consider are 
the setting studied and the patient population. 

Medication error rates by setting
The vast majority of the early medication error and 
ADE studies have been performed in the hospital 
setting. In the inpatient adult setting, patients are 
vulnerable to medication errors due to their medical 
acuity, the complexity of their disease process and 
medication regimens, as well as at times due to 
their age (e.g., the elderly are particularly suscep-
tible). The medication error rate may differ depend-
ing on the type of hospital and may be higher in 
non-university hospitals. A recent review indicates 
that medication errors occur in about 5.1% (range 
0.038–26%) of medications dispensed in university 
hospitals and 13.7% (range 3.5 –49%) in non -
university hospitals. 7 Studies of ADE rates in hos-
pitals have found incidence rates ranging from 2 to 
15 per 100 admissions. 5,22,23

In intensive care units (ICUs), the rates of medi-
cation errors appear higher than on general care 

need to be made about whether or not to keep the 
threshold values the same. 

Using the example of hazardous prescription of 
interacting drugs, a potential approach to detect a 
medication error involves the comparison of the 
prescribed medications with a drug –drug interac-
tion knowledge base. However, the content of such 
knowledge bases varies widely, both in terms of 
included drug pairs as well as specifi c information 
linked to a drug pair (e.g., severity of the drug –drug
interaction).18 Especially in the outpatient setting, 
comprehensive and reliable data on the actual 
patient’s medication list may be missing; prescrib-
ing and dispensing data are seldom jointly availa-
ble, and determining patient adherence to whatever 
drug they take at home is even more diffi cult. 
Even patient surveys may not give adequate 
information—while patients might be non -
adherent to some prescribed drugs, they might also 
be taking over -the-counter drugs with potential for 
drug–drug interactions (e.g., St John ’s wort) which 
they do not report. 19

To evaluate the appropriateness of a medication 
for a specifi c patient, knowledge of the patient ’s
characteristics is mandatory. For example, many 
medications are contraindicated in pregnancy, with 
notable examples being thalidomide, isotretinoin, 
and warfarin. In this context, the greatest diffi culty 
lies in assessing whether or not the patient is actu-
ally pregnant at the time of the exposure. In retro-
spective analyses, identifi cation of the date of birth, 
and backward calculation under the assumption of 
a term pregnancy might be feasible, though this 
can be complicated since such information is not 
readily stored in one location. Information on 
whether a woman is pregnant or not at the time of 
prescribing is challenging to obtain and even most 
information systems do not have good approaches 
for tracking this. 

Another important piece of clinical information, 
especially in pediatrics (though also for chemo-
therapy and some other situations), is the patient ’s
weight. Most pediatric medications are dosed on 
the basis of weight. Standardized documentation of 
this information can be challenging to obtain, hin-
dering not only analyses of pediatric dosing but also 
actual dosing by pediatricians. Obtaining an accu-
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Medication error rates in different patient
populations
Most early studies on medication errors and ADE 
have been done in adults. Medication errors were 
common, occurring at a rate of 5 per 100 medica-
tion orders. 2 Seven in 100 medication errors had 
signifi cant potential for harm, and 1 in 100 actually 
resulted in an injury. 2

Medication error rates in pediatric patients are 
estimated to be as high as 5 –27% of all medication 
orders,32 most of those studies having been per-
formed in the inpatient setting. In neonatal inten-
sive care units, error rates have been reported to 
be in similar ranges. 33 In the outpatient setting 
in cancer patients, medication error rates were 
three times higher in pediatric patients (18.8% of 
patients) than in adult patients (7.1% of patients). 34

ADE rates have also been reported for the 
elderly; as many as 35% of elderly outpatients per 
year may experience an ADE, 35 and about 30% of 
hospital admission are ADE -related in the elderly. 36

In elderly patients, many medication error studies 
have been done focusing on the prescription of 
inappropriate drugs, especially using the Beers cri-
teria (i.e., a list of drugs specifi ed through consen-
sus of experts that should be avoided in elderly 
patients in general or under consideration of spe-
cifi c cofactors including co -morbidity or dosage), 37

although the utility of these criteria has been 
challenged.38

Medication error rates
by detection method
The incidence of medication errors may vary as 
much as a 100 -fold depending on the detection 
method. While direct observation is the most cost -
intensive approach (about $5 per evaluated medi-
cation), it will yield the most accurate estimation 
of medication error incidence for dispensing and 
administration errors. 39 When aiming to detect the 
same set of medication errors by chart review or 
incident report review, costs substantially decrease 
but so do numbers of detected events, from the 
actual incidence rate of 11.7% (direct observation) 
to 0.7% (chart review) and 0.04% (incident report 
review). Moreover, the reported incidence will 

units; many more medications are used and they 
have higher levels of toxicity. Beyond the fre-
quency, the nature and causes of medication errors 
are different and the risk that a medication error 
actually will result in patient harm is also higher in 
the ICU than on general inpatient wards, 24 with 
7.4% of patients experiencing an ADE resulting 
from a medication error. 25

In nursing homes, and especially in the ambula-
tory setting, assessment of medication error inci-
dence is challenging because individual steps in 
the medication process are rarely jointly docu-
mented, and there are often substantial time lags 
in between them. Sometimes estimation of fre-
quency of medication errors has relied on sponta-
neous self -reporting systems (resulting in dramatic 
underestimates of frequency) 26 or documentation 
of ADEs in charts, which misses both many ADEs 
and also nearly all medication errors. 

In the ambulatory setting, patients live in their 
homes and take their medications independently, 
which makes detection of medication errors and 
ADE challenging. However, the incidence of ADEs 
can be estimated by direct patient surveys, and the 
most severe ADEs can be assessed from frequency 
of hospital admissions resulting from ADEs. ADE 
rates range from 25% of patients (as self -reported
in a survey) 13 to 5% (of hospital admissions). 27

However, comprehensive data on the incidence 
rates of medication errors in the ambulatory setting 
are lacking. As for prescribing errors exclusively, 
rates are reported as 7.6% of all prescription 
orders.28 Medication error rates stratifi ed for differ-
ent specializations or dentists have not been studied 
in detail. 29

Another issue is what happens at the interfaces 
of care, although it is clear that transitions may 
be especially risky. Only a few studies have been 
conducted to assess the incidence and nature of 
medication errors at the interface between primary 
and tertiary care, 30 and, especially in the elderly 
population, the incidence of problems with the 
drug prescription regimen are frequent after dis-
charge (in about one -third of elderly, discharged 
patients) and contribute to higher re -hospitalization
rates.31
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Gaps in clinical care  promoting 
medication errors 
General risk factors
The search for risk factors for medication errors has 
been challenging, as some appear to occur rela-
tively randomly in the medication process, and 
robust systems need to detect and prevent even 
errors occurring randomly. 45 However, some situa-
tions that are associated with a higher risk of error 
can be identifi ed. In particular, it can be helpful to 
determine: (i) at what stage of the treatment 
process medication errors are occurring, (ii) by 
which person involved in the treatment process 
(e.g., the physician, the nurse, the pharmacist, the 
patient, or an informal care person) the error might 
be committed or potentially intercepted, (iii) what 
the patient ’s characteristics are, including age, co -
morbidities, and other medications they are taking, 
and (iv) what the clinical setting is. 

Well -defi ned risk factors include renal dysfunc-
tion and old age, which is associated with renal 
dysfunction and prescribed drug classes. Setting is 
also important, with ICU patients having an espe-
cially high risk, because they are more seriously ill 
but also because they are exposed to large numbers 
of medications. Other risk factors can make persons 
involved in the treatment process more susceptible 
to commit an error, for example, knowledge about 
the clinical condition and drug, and workload and 
stress level, which when increased are associated 
with higher rates of slips and lapses. 

Theoretically, medication errors can refer to 
selection of the wrong patient, the wrong drug, the 
wrong galenic formulation (e.g., tablets with imme-
diate and sustained release), the wrong dosage or 
route of administration, or wrong time. 46 However, 
in all settings, wrong dose is the most frequent type 
of medication error, especially over -dosage. Dosage 
errors may occur at the stage of administration 
(accidental intake of two tablets), the stage of man-
ufacturing or dispensing (misreading the brand 
name), or, most frequently, at the stage of prescrip-
tion. To select the appropriate dose for each patient 
the physician has to consider a number of patient 
characteristics (age, weight) as well as drug charac-
teristics. The individual exposure to a drug is subject 

depend on training grade and profession of the 
person who conducts the detection. 39

In general, medication error incidence rates are 
underestimated by as much as 10 000-fold if spon-
taneous reporting methods are applied. 40 In order 
to promote spontaneous reporting, non -punishment
policies as well as anonymous reporting have been 
established. Moreover, it is especially crucial to 
invite those professions that might be confronted 
with a medication error to report the error. For 
example, in the outpatient setting, where patients 
tend to see several physicians but get all their medi-
cations from one single pharmacy, many medica-
tion errors become evident in the pharmacy and 
not during a doctor ’s consultation. Thus, pharma-
cists should be invited to report medication errors 
to identify a greater number of such errors. 41

Impact on health-related outcome
As noted earlier, in one study 7 in 100 medication 
errors had signifi cant potential for harm, and 1 in 
100 actually resulted in an injury. 2 More recent 
literature indicates that in hospitalized patients 
even 1 in 10 medication errors might result in an 
ADE.7 However, the risk of whether a medication 
error results in harm varies: for instance, the sus-
ceptibility to suffer an ADE is higher in geriatric 
wards as well as ICU patients compared to general 
care units (12 vs. 6%). 24 On the other hand, in one 
study pediatric patients had similar rates of ADEs 
compared to adults but a threefold higher rate of 
near misses. 42 Incidence rates of ADE in hospital-
ized patients are reported with a median overall 
frequency of 6.1% of patients. 7 Again, the detec-
tion method used substantially infl uences the esti-
mation of the incidence, with highest numbers 
found by patient monitoring. 7 In about 2.9% (range 
0.14–5%) of the patients experiencing an ADE, the 
ADE was fatal. 7 Non -fatal ADEs might prolong 
the hospital stay or increase the risk of re -
hospitalization. In another study, 13% of patients 
experienced an ADE after discharge, and of these 
24% were preventable and 38% ameliorable. 43 In 
addition, ADEs occurring in the outpatient setting 
can contribute to hospital admissions, with 4.5 pre-
ventable ADEs per 1000 person -months.44
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tericin is used both in an aqueous and a liposomal 
drug formulation with a three - to fourfold higher 
maximum recommended doses for the liposomal 
preparation. Erroneous administration of aqueous 
amphotericin B solution in dosages appropriate 
only for the liposomal preparation have resulted in 
a number of cases in renal toxicity and death. 50

Most often, drugs frequently reported in medi-
cation error studies have more than one predispos-
ing factor. Examples include warfarin, for which 
treatment must be closely monitored by adapting 
dosages to measured INR values in order to main-
tain effectiveness and prevent ADRs such as bleed-
ing. In one inpatient study, 51 about 30% of reported 
ADEs were caused by inappropriate anticoagulant 
use. In elderly patients, drugs associated with medi-
cation errors often affect the central nervous 
system, and required dosage adjustments are often 
neglected.52

In ambulatory care, specifi c drug formulations 
with complex handling requirements promote drug 
administration errors. For instance, on average, 
about one in three patients incorrectly self -
administers the inhalation device for chronic 
asthma treatment. 53

Specifi c  gaps by setting
Inpatient setting
In adult inpatients, wrong dosage resulting from 
knowledge-based errors is the most frequent medi-
cation error. Patients suffer from multiple co -
morbidities, and some may require dosage 
adjustment of which the prescribing physician is 
unaware at the time of prescribing. In pediatric 
inpatients, wrong dosage often results from calcu-
lation errors, including 10 -fold errors. 54 Moreover, 
less severe medication errors often result from 
incomplete drug orders (i.e., not specifying the 
route of administration if only one route is appli-
cable). However, especially in developed countries 
countries, the majority of such potential medica-
tion errors are intercepted by hospital pharmacists 
while processing the order. 

Outpatient setting
In the outpatient setting, many medication errors 
happen at the stage of drug monitoring (e.g., 

to changes in the elimination organ function (e.g., 
renal or liver disease), pharmacokinetic interact-
ing co -medication, and genetic polymorphisms. 
Moreover, required dosages will depend on age -
related pharmacodynamic changes, vary between 
disease conditions that are intended to be treated, 
and might be higher or lower both at the beginning 
or the end of the therapy. The physician needs 
to have all such information at hand once he/she 
decides to prescribe a certain drug for a specifi c 
patient—and a lack of information might 
result both in under - dosage, or more often in 
over -dosage.

Drug classes strongly  associated
with medication errors 
Any drug or drug formulation can be associated 
with a medication error. However, there are some 
active ingredients that are particularly frequently 
connected with medication errors. Predisposing 
factors include: (i) a sophisticated way of prescrib-
ing (e.g., complex dosage adjustments), adminis-
tration (e.g., usage of administration devices), or 
monitoring (e.g., therapeutic drug monitoring); (ii) 
a substantial dose -dependent toxicity, which 
increases the likelihood that a medication error will 
indeed result in patient harm; and (iii) a prescrip-
tion frequency that is high enough that the error 
will occur during study periods but low enough 
that drug handling remains challenging. 

The drug class with the highest prescription fre-
quency is cardiovascular drugs. Indeed, in many 
medication error studies, cardiovascular drugs have 
often been reported to be involved in medication 
errors and ADEs. 47 Moreover, the prescription of 
antibiotics also often resulted in ADEs, most often 
because known allergies were ignored. 47 Medication 
errors with fatal outcomes, however, are often 
associated with drugs that are less frequently used 
but complicated in their mode of administration. 
For instance, accidental intrathecal injection of vin-
cristine has caused several dozens of deaths 48 and 
even though many measurements for error pre-
vention have been undertaken, the error still 
occurs.49 Similarly, intravenous administration of 
amphotericin B is complex and carries a high risk 
of harm; for intravenous administration, ampho-
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IV lines. In one study including 50 ICU patients, 
5.8% of concurrently given IV -medications were 
incompatible.59

Long-term care
In the long -term care setting, relatively few data 
are available. 60 However, medication errors appear 
to be concentrated in a few different drug classes, 
most often involving drugs affecting the central 
nervous system or analgesics. 51 Pharmacotherapy 
in the elderly occurs in a patient population that is 
in general multimorbid, polymedicated, and has 
physiological changes requiring complex dosage 
adjustment. Therefore, prescribing errors involving 
inappropriate drug choice as well as inappropriate 
dosages are frequent. 61

In conclusion, a multitude of different combina-
tion of risk factors is possible and each set of risk 
factors will require a distinct prevention strategy to 
effectively prevent medication errors. 

Currently  available solutions

Options for prevention of  medication
errors 
Examples of prevention  strategies
Obviously, the best prevention strategies for medi-
cation errors will depend on the setting, and in 
particular the nature of the medication errors 
involved. Slips and lapses in executing correctly 
planned actions can be addressed by workfl ow 
changes, including skills training and monitoring 
(dual control systems, actions acknowledged by a 
second pair of eyes, checklists). 62 In contrast, mis-
takes may be prevented by providing relevant 
knowledge at the time it is required. Approaches 
could include educational training as well as provi-
sion of paper - or computer -based information at 
the point of care. 

With the majority of errors being knowledge 
based and occurring during drug prescribing, the 
implementation of electronic prescribing systems 
(computerized physician order entry or CPOE) 
with integrated clinical decision support systems 
(CDSS) assumes a key role in medication error 
prevention.63 Implementation of such systems 

neglecting a required checkup of laboratory values) 
because patients tend to see their physicians only 
irregularly. Moreover, they will generally see 
several physicians concurrently who most often are 
only partially aware of the actions of their col-
leagues. In the outpatient setting in the elderly, the 
number of physicians seen by a patient was found 
as independent risk factor for an ADE. 55 Because 
patients might often receive drugs from several 
physicians and additionally purchase over -the-
counter drugs, the documentation of an actual and 
complete medication list is challenging. Thus, pre-
scription of interacting drugs is frequent and 
drug–drug interactions contribute to 6% of ADE -
related hospital admissions. 27 Compared to the 
inpatient setting, prescription errors are less likely 
to be intercepted and, moreover, the patient plays 
a more active role in their medical treatment. 
Hence, responsibility for appropriate drug adminis-
tration lies with the patient. Two major factors 
might impede appropriate drug administration: (i) 
patient non -adherence to prescribed drugs (see 
also Chapter 42), and (ii) inadequate patient 
knowledge regarding administration, increasing 
the likelihood of administration errors (e.g., for 
asthma inhalers). 

Moreover, due in part to the fact that informa-
tion on drug prescription, dispensing, and admin-
istration may not be linked, dispensing errors are 
also important. In a large outpatient study, inci-
dence rates were reported to be about four errors 
per 10 000 items dispensed. 56 Additionally, inap-
propriate splitting of tablets was found to be the 
source of some medication errors. 57

Intensive care unit
In the ICU, critically ill patients are characterized 
by rapidly changing clinical conditions, they receive 
close and intensive monitoring, and require rapid 
adaptations of their drug therapies. Due to the 
large number of necessary medications, the fre-
quency of drug –drug interactions is particularly 
high, with about two -thirds of patients having at 
least one drug –drug interaction and 44% suffering 
from a drug –drug interaction -related ADR in one 
study. 58 Moreover, a substantial fraction of drugs is 
given intravenously (IV), potentially using identical 



848   Part V: Selected Special Methodologic Issues in Pharmacoepidemiology

changes in workfl ows. Implementation of CPOE 
should therefore follow a stepwise roll -out after 
careful testing and be accompanied by close 
monitoring.72

The future 

Conclusion and prospects 
In the past decades, a multitude of small and several 
large-scale studies have been conducted in order to 
assess the frequency and nature of medication 
errors, as well as to evaluate the impact of different 
prevention strategies. While all studies have found 
that medication errors happen with considerable 
frequency during drug therapy, variation in detec-
tion approaches make it hard to narrowly defi ne 
their incidence and severity. The frequency, best 
detection approaches, and prevention methods 
vary by setting and patient population. In order 
to allow comparison of single study results, the 
defi nition of consistent numerator and denomina-
tor is especially important. Especially in large -scale
studies using only administrative data, information 
relevant to the reliable identifi cation of medication 
errors is often not comprehensively available. Key 
steps are that the health research community 
agrees on and advances: (i) consistent use of defi ni-
tions and classifi cations of medication errors, and 
(ii) attempts to merge large medication databases 
with electronic data on patient ’s clinical informa-
tion. Perhaps the major current research gap is to 
develop better approaches for and studies of detec-
tion and prevention in the ambulatory care 
setting—the setting in which the main part of drug 
treatment takes place. However, additional research 
is needed in all settings, especially in special popu-
lations such as psychiatry and pediatrics. 
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CHAPTER 46 

Sequential Statistical Methods 
for Prospective Postmarketing 
Safety Surveillance 
  Martin     Kulldorff  
Department of Population Medicine, Harvard Medical School and Harvard Pilgrim Health Care Institute, Boston, MA, USA 

Introduction 

Near real -time postmarketing drug and vaccine safety 
surveillance systems are increasingly being developed 
and used to quickly detect potential safety problems. 
Many of these systems use automated weekly or 
monthly data updates from electronic medical health 
records or health insurance claims, which contain 
information about both drug/vaccine exposure and 
potential adverse event outcomes from a well -defi ned 
population. When statistical analyses are repeatedly 
conducted on the same, slightly expanded data, 
sequential statistical methods are needed to adjust for 
the multiple testing inherent in the many looks at the 
data. This ensures that the correct alpha level (type 1 
error, see Chapter  4) is maintained throughout the 
surveillance period, so that the probability of a false 
positive is at the desired level. 

In this chapter, we describe different sequential 
analysis methods that have been used for prospec-
tive postmarketing drug safety surveillance; we 
show how they have been utilized for different 
vaccines and adverse events and with different 
types of comparison groups; and we discuss differ-
ent sequential design options that are important to 
consider when designing a prospective, near real -
time safety surveillance system. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

When a new medical product enters the market, 
whether it is a drug, vaccine, or device, there are 
always questions about its safety (see Chapter 1).
Postmarketing safety surveillance is important in 
order to detect serious adverse events that are not 
detected in premarketing clinical trials, either 
because they are too rare or because they only 
affect a subpopulation that was excluded from the 
trial, such as pregnant women (see Chapter 28).
Postmarketing surveillance has traditionally been 
based on spontaneous adverse event reporting 
systems1 (see Chapter  10), but huge obser-
vational electronic health data sets from health 
insurance plans are increasingly available and 
used as well 2–4 (see Chapters  11–18). For example, 
as part of the new, US, Congressionally mandated 
Sentinel Initiative (see Chapter 30), a population 
of over 100 million will be gathered, specifi cally 
to screen for adverse effects. When such surveil-
lance is conducted repeatedly over time, with mul-
tiple analyses of the same data set as the data 
accrues, sequential statistical methods should 
be used. 
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which one. Sequential analysis methods are 
designed to quickly detect a problem that has 
always been there from the beginning of the analy-
ses, such as an adverse event caused by the inher-
ent properties of the drug. Chart -based methods, 
on the other hand, are designed to monitor a 
process for a sudden shift or change that occurs at 
some unknown time in the future, with the goal of 
detecting it as soon as possible after the problem 
occurs. They do so by comparing the number of 
events observed during recent time with a baseline 
event rate from earlier times. Chart -based methods 
are commonly used in an industrial setting to 
quickly detect a suddenly malfunctioning manufac-
turing process, and they can be used to detect 
adverse events that are due to a suddenly emerging 
manufacturing problem of a normally safe medica-
tion. In this chapter, though, we focus exclusively 
on the detection of adverse events due to inherent 
problems with correctly manufactured drugs, so, 
from here on, we only consider sequential analysis 
methods.

Example of a simple sequential
surveillance set-up
We begin by presenting a simple Poisson -based data 
model with observed and expected counts of a pre-
defi ned vaccine adverse event. For each person 
vaccinated, determine whether an adverse event 
occurred during the D days following vaccination. 
Let vt be the number of persons vaccinated during 
the time period [ 0,t], and let ct be the number of 
these persons that had the adverse event within D
days of vaccination. Note that time t is defi ned rela-
tive to the time of vaccination rather than the time 
of the adverse event. Hence, we actually do not 
know the value of ct until time  t+ D.

Under the null hypothesis that there is no excess 
risk of the adverse event due to the vaccine, there 
is still some probability q that a vaccinated person 
will be diagnosed with the adverse event within D
days of the vaccination, just by chance. The value 
of q, which for the time being is assumed to be 
known, can be calculated in a wide variety of ways 
depending on the specifi c surveillance setting. For 
now, we can think of it as being based on a large 
number of historical controls or from incidence 

Methodologic problems to  be
solved by pharmacoepidemiologic
research 

If there is a safety problem with a medical product, 
it is important to know about it as soon as possible. 
Data from spontaneous reporting systems are often 
looked at repeatedly over time through the repeated 
calculation of, for example, proportional reporting 
ratios,5 reporting odds ratios, 6 Bayesian confi dence 
propagation neural networks, 7 or empirical Bayes 
gamma Poisson shrinkers 8,9 (see Chapter  10).
Electronic health data can also be frequently 
accessed to continuously monitor the safety of 
newly approved drugs or vaccines 10,11 (see Chapter 
30). It is perfectly valid to monitor point estimates 
of the above measures continuously, but in order 
to avoid an excess number of false alarms when 
doing hypothesis testing or calculating confi dence 
intervals, it is important to adjust for the multiple 
comparisons inherent in the frequent analyses per-
formed as additional data accrue. 

Sequential statistical methods allow a statistical 
signal to be generated as soon as there is suffi cient 
evidence to reject the null hypothesis that there is 
no excess risk of the adverse event, while also 
ensuring that the probability of falsely rejecting the 
null hypothesis at any time during the surveillance 
is controlled at the desired nominal signifi cance 
level.12,13 They can be broadly categorized as con-
tinuous sequential methods, which allow testing to 
be performed continuously over time with as many 
analyses of the data as the investigator desires, and 
group sequential methods, which involve analyz-
ing data at regular or irregular discrete time inter-
vals after a group of subjects enter the study. 

Sequential analysis versus control 
chart methods
There are two different types of statistical methods 
that are commonly used for repeated analyses on 
accruing data: sequential analysis methods, such as 
the sequential probability ratio test, and control 
chart methods, such as the cumulative sum chart 
(CUSUM).14 Both types are used for monitoring 
something over time, but their purposes are very 
different,15 and it is important to know when to use 
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statistic is the likelihood ratio, which for the Poisson 
distribution is defi ned as
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 In words, the likelihood ratio test statistics cal-
culates the probability of observing what was 
observed both under the alternative hypothesis, 
where  RR     =     r , and under the null hypothesis, 
where  RR     =    1. If the probability of the former is 
higher than the latter, there is more evidence for 
the alternative hypothesis. With a bigger difference, 
the likelihood ratio is larger, and there is more 
evidence in favor of the alternative hypothesis over 
the null. Hence, the null hypothesis is rejected 
when the likelihood ratio is large and the alterna-
tive hypothesis is rejected when it is small. 

 Because it is numerically easier to calculate, the 
log likelihood ratio

   LLR r c rt t t= − +( ) ln( )1 μ   

 is typically used instead of the likelihood ratio, and 
a since the logarithm is a monotone function that 
maintains the ordering of all values, the two are 
equivalent test statistics. 

 The log likelihood ratio based test statistic is 
continuously monitored for all values of  t     >    0, until 
either  LLR t      ≥     ln ((1 −   β  )/  α  ), in which case the null 
hypothesis is rejected, or until  LLR t      ≤     ln (  β  /( 1  −   α  )), in 
which case the alternative hypothesis is rejected. 
With this stopping boundary, the null hypothesis 
will be falsely rejected with probability   α   when it 
is true (type 1 error) while the alternative hypoth-
esis will be falsely rejected with probability   β   when 
it is true (type 2 error), although it should be noted 
that these are approximate results.  12,13   Note that 
 LLR  0     =    0. 

 The classical SPRT is not well suited for pharma-
coepidemiologic surveillance, due to the singular 
(e.g.,  H A    :   RR     =    3) rather than composite ( H A    :   RR     >    1) 
nature of the alternative hypothesis.  16,17   If the alter-
native hypothesis specifi es a high relative risk, such 
as  RR     =    3, but the true relative risk is low, such as 
 RR     =    1.5, the classical SPRT may accept rather than 
reject the null hypothesis since the null is closer to 

rates published in the literature. If the adverse 
event is rare,  q  is very small, and under the null 
hypothesis  c t   follows a Poisson distribution with 
mean   μ  t      =     q * v t   ( H 0    :   RR     =     E [ c t  ]/  μ  t      =    1). To adjust for 
covariates such as age, a different probability  q i   is 
used for each age group, and   μ  t      =      Σ  i  q i  * v ti  , where  v ti   
is the number of vaccinated persons in age group  i  
during the time period [ 0,t ]. Note that  c 0      =      μ  0       =     0, 
and that both the expected and observed number 
of adverse events increases with  t  as more individu-
als are vaccinated. 

 The data are monitored continuously over time 
as additional data are collected. If, at some point in 
time, the observed number of adverse events is 
considerable larger than the expected number, 
there is evidence against the null hypothesis. 
Different sequential analysis methods use different 
functions of  t ,   μ  t  , and  c t   to defi ne a test statistic, and 
when this test statistic exceeds a predetermined 
critical value, a statistical signal is generated reject-
ing the null hypothesis. The critical value is chosen 
so that if the null hypothesis of no excess risk due 
to the vaccine is true, then the probability of reject-
ing the null hypothesis at any time during the 
surveillance is   α      =    0.05, or some other chosen 
value. Hence, we can maintain the desired proba-
bility of generating a false - positive signal at any 
time during the surveillance, adjusting for the mul-
tiple testing inherent in the many repeated analy-
ses performed as the data accrues.   

  Currently  a vailable  s olutions 

  Continuous  s equential  a nalysis 
 m ethods 
  Wald ’ s  s equential  p robability  r atio  t est ( SPRT ) 
 Continuous sequential methods were introduced 
by Wald in the 1940s, who proposed the sequential 
probability ratio test (SPRT), which can be used for 
a wide variety of probability models.  12,13   For the 
setting described above, the alternative hypothesis 
is that  c t   follows a Poisson distribution with the 
mean  r *  μ  t   for some fi xed and predetermined value 
of  r , such as  r     =     3  ( H A : RR     =    3). Since the alternative 
hypothesis only contains a single possible value for 
the parameter  r , it is a singular alternative. The test 
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  Maximized  s equential  p robability  r atio  t ests 
(MaxSPRT) 
 Developed in 2004 for the Vaccine Safety Datalink 
project, another approach to overcome the problem 
with Wald ’ s classical SPRT is the maximized sequen-
tial probability ratio test (MaxSPRT),  17   where the 
alternative hypothesis is composite ( H A    :   RR     >    1) 
rather than singular ( H A    :   RR     =     r ).  18   In contrast to 
Abt ’ s method, MaxSPRT defi nes the test statistic by 
maximizing the likelihood over different relative 
risk parameter values, which is the standard way 
to deal with composite alternative hypotheses.  19   
There are different versions of the MaxSPRT 
depending on the nature of the data.  

  MaxSPRT: Poisson  p robability  m odel 
 The Poisson - based MaxSPRT is used when observed 
counts are compared to expected counts. Its use is 
based on the likelihood ratio test statistic
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 The last equality holds since the maximum likeli-
hood estimate of  RR  is  c t  /  μ  t  . The equivalent but 
more computationally friendly log likelihood ratio 
test statistic is

   LLR c c ct t t t t t= − +μ μln( )   

 Wald ’ s classical SPRT rejects the null when the 
LLR reaches an upper bound, and accepts it when 
it reaches a lower bound, as determined by the 
mathematical formulas above. Upper and lower 
boundaries can also be used for the MaxSPRT, but 
there are also other options. 

 One possibility is to eliminate the lower bound-
ary, and instead continue the surveillance until 
either the upper boundary is reached and the null 
hypothesis is rejected or until a predetermined 
maximum sample size is reached, defi ned in terms 
of the expected number of events accrued under 
the null hypothesis. For drug and vaccine safety 
surveillance this latter option is often more natural. 
Since such systems use observational surveillance 

the truth than the alternative. On the other hand, 
if the alternative specifi es a low relative risk, such 
as  RR     =    1.5, while the true relative risk is high, 
such as  RR     =    3, the method may take a long time 
to reject the null since the null and alternative 
hypotheses are almost equally distant from the 
truth.  17    

  Abt ’ s  s equential  t est 
 Abt  16   recognized the above problem with the clas-
sical SPRT and proposed an alternative. For some 
values of  a  and  b  specifi ed by the user, with 
0    <     a     <    1 and 0    <     b     <    1, defi ne
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 This means that, for each time point  t ,  R ( a,b,t ) is 
the value of the relative risk that minimizes the 
number of observed cases that is needed to reject 
the null hypothesis of the classical SPRT with   α      =     a  
and   β      =     b . The test statistic is then defi ned as
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 The only difference with Wald ’ s classical SPRT is 
that the pre - fi xed value of  r , which is constant over 
time  t , is replaced by the function  R ( a,b,t ), which 
changes with  t . In essence, in the beginning, the 
surveillance is conducted as if the alternative 
hypothesis has a high relative risk and, as the sur-
veillance progresses, the relative risk in the alterna-
tive hypothesis decreases. 

 The upper and lower rejection limits are set to 
be  ln ((1 −  b )/ a ) and  ln ( b /(1 −  a ) respectively, as with 
the classical SPRT. As Abt  16   points out, because of 
the minimization done when calculating  R ( a,b,t ),  a  
and  b  no longer represent the approximate type 1 
and 2 errors. Rather, for any pair ( a,b ), the true 
type 1 and 2 errors are calculated using computer 
simulations. For example, with  a     =    0.07 and 
 b     =    0.08, the type 1 error is   α      =    0.1 and the type 2 
error is   β      =    0.05.  16    
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tions, considering both of them to be fi xed and 
non-random. The random variable is instead the 
number of vaccinated people that it takes to observe 
the observed number of adverse events. The intui-
tive idea is that if it takes fewer vaccinated indi-
viduals to observe the same number of adverse 
events in the surveillance population than in the 
historical data, then it is more likely that there 
exists some excess risk due to the vaccine. 

Critical values, statistical power, and the 
expected time -until-a-signal have been calculated 
using computer simulations and can be obtain from 
existing tables. 20 Repeated confi dence intervals 21

can also be calculated for the CMaxSPRT. 20 As with 
the standard Poisson -based MaxSPRT it is possible 
to adjust the CMaxSPRT for confounders such as 
age, gender, or study site. 

MaxSPRT:  binomial probability  model
The binomial -based MaxSPRT is appropriate to use 
when comparing adverse event counts in some 
form of matched setting. In a matched concurrent 
control setting, the number of adverse events 
among users of a new drug or vaccine is compared 
to the number of adverse events among non -users
that are matched by, for example, age, gender, time 
of vaccination, or chronic disease status. In a self -
controlled setting, the number of an adverse event 
during an exposed time period is compared to the 
number of adverse events in an unexposed time 
period from the same set of individuals. 

The binomial -based MaxSPRT uses the binomial 
probability model when calculating the likelihood 
ratio. Given that there is an adverse event in the 
data, it could either be for the exposed person or 
for an unexposed matched control. In essence, we 
have a number of coin tosses (adverse events) 
which may either turn up as a head or a tail 
(exposed or unexposed), and under the null 
hypothesis the probability of a head is known to be 
p ( p = 0.5 for a 1 :1 matching ratio, p = 0.25 for a 
1 :3 matching ratio, etc.). The upper limit on the 
length of surveillance is different for the binomial 
MaxSPRT, and should now be defi ned in terms of 
the observed number of adverse events. That is, the 
surveillance continues until there is a signal reject-

data that are collected for other purposes, there is 
no harm to patients if surveillance continues when 
the drug/vaccine is safe and the additional data 
analytic costs are minor. 

A positive aspect of the Poisson -based MaxSPRT 
is that exact critical values can be calculated 
numerically. Users do not have to make the calcu-
lations themselves, as long as they use one of the 
maximum values on the sample size used in pre-
calculated tables of critical values. 17 With a larger 
maximum sample size, the LLR -based critical 
values that defi ne the upper boundary must be 
larger. This is natural since there is more multiple 
testing that needs to be adjusted for. 

The standard Poisson -based MaxSPRT is based 
on the assumption that the expected number of 
cases is known under the null hypothesis. In prac-
tice, the expected counts are often estimated from 
a historical comparison group so that there is some 
uncertainty about them. If the sample size in the 
historical control group is at least fi ve times larger 
than the predetermined maximum sample size for 
the surveillance, this is not a problem. If it is less, 
the uncertainty in the estimates will create a non -
trivial bias, where the actual alpha level is greater 
than 0.06 for a nominal signifi cance level of 0.05. 20

A conditional MaxSPRT should then be used 
instead.

Conditional MaxSPRT: Poisson  probability 
model with a small control  group 
When there are no reliable estimates for the 
expected counts, one should use the conditional 
maximized sequential probability ratio test 
(CMaxSPRT), which is also based on the Poisson 
distribution.20 With the CMaxSPRT, the random-
ness from both the historical data and the surveil-
lance population is taken into account. To do so, 
the problem is envisioned from a different perspec-
tive. In both Wald ’s SPRT and the standard 
MaxSPRT, the number of adverse events is consid-
ered to be random while the cumulative number 
of people exposed to the vaccine is considered to 
be fi xed. The CMaxSPRT does it the other way 
around, conditioning on the numbers of adverse 
events in both the control and surveillance popula-
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formed at the end of the study. Most often though, 
they are used for ethical reasons so that a trial can 
be stopped if there are unsuspected and serious 
adverse events or if the effi cacy of the treatment is 
so benefi cial that it should not be withheld from 
the control group. Because of their use in clinical 
trials, group sequential methods have been studied 
much more than continuous sequential methods, 
and they offer considerable fl exibility and variety 
in the types of hypotheses that can be addressed, 
the choice of test statistic used, the frequency at 
which the data are analyzed, and the shape of the 
signaling threshold over time. 25,26

With some exceptions, group sequential methods 
have not yet been widely considered for safety sur-
veillance that uses routinely collected observational 
data.27–29 That is likely to change though (see 
Chapter 30). For logistical reasons, it is not always 
possible to obtain observational safety data on a 
near real -time basis, such as weekly or monthly. 
Instead, data may only arrive, for example, once a 
year. Continuous sequential methods would then 
adjust for too many analyses of the data, and it is 
then better to use a group sequential method. 

Li28 has proposed a Poisson -based conditional 
group sequential method to be used with a concur-
rent comparison group, such as a comparison drug 
in parallel usage. The method “imposes an unre-
strictive semi -parametric Poisson regression model 
for the numbers of incident adverse events associ-
ated with ” the two drugs, respectively, and  “derives
exact conditional inference for the parameter of 
interest based on the conditional distribution of our 
test statistics given the values of the suffi cient sta-
tistics of the nuisance parameters. ”28

Hocine et al.27 have proposed a group sequential 
case-series analysis for drug and vaccine safety sur-
veillance, based on the self -controlled case series 
method. The analysis is based only on cases occur-
ring within a certain age period, such as children 
age 12 to 24 months. This time period is then 
divided into exposed and unexposed intervals. The 
set-up is hence different from the self -control
design described above. For example, adjustment 
for age is a key issue, and Hocine et al.27 propose a 
few different options for such adjustments. 

ing the null hypothesis or until the predetermined 
total number of adverse events is reached, in the 
exposed and unexposed time periods combined. 
Other than these differences, the principles behind 
the MaxSPRT are the same for Poisson and bino-
mial type data, and the mathematical formulas for 
the binomial likelihood ratio test statistic are not 
given here. 

Exact critical values for the binomial MaxSPRT 
can be calculated numerically, using an iterative 
Markov chain approach. A table with these critical 
values has been constructed for different fi xed 
matching ratios, different length of surveillance, 
and different alpha levels. 17 Note that the matching 
ratio does not need to be an integer. For example, 
in a self -control setting, the exposed window could 
be 10 days long while the unexposed window is 
25days, leading to a 1 :2.5 ratio. 

The standard binomial MaxSPRT requires that 
the matching ratio is fi xed over time. That is easily 
achieved for self -control designs. With concurrent 
matched controls, there may be a different number 
of suitable controls available for each exposed 
person, and there is then a loss of power if some 
suitable controls are not used. To solve this problem, 
Fireman et al. developed a modifi ed and more fl ex-
ible version of the binomial MaxSPRT, for which 
there can be a different number of matched con-
trols for each exposed person, and where these 
matching ratios do not need to be known in 
advance (Fireman B, personal communication, 
2010). Critical values can be calculated exactly, so 
again, there is no need for computer simulations. 

Group  sequential analysis methods
In contrast to continuous monitoring methods, 
where an analysis can be conducted as often as one 
wants, group sequential tests are performed at dis-
crete time intervals after a certain amount of data 
has accumulated. In randomized clinical trials, 
group sequential designs are widely used to monitor 
the effi cacy and safety of new medical products. 22–26

Sometimes they are used to reduce the expected 
sample size, shortening the expected length and 
cost of the study compared to a conventional fi xed 
sample size design where one single analysis is per-
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site, etc., which in turn is used to calculate the 
covariate-adjusted expected number of adverse 
events after the new vaccine. The covariate -
adjusted expected counts can either be calculated 
using indirect standardization, if the covariates are 
categorical, or through a Poisson regression analy-
sis. The Poisson -based MaxSPRT is an appropriate 
sequential method to use for this type of control 
group.

There is not always a specifi c drug/vaccine that 
is being replaced. One can then use another com-
parison drug/vaccine or well -care visits, instead. 
Another option is to use all unexposed days for all 
individuals in the data set, irrespectively of any 
other drug or vaccine utilization. For very rare 
diagnostic events, for which good estimates of the 
expected counts cannot be obtained from the same 
data base, it may be better to base the expected 
counts on incidence estimates obtained from the 
scientifi c literature. 

The main advantage of a confounder -adjusted
population-based comparison group is its typically 
large sample size. This is especially useful for rare 
adverse event outcomes. 

No matter how the comparison group is selected, 
there is always a possibility of selection bias, due 
to some underlying differences in the disease 
risk with the exposed group. Another potential 
source of bias is seasonal and temporal trends, 
which may be due to temporal changes in disease 
incidence, the patient population, or medical 
coding practices. 

One way to eliminate bias due to temporal 
trends is to use concurrent population -based
controls, with a separate confounder adjustment 
performed for each time period. In order for 
the expected counts to be reliable, the size of the 
control population must be large so they have 
many more adverse events in each time period 
compared to the total number of adverse events 
in the exposed population during the whole length 
of the surveillance. This is easier to achieve for 
group sequential methods than for continuous 
sequential methods, since the concurrent control 
population will be larger when there is a longer 
time period between the repeated analyses 
performed.

Selection of the comparison group 
for sequential analysis
As with any observational data, it is important 
to select an appropriate comparison group when 
doing prospective drug or vaccine safety surveil-
lance, and compared with standard pharmacoepi-
demiologic studies, there are special considerations 
and restrictions due to the sequential nature of the 
analysis. For example, there are very little concur-
rent data at the start of surveillance. 

The best choice of comparison group depends 
both on the medical product and on the potential 
adverse event under surveillance. The comparison 
group could be concurrent or historical; it could be 
users of a drug or vaccine that is being replaced, 
that is a competitor, which is of the same class or 
is used by approximately the same patient popula-
tion. It also could be non -users defi ned through 
well-care visits or health plan membership. It is 
also possible to use self -controls, comparing exposed 
and unexposed time windows from the same 
individual.11,30–34

The comparison group should ideally be drawn 
from the same database, but could also be 
obtained from other data sources or the scientifi c 
literature.

Since different comparison groups are prone to 
different types of bias, it sometimes makes sense to 
run two or more different sequential analyses for 
the same drug –event pair, using different compari-
son groups. 

We now describe some of the more common 
and important options for selecting the comparison 
group.

Population controls with  confounder
adjustment
Suppose we have a new drug or vaccine replacing 
an old one, such as the MMRV (measles, mumps, 
rubella, varicella) vaccine replacing the MMR 
(measles, mumps, rubella) vaccine, and that we 
want to test the null hypothesis that the risk of 
an adverse event after the new vaccine is the 
same as after the old one. Historical data can be 
used to calculate the number of adverse events 
after the old vaccine in various demographical 
population groups based on age, gender, study 
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0.0000000001. In a 1 :1 matched control setting, 
the probability of observing 4 in the exposed and 
0 in the unexposed group is (1/2) ̂ 4 = 0.0625,
which is not statistically signifi cant. 17 Hence, for 
rare adverse event outcomes one will have more 
power by using a population -based comparison 
group.

Self-controls 
In a self -control design, the exposed time period 
right after the drug or vaccine is taken is compared 
to an unexposed time period from the same indi-
vidual, either before the drug or vaccine is taken 
or long after the exposure is over. For example, the 
exposed time interval may be 1 –14days after vac-
cination while the unexposed time interval may be 
15–28days prior to the vaccination. For drugs, the 
time of vaccination is replaced by the day the drug 
was dispensed. The binomial MaxSPRT is suitable 
for this design, and can be used for any choice of 
time intervals. 

There are both advantages and disadvantages 
with the self -control design. The main advantage is 
that there is no selection bias due to differences 
that do not change over time in the patient popula-
tions in the exposed and control groups, which is 
a concern with both the historical and concurrent 
matched control designs. 

It does not adjust for time varying covariates 
though (i.e., factors that change in the pre - versus 
postcomparison period), so there is still the possibil-
ity of bias. For example, if the unexposed window 
is before the exposure, there may be confounding 
by indication or contraindication, if the adverse 
event makes a patient more or less likely to receive 
the vaccine or drug. For example, if a person that 
was just diagnosed with Guillain –Barré syndrome 
is less likely to receive the vaccine than the average 
person, that will artifi cially decrease the adverse 
event counts in the unexposed window before vac-
cination. The extent of this problem depends both 
on the drug/vaccine exposure and on the adverse 
event.

There could also be bias due to seasonal effects 
or temporal trends. For example, if we are inter-
ested in the safety of the infl uenza vaccine, the 
unexposed window is before the exposed window, 

Matched unexposed controls 
In order to avoid bias due to secular or seasonal 
trends, one can also use a concurrent matched 
control design. For each exposed individual one or 
more unexposed persons are selected as controls, 
matched by age, gender, study site, geographical 
location, disease history, and time of exposure. The 
matching must occur in real time as the sequential 
analysis proceeds. The binomial MaxSPRT is a suit-
able method for this design, but it requires that the 
matching ratio is held constant over time. If there 
are a different number of matched controls per 
exposed individual, one should instead use the 
more fl exible version proposed by Fireman  et al.

The choice of population from which the 
matched unexposed controls are drawn is critical. 
The controls could, for example, be selected from 
children with a well -care visit during the same 
week as the exposed child was vaccinated; from 
people receiving another drug at the same time as 
the exposed person receives the drug under study; 
or they could be selected more generally from all 
health plan members irrespectively of their health -
care status. The best choice will depend on the 
drug/vaccine and the adverse event under surveil-
lance. No matter how well the matching is done 
though, there is always a risk for selection bias. 

It is also possible to use matched controls from 
a historical population. This could potentially 
decrease selection bias by making it easier to fi nd 
suitable matched controls, but it could also increase 
selection bias depending on how the historical pop-
ulation is defi ned, at the same time as it increases 
the risk of bias due to seasonal or temporal trends. 

One disadvantage of the matched control design, 
as well as the self -control design described below, 
is the inability to quickly generate a signal for very 
rare adverse events. For example, suppose that the 
background incidence rate of the adverse event is 
1 per 1 000000 annually, that exposure to a drug 
increases the risk 100 -fold to 1 per 10 000, and that 
we are using a 1 :1 matching ratio. After observing 
40000 exposed patient years, we would expect to 
see 4 adverse events in the exposed group and 0.04 
events in the matched, unexposed group. In a 
Poisson-based analysis this is highly statistically sig-
nifi cant, since the probability for this outcome is 
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The choice is based on biological plausibility, 
known safety problems with related vaccines, 
safety concerns from prelicensure clinical trials or 
other data sources, and a review of the existing 
literature.

In VSD, the most commonly used sequential 
study designs have been: (i) the Poisson -based
MaxSPRT or CMaxSPRT, using historical VSD data 
to estimate expected counts from users of the old 
vaccine that the new vaccine is replacing, together 
with indirect standardization to adjust for age, 
gender, and health plan; (ii) the binomial -based
MaxSPRT with a self -control design, comparing the 
number of adverse events during an exposure 
window immediately after the vaccination with an 
unexposed window either before or a long time 
after vaccination; and (iii) the binomial MaxSPRT 
or Fireman et al.’s more fl exible version, using con-
current controls who came in for a well -care visit, 
matched by age, gender, health plan, and the 
approximate week of vaccination. 

Yih  et al.37 have reviewed the fi rst 4 years of 
sequential analyses in the VSD. Some statistical 
signals were explained by data errors, confounding, 
or chance, and with one exception (discussed 
below), no actual safety problems were detected. It 
is still very important to conduct such surveillance, 
as it provides added reassurance about vaccine 
safety to patients, parents, and physicians. 

For the MMRV vaccine, weekly sequential anal-
yses detected an increased risk of seizures among 
infants compared to users of the MMR vaccine. 33

This statistical signal was investigated using tempo-
ral scan statistics and logistic regression and 
confi rmed to be real. As a result, the Advisory 
Committee on Immunization Practices (ACIP) 
modifi ed their vaccine recommendations in 
February, 2008, no longer recommending MMRV 
over separate vaccinations of MMR and varicella, 
and the Food and Drug Administration and the 
manufacturer revised the product label. 33,38 In sub-
sequent pharmacoepidemiologic studies, this 
increased risk was confi rmed when compared to 
separate MMR and varicella vaccinations, and 
estimated to be about one additional seizure for 
every 2500 vaccine doses, occurring 7 –10day after 
vaccination.33,39

and there is a seasonal increase in the number of 
adverse event during the vaccination season, then 
there will be a bias towards signaling since there 
will be more adverse events in the later occurring 
window. 

Age is another potential source of bias, since the 
patients are slightly older in the postvaccination 
exposure window than in the prevaccination unex-
posed window. For example, if the interest is in a 
vaccine for infants, a potential adverse event for 
which the natural incidence rate increases rapidly 
during the fi rst few months of life, then such 
bias could generate a false signal. However, if the 
windows are short and close to each other, it should 
not be a signifi cant source of bias except in rare 
situations.

Applications of sequential analysis
in postmarketing safety surveillance
Vaccine Safety Datalink 
Starting in 2004, the Centers for Disease Control 
and Prevention (CDC) -sponsored Vaccine Safety 
Datalink (VSD) project 2 began pioneering the use 
of sequential statistical methods for near real -time
safety surveillance of new vaccines, 4 using weekly 
data from eight managed -care organizations. Using 
the MaxSPRT, seasonal infl uenza vaccine was mon-
itored during the 2004/05 season. Subsequent vac-
cines for which surveillance has been performed in 
near real -time include a meningococcal conjugate 
vaccine for adolescents (MCV4; Menactra), 11 two 
tetanus–diphtheria–acellular pertussis vaccines for 
adolescents and adults respectively (Tdap; Adacel 
and Boostrix), 30 a combination measles –mumps–
rubella–varicella vaccine for infants and children 
(MMRV; ProQuad), 33 a pentavalent bovine -derived
rotavirus vaccine for infants (RotaTeq), 31 a human 
papillomavirus vaccine for young women (HPV; 
Gardasil), a combination vaccines for infants (DTaP -
IPV -Hib; Pentacel), and seasonal and H1N1 infl u-
enza vaccines. 31,35,36

For each vaccine, a different set of fi ve to ten 
plausible adverse events are monitored, such as 
allergic reactions, Bell ’s palsy, encephalopathy/
encephalitis, facial paralysis, fever, gastrointestinal 
bleeding, Guillain –Barré syndrome, intussuscep-
tion, meningitis, seizures, and thrombocytopenia. 
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Brown et al.45,46 demonstrated the promise of 
using sequential methods with health insurance 
claims data to construct a system for the early 
identifi cation of adverse drug events (ADEs). 
They assessed the ability to detect ADEs using his-
torical data from nine health plans involved in 
the HMO Research Network ’s Center for Education 
and Research on Therapeutics (CERT). Analyses 
were performed using the Poisson -based MaxSPRT. 
Five drug –event pairs representing known 
associations with an ADE and two pairs represent-
ing ‘negative controls ’ were analyzed. Statistically 
signifi cant ( p < 0.05) signals of excess risk were 
found in four of the fi ve drug –event pairs repre-
senting known associations; no signals were found 
for the two negative controls. Signals were detected 
between 13 and 39 months after the start of surveil-
lance. More recently, Wahl  et al.47 have evaluated 
the use of sequential methods for drug safety sur-
veillance as one part of a comprehensive claims -
based Healthcare Safety Surveillance System 
(HSSS).

In the fi rst efforts to sequentially analyze data 
obtained in near real -time, Avery  et al.48 used the 
MaxSPRT to compare the safety of a generic anti-
convulsant (divalproex sodium) compared with 
the branded product. Chen et al.49 used the 
MaxSPRT to monitor the risk of infections among 
patients treated with tumor necrosis factor (TNF) 
inhibitors.

Statistical design considerations
Whether one uses continuous or group sequen-
tial methods, whether one uses a Poisson or 
binomial probability model, and independently 
of the comparison group used, there are several 
important design consideration that are specifi c 
to sequential statistical analyses. These determine 
the probability to reject the null when it is true, 
the statistical power to detect a true signal, the 
time until a signal is detected, and the length of 
the surveillance. Here are the three main statis-
tical design issues, and a discussion on how 
they differ between postmarketing safety 
studies and clinical trials, where sequential statisti-
cal methods have been most commonly used to 
date.

Other vaccine safety surveillance
Following the lead of the Vaccine Safety Datalink, 
there are now several other systems that use 
sequential analysis for near real -time postmarket-
ing vaccine safety surveillance. During the 2009/10 
infl uenza season, weekly sequential analyses were 
performed for seasonal and H1N1 infl uenza vac-
cines in the FDA -funded and CDC -sponsored Post -
Licensure Rapid Immunization Safety Monitoring 
(PRISM) surveillance system, using data from 
several health insurance plans and state immuniza-
tion registries, covering more than 10% of the 
United States population. This system used the 
Poisson- and binomial -based MaxSPRT, as well 
as the CMaxSPRT. Other near real -time H1N1 
safety surveillance systems have used data from 
Medicare,40 the Indian Health Service, 41 and a 
private health insurance plan, 42 using either con-
tinuous41,42 or group 40 sequential methods. 

Sequential methods can also be used for data 
from spontaneous reporting systems. For such data, 
the Medicines and Healthcare products Regulatory 
Agency in the United Kingdom have used the 
Poisson-based MaxSPRT for near real -time safety 
surveillance for adjuvant H1N1 43 and HPV 
vaccines.44

Drug safety surveillance
Sequential analysis has also be considered for near 
real-time postmarketing surveillance to evaluate 
the safety of pharmaceutical drugs. Drug safety sur-
veillance is more complex than vaccine safety sur-
veillance for three main reasons: (i) people are 
exposed to a drug over a longer time period, as 
opposed to a vaccination that occurs on a known 
single day; (ii) we know almost surely that a person 
actually got the vaccine as it is administered by a 
health-care worker, while drug exposure is usually 
estimated from dispensing or prescribing data 
without certain knowledge about if and how often 
the drug was actually taken; and (iii) most vaccines 
are given to a high proportion of a mostly healthy 
population, such as infants, while a drug is given 
to a selected patient populations, such as diabetics, 
which may have pre -existing health conditions 
that could be related to the adverse event under 
surveillance.
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always select the required maximum sample size to 
achieve that power. On the other hand, if the 
expected time until a clinically important signal 
occurs is too long, one must increase the rate at 
which the sample size accrues by adding additional 
datasets to increase the size of the population that 
is under surveillance. Hence, with respect to sample 
size, the most important trade -off is between the 
time to a signal and the sample size accrual rate. 

Stopping boundary shapes
Another sequential design feature that infl uences 
overall statistical power and signal detection timeli-
ness is the choice of the stopping boundary shape. 
Wald ’s classical SPRT and the maximized SPRT both 
use a fl at upper boundary with respect to the log 
likelihood ratio (LLR), such that the null hypoth-
esis is rejected when the LLR exceeds a certain 
fi xed critical value. Wald ’s SPRT surveillance ends 
without rejecting the null when the LLR reaches a 
lower fl at boundary, while the MaxSPRT ends sur-
veillance without rejecting the null when the 
maximum sample size or the maximum number of 
adverse events is reached. This is a natural choice 
for drug and vaccine safety applications but not the 
only option. The MaxSPRT can be used with any 
other type of rejection bounds as well, including 
the traditional upper and lower bounds used by the 
classical SPRT as well as the boundaries proposed 
by Pocock, 50 O ’Brien and Fleming, 51 and others that 
are commonly used for group sequential methods 
in clinical trials. 

If the maximum sample size is fi xed, overall 
statistical power is maximized by doing one single 
non-sequential analysis at the end of the study. The 
use of a sequential method will then always reduce 
the overall power, but the amount of reduction 
depends on the boundary used. Boundaries like 
the O ’Brien-Fleming boundary that are high in the 
beginning, making it more diffi cult to reject the 
null hypothesis early on during the surveillance, 
will by default have higher overall statistical power, 
although they will often take longer to generate 
a signal. Hence, when the maximum sample size 
is fi xed, there is a trade -off between overall 
power and timeliness when selecting the stopping 
boundary. 

Sample size
In a standard non -sequential analysis, sample size 
and statistical power go hand in hand, with the 
latter increasing as the former increases. For 
sequential analyses, the same general principle 
obviously holds, but it is not as straightforward. 
First of all, there is the (i) rate at which the sample 
size accrues over time, such as 1000 new vaccinees 
per week or 100 000 new drug exposed person -
days per month, (ii) the fi nal accrued sample size 
when the surveillance ends, and (iii) the maximum 
sample size at which the surveillance will end, no 
matter what. All of these are important concepts, 
since we are just as interested in the time until a 
signal occurs as in the overall statistical power. For 
example, by doubling the size of the population 
under surveillance, we double the rate at which the 
sample size accrues, cutting the time until a signal 
occurs in half, even if the maximum sample size is 
unchanged.

In a clinical trial, each observation is costly, and 
there is often a budgetary restriction on the 
maximum sample size at the end of the study, but 
the rate of sample size accrual is often determined 
more by logistical than fi nancial consideration. For 
an observational safety study, it is often costly to 
increase the rate at which the sample size accrues, 
as one would have to add additional data sets such 
as another health plan, but the cost to continue 
surveillance for a little longer is typically very small 
in a surveillance system that is already in place. 
Moreover, if there is a slight delay in detecting a 
safety problem in a Phase III clinical trial, it only 
affects the few individuals in the study. In postmar-
keting safety surveillance, there are many people 
exposed to the drug or vaccine that are not part of 
the surveillance system, and a slight delay in detect-
ing a safety signal can affect many people. 

Hence, in postmarketing safety surveillance, it 
usually is relatively easy and cheap to increase the 
overall statistical power of the surveillance system, 
but it is costly to reduce the time until a signal 
occurs, which is of great importance. What this 
means is the following. Once the population under 
surveillance has been chosen and the desired 
overall statistical power to detect a clinically impor-
tant excess risk has been defi ned, one can almost 
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tial method will be only slightly conservative so 
that the true alpha level is slightly higher than the 
nominal one. If analyses are done less frequently, 
such as once or twice a year, the true and nominal 
alpha levels may differ greatly, and it is then better 
to use a group sequential method. Research has not 
yet determined where the cut -off is. First of all, it 
depends on the amount of new data received 
between each data arrival rather than on the 
number of days, weeks, or months between such 
arrivals. Second, many group sequential methods 
are approximate in nature, based on either asymp-
totic theory or computer simulations. Since the 
critical values of both the Poisson and binomial 
MaxSPRT are based on exact calculations, they can 
be viewed as one way to approximate the critical 
values when the data arrive in frequent intervals, 
with the advantage that the bias always goes in the 
conservative direction. 

The frequency at which new data arrive is often 
a design consideration that can be controlled by the 
investigators. Sooner and more frequent is always 
better than later and less frequent from an analyti-
cal and performance perspective, but the former 
may be more costly in terms of both money and 
effort. It is then a trade -off between cost of setting 
up the surveillance system and its timeliness to 
detect a safety problem. 

Signal investigation
The purpose of near real -time sequential analysis 
is to generate alerts about potential vaccine or drug 
safety problems. However, such surveillance is only 
the fi rst step, and when there is a statistical signal, 
it is important to conduct further investigations and 
analyses before making defi nite conclusions or 
reporting results. There are several reasons for such 
caution:
• Electronic health data are collected for clinical 
and administrative purposes and they occasionally 
contain inaccuracies. When data arrive and are 
analyzed in near real time, it is not possible to 
thoroughly check all the data before the analyses 
are run. 
• Prospective surveillance systems are usually con-
ducted simultaneously for many drug –event pairs. 
It may then be more convenient and effi cient to 

In a clinical trial, overall power is of primary 
importance. Within a restraint of the maximum 
sample size, the goal is often to lose as little overall 
power as possible while still having some ability to 
stop the trial early if a serious safety problem arises. 
In clinical trials where a new drug or procedure is 
tested, a slight delay in the time -to-signal will only 
affect a very small number of people, since it is not 
yet in general circulation. Timeliness to signal is 
often, therefore, of secondary importance. 

In contrast, in postmarket safety surveillance it 
is usually timeliness that is of primary importance. 
Since the drug or procedure is already in general 
use, many adverse events can potentially be pre-
vented in the general population if a safety signal 
is generated a few weeks or months earlier. Overall 
power is of course also important, but it is often 
relatively easy to achieve at very limited cost by 
simply increasing the maximum sample size. Rather 
than the trade -off between overall power and 
timeliness-to-signals that exist in the clinical trial 
setting, for postmarketing safety surveillance, the 
choice of stopping boundary is primarily a trade -off
between timeliness -to-signal for modest versus 
high excess risks. How different choices of the stop-
ping boundary affect this trade -off has not yet been 
fully investigated. 

Frequency of the  analyses
The frequency of analyses in a sequential setting is 
primarily determined by how frequently data can 
be obtained from the health plans or other data 
providers. It is important to note though that dif-
ferent data providers do not need to be synchro-
nized. One health plan may provide data every 
Monday morning for the events that happened 
during the prior week while another health plan 
may only be able to provide data once a month 
with a 10 -week delay. With a sequential statistical 
design, the data can be analyzed as it arrives to the 
data coordinating center independently of when 
the events happened and from where it arrived. 

With a continuous sequential method, the data 
can be analyzed as often as one likes, without 
having to worry about multiple testing. If the data 
are analyzed at discrete time points but still fre-
quently, such as once a week, a continuous sequen-
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set. This may include more detailed age adjust-
ments, adjustments for seasonal trends using 
months or sinusoidal curves, adjustments for 
secular trends, adjustments of day -of-the-week
effects, adjustments for chronic disease conditions, 
adjustments for concomitant vaccines or medica-
tions, etc. 
6 Use other, different comparison groups than the 
one used in the sequential analysis. This may 
include historical comparison groups from different 
time periods, different defi nitions of matched con-
trols, and the use of different time periods in self -
control designs. 
7 Conduct a chart review of adverse events to 
exclude erroneously diagnosed cases from auto-
mated electronic health records. This could be a 
complete review, or a review of only a random 
subsample of the exposed and/or unexposed indi-
viduals. Redo the non -sequential analyses with 
only the chart -confi rmed individuals. 
8 Compare the signal generated by one drug –event
pair with results for subdiagnostic groups and with 
results from similar drugs and diagnostic events. 
For example, if there is a signal indicating an 
increased risk of febrile seizures, check if there is 
also an increased risk of fever, even if that by itself 
would not be of interest. 
9 Compare the results with other existing data sets, 
such as: Phase III clinical trials; Phase IV postmar-
keting trials; spontaneous adverse event reporting 
systems such as AERS and VAERS; and other obser-
vational data sets such as electronic health records 
from a different health plan. 
10 Collect more data. Continue the prospective 
monitoring of a drug –event pair even after a statis-
tical signal has been generated, to see if the effect 
size increases or decreases over time. Conduct a 
completely new study designed from scratch, such 
as a case –control study or a postmarketing rand-
omized trial. 

The future 

Sequential statistical methods have proved success-
ful for prospective near real -time postmarketing 

only adjust for the common and most important 
covariates as part of the sequential analyses, such 
as age, gender, seasonality, and study site, while the 
remaining drug –event-specifi c confounders are 
adjusted for in subsequent signal investigation 
studies, as needed. 
• In observational studies, there are many poten-
tial sources of bias, and all of them cannot be 
accounted for in a single sequential analysis. While 
multiple sequential analyses are sometimes run in 
parallel for the same drug –event pair, with different 
comparison groups, many detailed adjustments and 
sensitivity analyses are more conveniently left for 
the signal investigation phase. 

There are several approaches and methods 
available for investigating a statistical signal. 
Although a full description is beyond the scope 
of this chapter and further details are provided 
throughout this book, here we simply give a brief, 
general description of some of the most important 
and commonly used steps, 11,30,31,33,37 in approximate 
but not strict chronological order:
1 Check the basic data, including observed and 
expected counts. Compare with incidence and 
prevalence estimates from the literature. 
2 Tabulate descriptive statistics by age, gender, and 
study site. Compare drug utilization and event rates 
at the different study sites. Look at secular and 
seasonal trends. 
3 Check the computer code, including both the 
analysis code and the data generation code at each 
study site. Use the same data to do an equivalent 
non-sequential analysis, which should give similar 
risk estimates. 
4 Look at the time from initial drug exposure to 
the adverse event, using descriptive histograms. If 
there is no relationship between the drug and diag-
nostic event, these should be roughly uniformly 
distributed. Consider different risk windows. 
Formal statistical inference can be done using the 
temporal scan statistic, 52,53 which adjusts for the 
multiple testing inherent in the many different 
potential risk windows evaluated. 
5 Adjust for a different and larger set of potential 
confounders using standard non -sequential phar-
macoepidemiologic methods on the same data 
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Introduction 

The past two decades have witnessed an explosion of 
methodologic advances in the design and analysis of 
epidemiologic studies. Several of these contributions 
have been fundamental to the fi eld of epidemiology 
in general while others have arisen specifi cally from 
questions posed by pharmacoepidemiologic applica-
tions. Several of these advances have already played 
an important role in the conduct of research on drug 
effects, and will certainly take a greater place in future 
applications. In this chapter, we introduce some of 
these approaches with a focus on confounding 
control, one of the major methodologic challenges in 
drug safety and effectiveness research. 

We start out by describing a robust study design 
that will address several aspects of confounding 
control and other biases and point out critical deci-
sion points in the choice of study designs. Second, 
we describe effi cient sampling strategies within 
cohort studies (case –control, case –cohort, and two -
stage sampling) and self -controlled designs (case -
crossover and case -time-control designs) and how 
they will help reduce confounding bias. Third, we 
introduce several analytic methods that have 
gained wider use in pharmacoepidemiologic appli-
cations and others that only recently have made 
inroads into pharmacoepidemiology. 

Clinical problems to  be addressed 
by pharmacoepidemiologic
research 

Pharmacoepidemiologic analyses are in principle 
not different from analyses in any other subject 
area within epidemiology. They are concerned with 
valid estimation of associations between an expo-
sure and outcome, struggling with systematic 
and random error that may cloud causal conclu-
sions. Some issues specifi c to pharmacoepidemiol-
ogy stem from the constraints of the frequently 
used secondary data sources, in particular large 
electronic longitudinal health -care databases 
from insurance health plans, electronic medical 
records systems, or registries (see Chapters 11–18
and 21). Another difference is the often unusually 
direct interdependency of treatment choice with 
health status, severity of disease, and prognosis 
that may lead to strong, sometimes intractable, 
confounding by indication (see Chapter 37).1

Pharmacoepidemiologists try to reduce biases by 
appropriate choices of study design and analytic 
strategies. Challenges arise if not all confounder 
information is captured in the available data. This 
chapter provides an overview of selected options 
that fi t typical pharmacoepidemiologic data sources 
and study questions. 
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 In a cohort design, there are several advantages 
to identifying patients who start a new drug and 
begin follow - up after initiation, similar to a parallel 
group randomized controlled trial that establishes 
inception cohorts. As patients in both the study 
group and the comparison group have been newly 
started on medications, they have been evaluated 
by physicians who concluded that these patients 

  Methodologic  p roblems 
to  b e  a ddressed by 
 p harmacoepidemiologic  r esearch 

 The ready and relatively cheap availability of large, 
longitudinal, patient - level health - care databases 
make the new - user cohort design a natural design 
choice as a starting point that mimics the classical 
parallel group controlled trial, except of course for 
the randomized treatment assignment (Figure 
 47.1 ).  2   Effi cient sampling designs within such 
cohorts, including case – control, case – cohort, and 
two - stage sampling designs, are important exten-
sions to assess additional covariate information in 
a subset of patients. Such sampling usually provides 
no advantage if secondary data are the only source 
for exposure and covariate assessment because 
there is no additional cost or time to analyze the 
entire dataset rather than a subsample.  3     

 Bias can be reduced by appropriate design 
choices. Considerations about the sources for expo-
sure variation will lead to fundamental decisions 
on the appropriate study design. In a causal experi-
ment, one would theoretically expose a patient to 
an agent and observe the agent ’ s effect on his or 
her health, then rewind time, leave the patient 
unexposed, and keep all other factors constant to 
establish a counterfactual experience. Since this 
experiment is impossible, the next logical expan-
sion of the experiment is to randomly introduce or 
observe exposure variation within the same patient 
but over time (Figure  47.2 ). If we observe sporadic 
drug use resulting in fl uctuations of exposure status 
within a patient over time, if that drug has a short 
washout period, and if the adverse event of interest 
has a rapid onset, then we may consider a case -
 crossover design or related approaches (see below). 
Another option is random allocation of treatments 
between different patients. For most pharmacoepi-
demiologic studies, we will utilize variation in 
exposure among individual patients, and we will 
therefore apply a cohort study design. Any expo-
sure variation among higher - level entities (pro-
vider, region, etc.) can be exploited using 
instrumental variable analyses (described later in 
the chapter) if unrelated to patient characteristics 
either directly or indirectly.  4     

     Figure 47.1     Principle of the new user design and 
its variations when studying second - line therapies. 
 Reproduced from Schneeweiss   3   with permission from 
Wiley - Blackwell.  
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     Figure 47.2     Study design choice by source of exposure 
variation.  Reproduced from Schneeweiss   3   with permis-
sion from Wiley - Blackwell.  
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random, but rather is determined by progressing 
disease and treatment failure or by side effects that 
may be related to the study outcome. A fairer treat-
ment comparison may be achieved by comparing 
new switchers to the study drug with new switch-
ers to a comparison drug (Figure 47.1).

Even with appropriate designs, however, all 
observational pharmacoepidemiologic studies still 
must consider carefully how to approach the prob-
lems of potential confounding, in order to prevent 
bias. Approaches to addressing these methodologic 
challenges, and their limitations, will be the primary 
focus of this chapter. 

Currently  available solutions

The solutions available to minimize confounding in 
pharmacoepidemiologic database studies can be 
broadly categorized into: (i) approaches that collect 
more information on potential confounders and 
apply effi cient sampling designs to reduce the time 
and resources it takes to complete the study, and 
(ii) analytic approaches that try to make better use 
of the existing data with the goal of improved 
control of confounding. 

Effi cient  sampling designs within
a cohort study
In any cohort study, the cost, time, and resources 
necessary to collect data on all cohort members can 
be prohibitive. Even with cohorts formed from 
computerized databases, there may be a need to 
supplement and validate data with information 
from hospital records, medical records, and physi-
cian or patient interview questionnaires, with the 
goal of improved confounding control. When the 
cohort size is considerable, such additional data 
gathering can become a formidable task. Moreover, 
even if no additional data are needed, the data 
analysis of a cohort with multiple and time -
dependent drug exposures can become technically 
infeasible, particularly if the cohort size and number 
of outcome events are large. Finally, there are situ-
ations with multiple confounding factors that may 
require accurate matching rather than simply mod-
eling adjustment. 

might benefi t from the newly prescribed drug. This 
makes treatment groups more similar in character-
istics that might not be observable in the study 
database if medication use is not new. The clear 
temporal sequence of confounder adjustment 
before treatment initiation in an incident user 
design also avoids mistakenly adjusting for conse-
quences of treatment (intermediates) rather than 
predictors for treatment, a possible reason for over -
adjustment.5 Identifying two active treatment 
groups further reduces the chances of immortal 
time bias, a mistake that most frequently emerges 
if future records are used to defi ne earlier exposure 
status in health -care databases, particularly when 
defi ning a  “non-user” comparison group. 6 A 
common example of immortal time bias is to defi ne 
non-users as patients who have not used the 
study medication during the fi rst 6 months of 
follow-up. By defi nition these non -user patients 
cannot die during the fi rst 6 months of follow -up,
and therefore their inclusion can bias the fi ndings. 
Because of the well -defi ned starting point of incep-
tion cohorts, it is possible to assess whether and in 
what form hazards vary over time by stratifying on 
duration of treatment. Studying new users is also 
useful when studying newly marketed medica-
tions: the incident user design avoids comparing 
populations predominantly composed of fi rst -time
users of a newly marketed drug with a population 
predominantly composed of prevalent users of the 
old drug. Such a comparison would be prone to 
bias because patients who stay on treatment for a 
longer time may be less susceptible to the event of 
interest.7

A common criticism of the incident user design 
is that excluding prevalent users will restrict and 
thus reduce the study size, in some cases substan-
tially. 8 While this is true, researchers should be 
aware that by including ongoing (prevalent) users 
they might gain precision at the cost of validity. 9

Screening and identifying incident users in second-
ary databases is not costly except for a bit more 
computing time. In some situations, particularly 
studies of second -line treatments in chronic condi-
tions, we can only study patients who switch from 
one drug to another, as very few patients will be 
treatment naive. Such switching is often not 
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date. Drug exposure measures are then anchored 
at this index date. It is clear that Figures  47.3  and 
 47.4  produce distinct risk - sets for the same cases in 
the same cohort, as illustrated by the different sets 
of subjects crossed by the vertical broken line for 
the same case under the two forms of the cohort. 
In Figure  47.3 , for example, the fi rst chronological 
case to occur has in its risk - set only the fi rst six 
subjects to enter the cohort, while in Figure  47.4 , 
all 21 cohort members belong to its risk - set at the 
time that the fi rst case arises. While the second 
form based on disease duration is often used, 
because in pharmacoepidemiologic drug exposure 
can vary substantially over calendar time, the fi rst 

 To counter these constraints, designs based on 
sampling subjects within a cohort have been pro-
posed and applied successfully in pharmacoepide-
miology. These designs are based on the selection 
of all cases with the outcome event from the cohort, 
but differ in the selection of a small subset of  “ non -
 cases. ”  Generally, they permit the precise estima-
tion of relative risk measures with negligible losses 
in precision. Below, we discuss structural aspects of 
cohorts and present three sampling designs within 
a cohort, the nested case – control, the multitime 
case – control, and case – cohort designs. 

  Structures of  c ohorts 
 Figure  47.3  illustrates graphically a cohort of 21 
newly diagnosed diabetics over the period 1995 to 
2010. This cohort is plotted in terms of calendar 
time, with subjects ranked according to their date 
of entry into the cohort, which can correspond to 
the date of disease diagnosis or treatment initiation. 
Such  calendar - time cohorts  depict the natural chrono-
logical nature of the cohort accrual. An alternative 
depiction of this same cohort could be based on 
duration of disease (i.e., follow - up time from diag-
nosis or fi rst exposure to a drug), which may be 
more relevant to the drug effect under study. In this 
instance, the illustration given in Figure  47.4  for 
the same cohort, using follow - up time as the new 
time axis, is signifi cantly different from the previ-
ous one. In these  follow - up - time cohorts , the same 
subjects are ranked according to the length of 
follow - up time in the study with zero - time being 
the time of diagnosis or treatment start.   

 The question of which of the two forms one 
should use for the purposes of data analysis rests 
on one ’ s judgment of the more relevant of the two 
time axes, essentially the one for which the risk 
varies most over time, called the primary time axis, 
with respect to risk and drug exposure. This deci-
sion is important, since it affects the demarcation 
of  “ risk - sets, ”  which are fundamental to the analy-
sis of data from cohorts and consequently the sam-
pling designs within cohorts. A risk - set is formed 
by the members of the cohort who are at - risk of 
the outcome event at a given point in time, namely 
they are free of the outcome event and are members 
of the cohort at that point in time, called the index 

     Figure 47.3     Illustration of a calendar - time cohort of 21 
subjects followed from 1995 to 2010 with four cases ( • ) 
occurring and related risk - sets ( — ).  

Calendar time (years)

1995 2010

     Figure 47.4     Illustration of follow - up - time cohort repre-
sentation after rearranging the cohort in Figure  47.1  with 
the new risk - sets ( — ) for the four cases.  
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control more than once. A bias is introduced in the 
estimation of the relative risk if controls are forced 
to be selected only from the non - cases and subjects 
are not permitted to be used more than once in the 
nested case – control sample, since the control expo-
sure prevalence will be slanted to that of longer -
 term subjects who do not become cases during the 
study follow - up.  12   The magnitude of the bias 
depends on the frequency of the outcome event in 
the cohort; the more frequent the event the larger 
the potential for bias.   

 This property, leading to subjects possibly being 
selected more than once in the sample, may be 
challenging when the exposure and covariate 
factors are time dependent, particularly when 
the data are obtained by questionnaire where the 
respondent would have to answer questions regard-
ing multiple time points in their history. This issue 
arose in a study of the risks of severe adverse events 
in asthma associated with the use of inhaled beta -
 agonists.  13   A cohort of 12   301 asthmatics spanning 
the period 1978 – 1987 was identifi ed from the 
Saskatchewan Health computerized databases, of 
whom 129 were cases (death or near - death from 
asthma). A nested case – control approach was 
needed to permit the collection of additional data 
from hospital charts and questionnaires sent to all 
physicians who saw these patients. These addi-
tional data were time dependent, focusing on the 
2 - year period prior to the index (risk - set) date. A 
standard nested case – control sample of six controls 
per case, as described above, would have likely 
produced some case and control subjects who con-
tributed multiple times as controls in the sample. 
This would have added complexity to the ques-
tioned physicians who, for example, would have 
had to respond to questions about the same patient ’ s 
asthma severity in different 2 - year periods, a 
potentially confusing data collection scheme. In 
part to circumvent this diffi culty, the cohort was 
stratifi ed according to various potential confound-
ing factors, namely age, area of residence, social 
assistance, prior asthma hospitalization, and 
calendar date of entry into the cohort. This fi ne 
stratifi cation resulted in 129 mutually exclusive 
subcohorts, one leading to each case, and between 
two and eight controls per case (some risk - sets con-

form may be as relevant for the formation of risk -
 sets and data analysis as the second form. Regardless, 
an advantage of having data on the entire cohort 
is that the primary time axis can be changed accord-
ing to the study question, using calendar time for 
one analysis, duration of disease or drug exposure 
for another, with respective adjustment in the anal-
ysis for the effect of the other time axis.  

  The  n ested  c ase –  c ontrol  d esign 
 The notion of a nested case – control design within 
a cohort was fi rst introduced by Mantel,  10   who 
proposed an unmatched selection of controls and 
called it a synthetic retrospective study. It was 
developed further and formalized by Liddell  et al .  11   
in the context of a cohort study of asbestos expo-
sure and the risks of lung cancer and mortality. The 
modern nested case – control design involves four 
steps:
   1     defi ning the cohort time axis, as above;  
  2     selecting all cases in the cohort, i.e., all subjects 
with an outcome event of interest;  
  3     forming a risk - set for each case; and  
  4      randomly  selecting one or more controls from 
each risk - set.    

 Figure  47.5  illustrates the selection of a nested 
case – control sample from a cohort, with one control 
per case (1   :   1 matching). It is clear from the defi ni-
tion of risk - sets that a future case is eligible to be a 
control for a prior case, as illustrated in the fi gure 
for the fourth case (the circle occurring last in 
time), and that a subject may be selected as a 

     Figure 47.5     Nested case – control sample of one control 
( � ) per case ( • ) from the cohort in Figure  47.4 .  
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a priori by the study constraints, thus eliminating 
this option to increase the number of cases. 
However, although this general rule of an optimal 
4 :1 control -to-case ratio is appropriate in the 
majority of instances, one should be prudent when 
exposure to the drug under study is infrequent, or 
when several factors or other drugs are being 
assessed simultaneously. In these situations, the 
ratio could easily be required to increase to 10 or 
more controls per case. This was the case in two 
recent nested case –control studies, within a cohort 
of over 40 000 patients with rheumatoid arthritis, 
where 100 controls per case were used to obtain 
suffi ciently stable estimates of the rate ratios of 
serious hepatic events (N = 25 cases) and intersti-
tial lung disease (N = 74 cases) associated with the 
use of disease -modifying antirheumatic drugs 
(DMARD).17,18

Like the cohort, the nested case –control design 
is used primarily to conduct internal comparisons 
(within the cohort) between exposures to different 
drugs. At times, however, it is of interest to contrast 
exposure to drugs versus no exposure. This is not 
possible using methods for internal comparisons 
when all subjects in the cohort are exposed to the 
drugs under study. Instead, external comparisons 
are performed, comparing the rate of outcome in 
the cohort to that of an external population, with 
appropriate adjustment for only a few available 
ey factors, such as age, sex, and calendar time. The 
resulting measure is usually called the standardized 
mortality rate (SMR) or the standardized incidence 
rate (SIR). Techniques to estimate these measures 
using the full cohort are described in most text-
books of epidemiology. 15 Such techniques are not 
appropriate, however, in a nested case –control
design, because subjects are not a simple random 
sample from the cohort. Indeed, it is evident from 
Figure 47.3 that cohort members with the longest 
follow-up have a greater chance of being selected 
in the nested case –control sample, since they 
belong to all the risk -sets. The appropriate method 
to perform external comparisons using data from
a nested case –control design has been described. 19

It uses knowledge about the sampling structure 
to yield an unbiased estimate of the outcome 
event rate in the full cohort, thus permitting the 

tained only two eligible controls). Since each sub-
cohort contained a single risk -set (only one case) 
and the subcohorts were mutually exclusive, a 
selected subject was guaranteed to appear only 
once in the nested case –control sample. 

The analysis of data from a nested case –control
study must preserve the matched nature of the 
selection of cases and controls, particularly if the 
risk of the event changes with disease duration and 
drug exposure varies over time. The method of 
analysis is identical to that of a conventional 
matched case –control study, not nested within a 
cohort. The conditional logistic regression method 
for this design is appropriate, as it uses the risk -set
as the fundamental unit of analysis, in agreement 
with the proportional hazards model of the full 
cohort.14 Simple formulae exist to estimate the rela-
tive risk for 1 :1 matching. 15 When more than one 
control is matched to each case, however, statisti-
cal pack ages such as SAS, STATA, or R are required 
to fi t the necessary conditional logistic regression 
model.

The question of the required number of controls 
per case is important (see also Chapter 4). Although 
selecting one control per case will greatly simplify 
the data analysis, a large number of cases will be 
required to attain an acceptable level of power. 
Since the number of cases in the cohort is fi xed and 
cannot be increased to satisfy this requirement, 
the only remaining alternative is to increase the 
control-to-case ratio. Tables for determining the 
power for given numbers of controls are given in 
Breslow and Day, 16 and Appendix A in this book. 
It can be readily seen from these sample size tables 
that the gain in power is signifi cant for every addi-
tional control up to four controls per case, but 
becomes negligible beyond this ratio. For example, 
if we consider an exposure prevalence in the 
controls to be 30% and we target detecting a rela-
tive risk of 2 with 5% signifi cance and 80% power, 
the required numbers of cases are 122, 90, 74, 65, 
and 62, respectively, for 1 :1, 2 :1, 4 :1, 10 :1, and 
20 :1 control -to-case ratios. These translate to total 
study sizes (cases and controls combined) of 244, 
270, 370, 715, and 1302, with clear cost implica-
tions and related optimality decisions. Of course, 
the number of cases in a cohort is frequently fi xed 
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number of control time windows per subject from 
1 to 10 (taken as 10 control exposure measures, 
one for each of the 10 months prior to the index 
date) also improved the precision with a rate ratio 
of 1.99 (95% CI: 1.36 – 2.90).  

  The  c ase –  c ohort  d esign 
 The fi rst recognized application of a sampling 
design we currently call  case – cohort  was made by 
Hutchison,  22   in performing external comparisons of 
leukemia rates in patients treated by radiation for 
cervical cancer. It was ultimately developed and 
formalized by Prentice,  23   who coined the name 
 “ case – cohort. ”  Although recent, this design has 
already been used effectively in some drug risk 
studies.  24 – 27   The case – cohort design involves two 
steps:
   1     selecting all cases in the cohort, i.e., all subjects 
with an adverse event; and  
  2     randomly selecting a sample of predetermined 
size of subjects from the cohort, irrespective of case 
or control status.    

 Figure  47.6  depicts the selection of a case – cohort 
sample of six subjects from the illustrative cohort. 
Note that it is possible that some cases selected in 
step 1 are also selected in the step 2 sample, as 
illustrated in the fi gure for the third case.   

 The case – cohort design resembles a reduced 
version of the cohort, with all cases from the full 
cohort included. It can also be perceived as an 
unmatched version of the nested case – control 
design, with all cases compared with a random 

estimation of the necessary standardized relative 
measure with respect to the selected external 
population.  

  The  m ulti -  t ime  c ase –  c ontrol  d esign 
 The multi - time case – control design has been intro-
duced recently as an alternative strategy to improve 
the precision of the odds ratio in a case – control 
study with transient time - varying exposures, in a 
setting where increasing the number of control 
subjects is too costly. This approach is based on 
increasing the number of observations per control 
subject, by measuring drug exposure at many 
different points in time. Indeed, several case –
 control studies will collect extensive data on time -
 dependent exposures but use only a portion of 
these data in estimating the rate ratio. For example, 
the International Agranulocytosis and Aplastic 
Anemia Study (IAAAS) assessed the risk of agranu-
locytosis associated with the use of analgesics using 
a case – control study of 221 cases of agranulocytosis 
and 1425 controls.  20   While the study collected data 
on exposure for 4 weeks prior to the index date, 
only 1 - week ’ s worth of data was used in the analy-
sis. The multi - time case – control approach allows 
the use of all available exposure data during the 4 
weeks (i.e., four control person - moments) rather 
than only 1 - week (i.e., one control person -
 moment) to improve the precision of the odds ratio 
estimate, which must however be corrected for 
within - subject correlation. This design increases 
the number of control observations per case, thus 
potentially also increasing the power of the study 
without adding additional subjects.  21   For example, 
in a nested case – control study within a cohort of 
12   090 patients with chronic obstructive pulmo-
nary disease (COPD), there were 245 incident cases 
of acute myocardial infarction (AMI) that occurred 
during follow - up, for whom 1 and 10 controls per 
case were identifi ed.  21   The rate ratio of AMI associ-
ated with use of antibiotics in the month prior to 
the index date was 2.00 (95% CI: 1.16 – 3.44) with 
one control per case. The precision (as refl ected in 
the confi dence intervals) was improved by increas-
ing to 10 controls per case with a rate ratio of 2.13 
(95% CI: 1.48 – 3.05). Alternatively, keeping only 
one control patient per case, but increasing the 

     Figure 47.6     Case – cohort sample with six controls ( � ) 
from the cohort in Figure  47.4 .  
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The nested case –control design does have some 
advantages over the case –cohort design. The fi rst is 
the simplicity of power calculation, or equivalently 
sample size determination. The nested case –control
design is independent of the size of the cohort, 
while for the case –cohort design knowledge about 
overlap in risk -sets is essential, thus greatly com-
plicating these calculations. Second, data on time -
dependent exposure and covariates need only be 
collected up to the time of the risk -set for the 
nested case –control study, while the collection 
must be exhaustive for the case –cohort. Finally, 
despite the accessibility of software for data analysis 
of case –cohort data, these can quickly become sur-
passed and even infeasible with larger sample sizes 
and time -dependent exposures. In this situation, 
the nested case –control design, with its single risk -
set per case, is not only advantageous but also the 
only solution. A study of benzodiazepine use and 
motor vehicle crashes, initially designed as a case –
cohort study, had to be analyzed as a nested case –
control study because of technical limitations of the 
case–cohort analysis software and hardware. 31

Within-subject designs
When dealing with the study of transient drug 
effects on the risk of acute adverse events, Maclure 32

asserts that the best representatives of the source 
population that produced the cases would be the 
case subjects themselves: this is the premise of the 
case-crossover design. This is a design where com-
parisons between exposures are made within sub-
jects, thus signifi cantly attenuating the problem of 
confounding. An extension to the case -crossover
design, the case –time-control design, has been pro-
posed and is also presented here. 

The case-crossover design
The case -crossover study is simply a crossover 
study in the cases only. The subjects alternate at 
varying frequencies between exposure and non -
exposure to the drug of interest, until the adverse 
event occurs, which happens for all subjects in the 
study sample, since all are cases by defi nition. With 
respect to the timing of the adverse event, each case 
is investigated to determine whether exposure was 
present within the predetermined effect period, 

sample of the cohort used as controls though not 
at a specifi c person -moment. Although these 
aspects suggest a possible resemblance of the data 
analysis approach with either the established cohort 
or case –control methods, the techniques are in fact 
distinct, each requiring specifi c software. The 
method of analysis for a case –cohort sample is 
complex, as it must take into account the overlap 
of cohort members between successive risk -sets
induced by this sampling strategy. This handicap 
has severely limited the use of the case –cohort
design. However, a statistical software package 
called EPICURE 28 has been released, which includes 
a module for the analysis of case –cohort data. 
Simplifi cations to the analysis have been developed 
along with SAS programs. 29 These advances will 
facilitate and undoubtedly encourage the future 
use of the case –cohort design, which offers some 
interesting advantages over the nested case –control
design.28

The fi rst advantage of the case –cohort design is 
its capacity to use the same sample to study several 
different types of events. Indeed, the cases can be 
split into several subcategories and each can be 
analyzed with the same “control” subcohort. In 
contrast, the nested case –control design requires 
different control groups for each type of event 
because the selection depends on event times. For 
example, the beta -agonist risks nested case –control
study had two distinct control groups, one of size 
233 for the 44 asthma deaths, the other of size 422 
for the 85 asthma near -deaths.13 Another useful 
advantage is that the case –cohort design permits 
one to change the primary time axis of analysis 
from calendar to disease time and vice versa, 
depending on either the assumed model or the 
targeted outcome. This is not possible with the 
nested case –control study, where the primary time 
axis must be set a priori to permit the risk -set con-
struction. This is less of a problem in pharmacoepi-
demiology, however, where the cohort can be 
divided into subcohorts of successive calendar time, 
as was discussed earlier. Yet another example is its 
simplicity in sampling, which has advantages in 
both comprehensibility and computer program-
ming. Finally, external comparisons are simple to 
perform with the case –cohort approach. 30



876   Part V: Selected Special Methodologic Issues in Pharmacoepidemiology

fi cation of this time window can have important 
repercussions on the risk estimate, as we will show 
in the example below. Third, one must be able to 
obtain reliable data on the usual pattern of drug 
exposure for each case, over a suffi ciently long 
period of time (as discussed further below). For our 
example, we could seek the frequency of use of 
beta-agonists during the year preceding the adverse 
event.

We generated data for a hypothetical case -
crossover study of 10 asthmatic patients who expe-
rienced ventricular tachycardia. These were all 
queried (also hypothetically) regarding their use of 
two puffs of inhaled beta -agonist in the last 4 hours 
and on average over the past year. The data are 
displayed in Table  47.1. The fact of drug use within 
the effect period for the event classifi cation is 
straightforward. The usual frequency of drug use 
per year is converted to a ratio of the number of 
“at risk ” periods to the number of  “no risk ” periods, 
the total number of 4 -hour periods being 2190 in 
1 year. Thus, for example, the content of the 2 × 2
table for the fi rst case, who is not found to have 
been exposed in the prior 4 -hour period, is 
(0,1,365,1825), while for the second case, who is 
exposed, it is (1,0,6,2184). Using the Mantel –
Haenszel technique to combine the 10 2 × 2 tables, 
the estimate of relative risk is 3.0 (95% CI: 
1.2–7.6).

This method is sensitive to the specifi cation of 
the time window of effect. For example, if this 
effect period is in fact only 2 hours, then the data 
of Table  47.1 would be affected in two ways: some 
cases may not be considered exposed anymore, and 
the exposure probabilities will change. By consider-
ing as unexposed cases 2 and 4, for instance, who 
may have been exposed 3 hours before ventricular 
tachycardia, and recalculating the appropriate 
exposure probabilities, the relative risk becomes 2.0 
(95% CI: 0.3 –12.0). On the other hand, if this effect 
period is in fact 6 hours long, then the data of Table 
47.1 would be affected in two ways: some new 
cases may now be considered exposed, and the 
exposure probabilities will change. By considering 
as exposed cases 3 and 5, for instance, who may 
have been exposed 5 hours before ventricular tach-
ycardia, and recalculating the appropriate exposure 

namely within the previous 4 hours in our example. 
This occurrence is then classifi ed as having arisen 
either under drug exposure or non -exposure on 
the basis of the effect period. Thus, for each case, 
we have either an exposed or unexposed status, 
which represents for data analysis the fi rst column 
of a 2 × 2 table, one for each case. Since each case 
will be matched to itself for comparison, the analy-
sis is matched and thus we must create separate 
2 × 2 tables for each case. 

With respect to control information, the data on 
the average drug use pattern are necessary to deter-
mine the typical probability of exposure during the 
time window of effect. This is done by obtaining 
data for a suffi ciently stable period of time. In our 
example, we may fi nd out the average number of 
times a day each case has been using beta -agonists
(two inhalations of 100 μg each) in the past year. 
Note that there are six 4 -hour periods (the duration 
of the effect period) in a day. Such data will deter-
mine the proportion of time that each asthmatic is 
usually spending time in the effect period and thus 
potentially “at risk ” of ventricular tachycardia. This 
proportion is then used to obtain the number of 
cases expected on the basis of time spent in these 
“at risk ” periods, for comparison with the number 
of cases observed during such periods. This is done 
by forming a 2 × 2 table for each case, with the 
corresponding control data as defi ned above, and 
combining the tables using the Mantel –Haenszel
technique as described in detail by Maclure. 32

To carry out a case -crossover study, three critical 
points must be considered. First, the study must 
necessarily be dealing with an acute adverse event 
that is alleged to be the result of a transient drug 
effect. Thus, drugs with chronic or regular patterns 
of use which vary only minimally between and 
within individuals are not easily amenable to this 
design. Nor are latent adverse events, which only 
occur long after exposure. Second, since a transient 
effect is under study, the effect period (or time 
window of effect) must be precisely determined. 
For example, in a study of the possible acute car-
diotoxicity of inhaled beta -agonists in asthmatics, 
this effect period can be determined to be 4 hours 
after having taken the usual dose of two inhala-
tions of 100 μg of the product. An incorrect speci-
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bias, which occurs when controls are not repre-
sentative of the base population from which the 
cases arose. However, the case was inevitably dif-
ferent during the time period when they took the 
drug, from the time period when they did not take 
the drug. Thus, in this design, confounding by indi-
cation can be severe. However, although such 
control selection bias (in the usual control sense) is 
eliminated, case selection bias could be present if 
case selection is related to the exposure under 
study. Information bias resulting from the differen-
tial quality of recent and past drug exposure data 
can be a concern but less so if one uses drug expo-
sure data from computerized databases. However, 
this design requires very precise knowledge of 
when a drug was actually taken, often a very dif-
fi cult task in computerized databases, especially 
with drugs that are taken intermittently, exactly 
when this design could be useful. Finally, the case -
 crossover design is intended to be used with tran-
sient exposures; otherwise estimates will be biased 
towards the null, as was shown empirically in a 
case - crossover study of the effects of long half - life 
benzodiazepines and the risk of motor vehicle 
crashes (MVC) in the elderly.  33   There were 5579 
cases of MVC identifi ed from the Province of 

probabilities, the relative risk becomes 5.0 (95% CI: 
2.0 – 12.2). The difference in the magnitude of the 
risk and the corresponding statistical signifi cance 
between the various scenarios is indicative of the 
importance of the need for an accurate specifi ca-
tion of the length of the effect period. 

 This method is valuable when studying an acute 
adverse event that is alleged to be the result of a 
transient drug effect. Consequently, it excludes the 
study of drugs with regular patterns of use that 
vary minimally within individuals or adverse 
events which can only result from long extended 
exposure. Moreover, the case - crossover design 
requires precise knowledge about the effect period 
(or time window of effect), although the latter can 
be varied to investigate the optimum window to 
use. The design is also very useful when the selec-
tion of controls in the usual sense is uncertain. A 
signifi cant advantage of this design is that it elimi-
nates the problem of confounding by factors that 
do not change over time. It cannot, however, easily 
address the problem of confounding by factors that 
do change over time. In this instance, time -
 dependent data will be required for such confound-
ers, a possibly diffi cult task. The case - crossover 
design is automatically free of control selection 

  Table 47.1    Hypothetical data for 10 subjects with ventricular tachycardia included in a case - crossover study of the 
risk of ventricular tachycardia in asthma associated with the 4 - hour period after beta - agonist exposure  

   Case number     beta - agonist use in 
last 4 hours  *   
 (E i )  

   Usual beta - agonist 
use in last year  

   Periods of exposure 
 (N 1i )  

   Periods of no exposure 
 (N 0i )  

  1    0    1/day    365    1825  
  2    1    6/year    6    2184  
  3    0    2/day    730    1460  
  4    1    1/month    12    2178  
  5    0    4/week    208    1982  
  6    0    1/week    52    2138  
  7    0    1/month    12    2178  
  8    1    2/month    24    2166  
  9    0    2/day    730    1460  
  10    0    2/week    104    2086  

    *      Inhalations of 200    μ g: 1    =    yes, 0    =    no.  

  Note: rate ratio estimator is   ( )/ ) )∑ ∑ −E N ( ( E Ni i i i0 11    
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study conducted to investigate the risks associated 
with the use of inhaled beta -agonists in the treat-
ment of asthma. Using a cohort of 12 301 asthmat-
ics followed during 1980 –87, 129 cases of fatal or 
near -fatal asthma and 655 controls were identifi ed. 
The amount of beta -agonist used in the year prior 
to the index date was used for exposure. Table  47.2
displays the data comparing low (12 or less canis-
ters per year) with high (more than 12) use of 
beta-agonists. The crude odds ratio for high beta -
agonist use was 4.4 (95% CI: 2.9 –6.7). Adjustment 
for all available markers of severity, such as oral 
corticosteroids and prior asthma hospitalizations as 
confounding factors, lowers the odds ratio to 3.1 
(95% CI: 1.8 –5.4), the “best” estimate one can 
derive from these case –control data using conven-
tional tools. 

To apply the case –time-control design, exposure 
to beta -agonists was obtained for the 1 -year current 
period and the 1 -year reference period prior to the 
current period. First, a case -crossover analysis was 
performed using the discordant subjects among the 
129 cases, namely the 29 who were current high 
users of beta -agonists and low users in the refer-
ence period, and the nine cases who were current 
low users of beta -agonist and high users previously. 
This analysis is repeated for the 655 controls, of 
which there were 90 discordant in exposure; that 
is, 65 were current high users of beta -agonists and 
low users in the reference period, and 25 were 

Quebec, Canada, computerized databases. The 
case-crossover approach applied to all cases did not 
show any effect (OR 0.99; 95% CI: 0.83 –1.19).
However, among the cases restricted to subjects 
with four or fewer prescriptions fi lled in the previ-
ous year (transient use), the odds ratio was 1.53 
(95% CI: 1.08 –2.16). Thus, it is important to verify 
this assumption of transient exposure, which may 
not be met in practice for drug therapies that are 
given for chronic conditions. This approach has been 
used successfully in several studies. 34–38 A cohort 
version has also been adapted for application to the 
risk assessment of vaccines (see Chapter 46).39

The case–time-control design
One of the limitations of the case -crossover design 
is the assumption of the absence of a time trend in 
the exposure prevalence. An approach that adjusts 
for such time trends is the case –time-control
method. By using cases and controls of a conven-
tional case –control study as their own referents, 
the case – time - control design attempts to limit the 
biasing effect of unmeasured confounding factors, 
such as drug indication, while addressing the time 
trend assumption. 40 The method is an extension of 
the case -crossover analysis that uses, in addition to 
the case series, a series of control subjects to adjust 
for exposure time trends. 

The approach is illustrated with data from the 
Saskatchewan Asthma Epidemiologic Project, 13 a 

Table 47.2 Illustration of a case -time-control analysis of data from a case –control study of 129 cases of fatal or 
near -fatal asthma and 655 matched controls, and current beta -agonist use 

Cases Controls OR 95% CI 

high low high low

Current beta -agonist use (case –control) 93 36 241 414 3.1* 1.8–5.4
Discordant† use (case -crossover) 29 9 3.2 1.5–6.8
Discordant† use (control -crossover) 65 25 2.6 1.6–4.1
Case-time-control 29 9 65 25 1.2 0.5–3.0

* Adjusted estimate from case –control analysis. 
† Discordant from exposure level during reference time period. 
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ates in an effi cient way even if the study outcome 
is rare, which is frequent in pharmacoepidemiol-
ogy. 51 Estimating the propensity score using logistic 
regression is uncomplicated. Strategies for variable 
selection are well described. 52 Variables that are 
only predictors of treatment choice but are not 
independent predictors of the study outcome will 
lead to less precise estimates and in some extreme 
situations to bias. 53 Selecting variables based on  p-
values is not helpful as this strategy dependents on 
study size, and different variables would be selected 
or unselected for confounding adjustment if the 
study size changes, although the confounding 
effect of each variable may remain unchanged. 
Once a propensity score is estimated based on 
observed covariates there are several options to 
utilize it in a second step to adjust confounding. 
Typical strategies include adjustment from quintiles 
or deciles of the score with or without trimming, 
regression modeling of the PS, or matching on pro-
pensity scores. 54 Matching illustrates the working 
of propensity scores well. 

Fixed ratio matching on propensity scores like 
1 :1 or 1 :4 matching has several advantages that 
may outweigh its drawback of not utilizing the full 
dataset in situations where not all eligible patients 
match. Such matching will exclude patients in the 
extreme PS ranges where there is little clinical 
ambivalence in treatment choice; we therefore see 
little or no overlap in data (Figure 47.7). These tails 
of the PS distribution often harbor extreme patient 
scenarios that are not representative for the major-
ity in clinical practice and keeping them in the 
analyses may lead to clinically less relevant fi nd-
ings.55,56 Trimming the extremes of the propensity 
score distributions is a data restriction strategy that 
generally will increase internal validity of fi ndings. 57

Another advantage is that the multivariate balance 
of potential confounders can be demonstrated by 
cross-tabulating observed patient characteristics by 
actual exposure status after fi xed ratio matching. 
Matching in cohort studies does not require matched 
analyses, which simplifi es the effect estimation to 
simple bivariate analyses. 1 : r matching allows con-
sideration of all overlapping patients in the analysis 
but in variable ratio matching the matching sets 
need to be preserved in the analysis to avoid bias. 

current low users of beta -agonists and high users 
previously. The case –time-control odds ratio, using 
these discordant pairs frequencies for a paired -
matched analysis, is given by (29/9)/(65/25) = 1.2
(95% CI: 0.5 –3.0). This estimate, which excludes 
the effect of unmeasured confounding by disease 
severity, indicates a minimal risk for these drugs. 

The case –time-control approach can provide an 
unbiased estimate of the odds ratio in the presence 
of confounding by indication, despite the fact that 
the indication for drug use (in our example, intrin-
sic disease severity) is not measured, because of the 
within-subject analysis. It also controls for time 
trends in drug use. Nevertheless, its validity is 
subject to several assumptions, including the 
absence of time -dependent confounders, such as 
increasing asthma severity over time (an important 
problem, since new drugs may be more likely to be 
implemented when disease is most severe), so that 
caution is recommended in its use. 41,42 This 
approach has been used successfully in several 
studies.43–48

Analytic approaches for  improved 
confounding control 
Balancing patient characteristics
Confounding caused by imbalance of patient risk 
factors between treatment groups is a known threat 
to validity in non -randomized studies of treatment 
effects. A litany of options for reducing confound-
ing is available to epidemiologists. 49,50 Several 
approaches fi t key characteristics of longitudinal 
health-care databases well and address important 
concerns in pharmacoepidemiologic analyses. 

Propensity score analyses
Propensity score analysis has emerged as a conven-
ient and effective tool for adjusting large numbers 
of confounders. In an incident user cohort design, 
a propensity score (PS) is the estimated probability 
of starting medication A versus starting medication 
B, conditional on all observed pretreatment patient 
characteristics. Such prediction of treatment choice 
based on pre -existing patient characteristics fi ts 
the structure of the incident user cohort design. 
Propensity scores are known as a multivariate bal-
ancing tool that balance large numbers of covari-
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 It has been shown that on average multivariate 
covariate balance will be achieved between treat-
ment groups when matching on propensity score.  58   
If the treatment decision process can be modeled 
well with observed patient characteristics, a result-
ing propensity score may lead to substantial or 
even full separation of treated and untreated 
patients (Figure  47.8 A).  59   This means that for 
patients initiated on a study drug, very few patients 
initiated on a comparison drug could be identifi ed 
who had the same propensity for treatment given 
the observed patient characteristics. This would 
leave few comparable patients for analysis. In other 
words, treatment choice would be almost deter-
ministic; little random treatment choice or empiri-
cal equipoise would be left in the prescribing 
decision that could be exploited for inference about 
the drug effect.   

 Consider the comparison of a fi xed combination 
of ezetimibe and simvastatin versus simvastatin 
alone and their effect on coronary events as an 
example of such a situation. Assume that a health 
plan that provides the study data covers a ezetimibe/ 
simvastatin combination only if LDL and HDL 
levels have crossed certain thresholds: every patient 
below those thresholds will use simvastatin alone. 
The LDL and HDL levels therefore become strong 
if not perfect determinants of treatment choice, and 
including them in the propensity score estimation 

Analytic techniques that condition on the matching 
sets and may be used in this setting include condi-
tional logistic regression or stratifi ed Cox regression, 
depending on the data model.   

      Figure 47.7     Two hypothetical propensity score distribu-
tions before and after matching: (A) Before matching: two 
propensity score distributions partially overlap indicating 
some similarities between the comparison groups in a 
multivariate parameter space. (B) After 1   :   1 matching on 
propensity score: not all patients found matches that were 
similar enough in their multivariable characteristics. 
Areas of non - overlap between propensity score distribu-
tions drop out entirely. Arrow, for each treated patient a 
person in the comparison group is identifi ed with a 
similar propensity score.  Reproduced from Schneeweiss   3   
with permission from Wiley - Blackwell.  
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      Figure 47.8     Multivariate propensity score distributions 
with varying degrees of overlap as a diagnostic tool.  
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applied.61 Of importance, PS analyses still can only 
adjust for measured variables, although they can 
be used to adjust for many at the same time. 
Further, one loses the ability to see the effects of 
adjusting for one variable at a time. 

In situations where exposure is rare, disease risk 
scores, an alternative to propensity score analysis, 
might be more suitable. 62,63 They estimate the asso-
ciation between patient factors and the study 
outcome in an unexposed population using multi-
variate regression and summarize the relationship 
in each patient ’s estimated probability of the 
outcome independent of exposure. 

Focusing on the analysis of comparable
patients
Restriction is a common and effective analytic tool 
to make drug user groups more comparable by 
making populations more homogeneous, which 
leads to less residual confounding. 8 Some restric-
tions are quite obvious since they are made by 
explicit criteria, for example limiting the study 
population to elderly patients with dementia to 
study the safety of antipsychotic medications used 
to control behavioral disturbances in this popula-
tion. Other restrictions are more implicit and 
blur the line between design choices and analytic 
strategies to reduce confounding. It is important 
for pharmacoepidemiologists to understand the 
reasons for specifi c restrictions and their implica-
tions for the generalizability of fi ndings. 

Choice of  c omparator  g roup.   Picking a comparator 
group is arguably the most fundamental choice in 
a pharmacoepidemiologic study design and may 
infl uence results substantially. Ideally, we want to 
restrict the comparison population to patients who 
have the identical indication as the users of the 
study agent in routine care. Rosiglitazone and 
pioglitazone are such a medication pair. They were 
marketed around the same time, were both indi-
cated for second -line treatment of diabetes, come 
from the same class of compound, and in the early 
marketing phase were thought to have a similar 
effectiveness and safety profi les. This should 
make treatment choice largely random with regard 
to patient characteristics and treatment groups 

will lead to substantial or complete separation of 
the PS distributions of the two treatment groups. 
As a ezetimibe/ simvastatin combination continues 
to be marketed it will be used less selectively by 
more and more patients. Consequently, the pro-
pensity score distributions will overlap more and 
more as a sign that more patients are subject to 
treatment equipoise (Figure 47.8B and C). 

If strong separation of PS distributions is 
observed, it means that the specifi c comparison 
cannot be made validly in the study population. In 
the above example, all ezetimibe and simvastatin 
users have high LDL level and hardly any simvas-
tatin users have a comparable LDL level. Therefore, 
very few comparable patients are available for valid 
inference. This is not a limitation of the method, 
but rather a very insightful multivariate diagnostic 
describing the limitations inherent in a study popu-
lation. The corresponding effect estimates from 
conventional multivariate outcome models will 
have substantial imprecision, refl ecting the fact that 
few patients contribute to the estimation despite a 
large study size. Investigators may want to recon-
sider the comparison agent and choose a more 
comparable drug or use another study population 
where there is less treatment separation in clinical 
practice.

In summary, propensity score analyses are con-
venient tools to adjust for many covariates when 
study outcomes are rare. Extensive confounding 
adjustment is central in most pharmacoepidemio-
logic applications and in secondary health -care
databases we can often defi ne many covariates in 
an effort to reduce the limitation of unobserved or 
under -observed patient characteristics. As such PS 
analyses fi t the needs of pharmacoepidemiologists 
working with longitudinal claims data well. In con-
trast to traditional outcome models, PS analyses 
allow the investigator to demonstrate the covariate 
balance achieved in the fi nal study sample. PS esti-
mation is well developed for comparing two agents 
using logistic regression to predict treatment choice. 
When more than two agents or several dose cate-
gories are compared, polytomous regression models 
are used to estimate the propensity score 60 and 
either pragmatic pairwise matching to a common 
reference group or multidimensional matching is 
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Unobserved patient characteristics and 
residual confounding
Once a study is implemented, strategies to reduce 
confounding further are limited to observable 
disease risk factors. Secondary data, like electronic 
health-care databases, often lack critical details on 
health state and risk factors, which leads to residual 
confounding if left unadjusted. 

Proxy adjustment
Longitudinal electronic health -care databases are as 
much a description of medical sociology under 
fi nancial constraints as they are records of delivered 
health care and can be analyzed as a set of proxies 
that indirectly describe the health status of patients. 64

This status is presented through the lenses of health -
care providers recording their fi ndings and inter-
ventions via coders and operating under the 
constraints of a specifi c health -care system. On 
several steps along the way, weighting of medical 
evidence and treatment options occurred; these are 
not observable in claims data but collectively 
resulted in a measurable action. A measured action 
like the fi lling of a medication has a clear interpreta-
tion but such interpretations are not always pos-
sible. In fact, in most cases we cannot determine 
the exact interpretation, but an exact interpretation 
may not be required for effective confounder adjust-
ment. For example, old age serves as a proxy for 
many factors, including co -morbidity, frailty, and 
cognitive decline; use of an oxygen canister is a sign 
of frail health; having regular annual check -ups is 
indicative of a health -seeking lifestyle and increased 
adherence. Adjusting for a perfect surrogate of an 
unmeasured factor is equivalent to adjusting for the 
factor itself. 65 The degree to which a surrogate is 
related to an unobserved or imperfectly observed 
confounder is proportional to the degree to which 
adjustment can be achieved. 66,67 Frequently used 
proxies in pharmacoepidemiologic analyses are the 
number of prescription drugs dispensed, the number 
of physician visits, and hospitalizations before the 
index drug exposure. Such measures of health -care
intensity are useful proxies for general health and 
access to care and have been shown to meaningfully 
help adjust for confounding. 68

comparable by design, resulting in almost overlap-
ping propensity score distributions and little con-
founding. In individual situations it may be that 
rosiglitazone-preferring physicians may treat less 
sick patients or independently produce better 
health outcomes in comparable patients. However, 
these physicians may or may not average out with 
similar pioglitazone -preferring physicians in this 
setting of treatment equipoise. As indications are 
usually recorded unreliably and frequently go 
beyond the labeled indications, picking a compari-
son drug that implicitly has the identical indication, 
if available, is usually more fruitful. 

Limiting to  i ncident  u sers.   By restricting the study 
population to new users of the study agent or a 
comparator agent we implicitly require that both 
groups have been recently evaluated by a physi-
cian. Based on this evaluation the physician has 
decided that the indicating condition has reached a 
state where a pharmacologic treatment should 
be initiated. Therefore, such patients are likely to 
be more similar in observable and unobservable 
characteristics than comparing incident users 
versus non -users or versus ongoing users of another 
drug.

Matching on  p atient  c haracteristics.   Multivariate pro-
pensity scores demonstrate areas of non -overlap
where no referent patients with comparable base-
line characteristics can be identifi ed. It is recom-
mended to remove those patients from the analysis 
as they are not contributing to the estimation and 
may introduce bias. Such a restriction can be 
achieved by trimming these patients from the study 
population57 (see Figure  47.7B) or by matching 
patients on the propensity score or on specifi c key 
patient characteristics of importance. 

While restriction is an important tool to improve 
internal validity it will reduce generalizability of 
fi ndings. 9 However, in pharmacoepidemiology we 
usually place higher value on internal validity even 
if that comes at the price of reduced external valid-
ity. Investigators will need to be aware of this trade-
off and make choices accordingly. 9
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Proxy adjustment can be exploited by algo-
rithms that systematically search through recorded 
codes for diagnoses, procedures, equipment pur-
chases, and prescription drug dispensings before 
the initiation of study drug use to identify potential 
confounders or proxies thereof. The hundreds of 
proxies that will be identifi ed can then be adjusted 
for in a large propensity score model. Collinearity 
may likely occur but is irrelevant, as the individual 
parameters estimated in the large propensity score 
regression will not be interpreted but only used for 
predicting treatment. 51 Such a high -dimensional
propensity score approach has been empirically 
shown to improve confounding adjustment in 
many settings, although it is not yet fully evalu-
ated. Although, adjusting for variables that are only 
related to the exposure and not to the outcome (an 
instrumental variable) could theoretically intro-
duce bias, 53 in practical scenarios the advantage of 
adjusting for potential confounders outweighs the 
risk of adjusting for the rare instrument according 
to a recent simulation study. 69 The challenge 
remains that, empirically, it is very diffi cult to know 
with enough certainty whether a variable is a con-
founder or an instrument. 

Exploiting random aspects in treatment
choice via instrumental variable analysis
As explained above, we are interested in identify-
ing residual random exposure variation after 
adjusting for observable confounders in order to 
more completely account for residual confounding. 
However, in secondary data such as longitudinal 
claims databases, electronic medical records, or reg-
istries, not all clinically relevant risk factors of the 
outcome may be recorded. To attempt to address 
this limitation, we can try to identify naturally 
occurring, quasirandom treatment choices in 
routine care. Factors that determine such quasiran-
dom treatment choices are called instrumental 
variables (IVs), and IV analyses can result in unbi-
ased effect estimates even without observing all 
confounders if several assumptions are fulfi lled 
(discussed further below). 

An instructive example of an instrument is a 
hospital drug formulary. Some hospitals list only 

drug A for a given indication and other hospitals 
list only drug B. It is a reasonable assumption that 
patients do not choose their preferred hospital based 
on its formulary but rather based on location and 
recommendation. Therefore, the choice of drug A 
versus drug B should be independent of patient 
characteristics in the hospitals with these restricted 
formularies. Thus, comparing patient outcomes 
from drug A hospitals with patient outcomes from 
drug B hospitals should result in unbiased effects 
of drug A versus drug B, using the appropriate 
analytic tools. An example of such a study is one 
on the risk of death from aprotinin, an antifi brino-
lytic agent given to reduce bleeding during cardiac 
surgery. 70 The study identifi ed surgeons who always 
used aprotinin and compared their outcomes to 
surgeons who always used aminocaproic acid, an 
alternative drug. If physician skill level and perform-
ance are on average equal between institutions, 
independent of drug use, this will result in valid 
fi ndings. On the other hand, of course, such an 
assumption may not be valid, for example if aca-
demic hospitals allow less restrictive formularies, 
are more likely to see sicker patients, and have 
skilled physicians, all of which may be true. 

Instrumental variable analyses rely on the iden-
tifi cation of a valid instrument, a factor that is 
assumed to be related to treatment, but neither 
directly nor indirectly related to the study outcome. 
As such, an IV is an observed variable that causes 
(or is a marker of) variation in the exposure similar 
to random treatment choice. Typically the follow-
ing three assumptions need to be fulfi lled for valid 
IV estimation: (i) an IV should affect treatment or 
be associated with treatment choice by sharing a 
common cause —the strength of this association is 
also referred to as the instrument strength; (ii) an 
IV should be a factor that is as good as randomly 
assigned, so that it is unrelated to patient charac-
teristics; and (iii) an IV should not be related to the 
outcome other than through its association with 
treatment. As such, an IV analysis sounds very 
much like a randomized trial with non -compliance.
The fl ip of a coin determines the instrument status 
(treat with A vs. treat with B) and the amount of 
random non -compliance determines the strength 
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adjustment for observed patient characteristics and 
general quality of care,  79,80   sicker patients may still 
cluster in coxib - preferring practices and be associ-
ated with GI bleed, which would invalidate the IV 
analysis. Stuckel  et al .  75   used regional variation in 
the rate of cardiac catheterization (IV status    =    high 
vs. low rate) to estimate its effect on post - MI mor-
tality. While this regional preference instrument 
was weaker than the physician prescribing prefer-
ence, it was argued that the instrument was more 
valid as it is less likely that patients would move to 
another region to receive the preferred care than 
simply switching their physician. 

 An IV analysis is technically fairly straightfor-
ward once all IV assumptions are fulfi lled. In the 
case of a dichotomous instrument (Z) and exposure 
(X), the classic IV estimator is:

   βIV

E Y Z E Y Z

E X Z E X Z
=

=[ ] − =[ ]
=[ ] − =[ ]

1 0

1 0
,  

  where Y is the study outcome and   β   is a measure 
of the effect of X on Y.  81   The numerator of this 
estimator is the effect of the instrument status 
(coxib - preferring physician vs. not) on the outcome 

of the instrument. In non - randomized research, 
however, identifying valid instruments is diffi cult 
and successful IV analyses are infrequent. In prin-
ciple, treatment preference can be infl uenced by 
time if treatment guidelines change rapidly and 
substantially. A comparison of patient outcome 
before versus after a sudden change in treatment 
patterns may then be a reasonable instrument.  71,72   
Table  47.3  summarizes a list of some published IV 
analyses in health care.   

 More commonly, IV analyses utilize individual, 
local, or regional treatment preferences. For 
example, Brookhart  et al . used physician prescrib-
ing preference to study the effect of analgesic treat-
ment with Cox - 2 selective inhibitors (coxibs) 
versus non - selective NSAIDs (nsNSAID) on the risk 
of upper gastrointestinal (GI) bleed.  74   Many varia-
tions in defi ning this preference were tested and a 
reasonable instrument implementation turned out 
to be the same physician ’ s analgesic prescription 
(IV status    =    coxib vs. nsNSAID) to the previous 
patient who needed an analgesic.  78   The authors 
could demonstrate that such preference is a fairly 
strong instrument compared to instruments often 
used in economics. However, despite additional 

  Table 47.3    Selected examples of instrumental variable analyses in clinical epidemiology 

   Instrument group     Instrument type     Examples  

  Sudden changes in treatment 
preference over time  

  Regulatory or coverage 
interventions  

  Johnston  et al.  Beta - blocker use after heart 
failure hospitalization before and after 1998  71    

      Innovations and rapid 
adoption  

  Juurlink  et al.  Triamterene use in patients w/ 
hypertension before and after the RALES trial  72    

  Provider treatment preference    Distance to specialist 
provider  

  McClellan  et al.  Distance to cardiac cath lab 
facility in patients with acute MI  73    

      Physician prescribing 
preference (PPP)  

  Brookhart  et al.  Physician ’ s treatment initiation 
choice to the preceding patient  74    

      Regional treatment 
preference  

  Stukel  et al.  Variation if cardiac catheterization 
rates in 530 US regions in patients with MI  75    

      Hospital formulary/surgeon 
treatment preference  

  Schneeweiss  et al.  Cardiac surgeons who always 
use aprotinin as antifi brinolytic agent  70    

      Medication co - payment 
level  

  Cole  et al.  Medication copayment level in 
patients with heart failure and adherence  76    

      Dialysis center preference    Thamer  et al.  Epo dosing by non - profi t vs. 
for - profi t dialysis centers  77    
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sample and observe among a small number of 
patients detailed information on potential con-
founders (see sections above). A common version 
thereof is the nested case –control design or the 
case–cohort design where only a sample of controls 
or a sample of exposed and unexposed will be used 
to collect detailed confounder information. Eng 
et al. demonstrated the use of a case –cohort design 
embedded in a much larger claims -based analysis. 83

The two -stage sampling approach samples patients 
according to their exposure and outcome status 
simultaneously and then reweights fi ndings. 84

Collet et al. demonstrated two -stage sampling in a 
Canadian health -care database. 85

From the perspective of secondary database 
studies, all these approaches can be described as 
internal validation studies, as patients are identifi ed 
within the underlying study cohort and then con-
tacted to retrieve more details on patient character-
istics.86 The advantage of these approaches is that 
they are tailored towards the specifi c question at 
hand, that is the sampling as well as the confounder 
information of interest can be defi ned by the inves-
tigator. However, these approaches are operation-
ally not necessarily effi cient ways to collect 
information. They are often time consuming since 
patients need to be identifi ed and information 
needs to be collected. An alternative approach is to 
utilize detailed confounder information that was 
already collected and now needs to be tied into 
the adjusted analysis of the main study cohort, as 
described below. 

If additional information is available elsewhere, 
for example a routinely conducted survey of a rep-
resentative sample of the main database study, such 
external data sources can be used for reducing 
residual confounding under certain assump-
tions.87,88 For example, each year the Medicare 
Current Benefi ciary Survey routinely studies a rep-
resentative sample of Medicare benefi ciaries to 
measure a wide variety of characteristics that are 
not captured in Medicare claims data, for example 
limitations in activities of daily living, 89 cognitive 
impairment, and physical impairments. 90 If such 
surveys are truly representative of the study cohort 
and data are already collected then such external 
adjustment has the advantage of being much faster 

measured as a risk difference. The denominator is 
the association between instrument status and 
actual treatment and is a measure of the strength 
of an instrument. In the case where the instrument 
perfectly predicts the treatment (e.g., in the example 
of a restrictive hospital formulary), then the 
denominator is 1 and the IV estimator will be iden-
tical to the na ïve risk difference estimate. As the 
instrument gets weaker, the denominator shrinks 
and the IV estimator increases relative to the na ïve
risk difference estimate. The denominator is some-
times called a rescaling parameter as it scales up the 
naïve risk difference estimate. 

In practice, IV analyses use two -stage regression 
models that allow additional adjustment for multi-
ple observed characteristics. These can be linear 
models to estimate risk differences or non -linear
models for risk ratio estimation. 82 Brookhart  et al.
have suggested several empirical tests to investigate 
the quality of an instrument in health -care effec-
tiveness research. 4 However, such strategies cannot 
test all assumptions and only help to rule out unsat-
isfactory IVs rather than confi rm valid IVs. 
Fundamentally, the price of potentially unbiased 
estimation in IV analyses are the ultimately untest-
able assumptions that the authors will have to argue 
based on substantive knowledge and some empirical 
data. Because of the two -stage estimation, IV analy-
ses are generally less precise which can, in some 
situations, severely reduce their utility for decision 
making. Users should also be cautioned that IV 
inference is based on those “marginal” patients 
whose treatment decision is infl uenced by the IV 
status. This concept is somewhat similar to propen-
sity score analyses where only patients in the over-
lapping area of propensity score distributions 
contribute to the multivariate analysis. The IV anal-
yses make an assumption of random treatment 
choice based on the nature of the health -care system 
while propensity score estimation is trying to utilize 
unexplained random treatment variation that is left 
after adjusting for all measured confounders. 

Supplementing database studies with 
clinically rich data on potential confounders 
Resources and time permitting, another strategy to 
mitigate residual confounding is to identify a sub-
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independent RR of the unmeasured confounder on 
the disease outcome ( RR CD  ), and the prevalence of 
the confounder in both drug exposure categories 
( P C|E  ):   15  

   
RR

RR

P RR

P RR

adj
unadj

C E CD

C E CD

=
−( ) +
−( ) +

⎡

⎣
⎢

⎤

⎦
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=

=

1

0

1 1

1 1

  

 A recent cohort study could not fi nd the expected 
association between use of TNF alpha inhibitors, an 
immunomodulating agent, in treating rheumatoid 
arthritis, and the incidence of serious bacterial 
infections. There was a concern that physicians 
may have prescribed the agent selectively in 
patients with more progressive disease. A sensitiv-
ity analysis demonstrated the direction and strength 
of any such bias and concluded that it would be 
unlikely to change the clinical implications of the 
study.  94   This type of sensitivity analysis is particu-
larly helpful in database studies, but is under -
 utilized. Spreadsheet software is available for 
easy implementation of such sensitivity analyses 
( www.drugepi.org ).  95   Lash and Fink proposed an 
approach that considers several systematic errors 
simultaneously, allowing sensitivity analyses for 
confounding, misclassifi cation, and selection bias in 
one process.  96   

 When using retrospective databases, it is usually 
cumbersome or impossible to contact patients and 
ask when they began using a drug for the fi rst time 
in order to implement an incident user cohort 
design. Therefore, incident users are identifi ed 
empirically by a drug dispensing that was not pre-
ceded by a dispensing of the same drug for a defi ned 
time period. This washout period is identical for all 
patients. A typical length is 6 months. In sensitivity 
analyses, this interval could be extended to 9 and 
12 months. In a study on the comparative safety 
of antidepressant agents in children in British 
Columbia this interval was extended from 1 year 
to 3 years to ensure that the children in the study 
were treatment - na ï ve before their fi rst use, which 
helped balance comparison groups and reduce con-
founding.  97   Although increasing the length of the 
washout increases the likelihood that patients are 
truly incident users, it also reduces the number of 

and less costly. As the exact study question is not 
known when the external survey is conducted, it 
is recommendable to include a wide battery of 
patient characteristics in the questionnaire. 

 The available algebraic methods for such exter-
nal adjustment  88   are limited to single binary con-
founders and cannot consider the joint confounding 
arising from several factors. These methods were 
recently extended to adjustment for multiple con-
founders of any scale using propensity score cali-
bration (PSC).  91   The basic concept of PSC is to 
estimate two multivariate propensity scores in the 
information - rich survey. One PS mimics the infor-
mation available in the main study and is seen as 
an error - prone PS. The second PS uses all available 
information and is called the complete PS. By 
regressing the error - prone PS on the complete PS, 
a calibration factor can be estimated. With this 
factor, the error - prone PS - adjusted result in the 
main study will be calibrated to produce results that 
are adjusted for the additional factors only available 
in the more detailed survey data using established 
regression calibration techniques.  92   Simulation 
studies have demonstrated good performance of 
PSC assuming that the relevant confounders were 
captured in the survey and the survey is repre-
sentative of the main study.  93   PSC methods can be 
extended to other than survey data, including elec-
tronic medical records or disease registries.  

  Sensitivity  a nalyses 
 A series of sensitivity analyses can help investiga-
tors to better understand how robust a study ’ s 
fi ndings are to implicit and explicit assumptions. 
Some of the sensitivity analyses suggested below 
are generic and others are specifi c to database 
analyses. 

 An important but underutilized diagnostic tool 
for the impact of unobserved confounders on 
the validity of fi ndings in non - randomized studies 
is quantitative sensitivity analyses. Basic sensitivity 
analyses of residual confounding try to determine 
how strong and how imbalanced a confounder 
would have to be among drug categories to explain 
the observed effect. Such an  “ externally ”  
adjusted relative risk ( RR adj  ) can be expressed as a 
function of the unadjusted relative risk ( RR unadj  ), the 
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remains to be improved in order to reliably achieve 
unbiased estimates that will carry the weight of 
medical decision making. Several developments are 
promising. One is the use of instrumental variable 
analyses utilizing the multilevel structure of health -
care systems. Another is the expanded use of pro-
pensity score methods including its combination 
with data mining activities for high -dimensional
proxy adjustment. A development that is gaining 
importance is the enrichment of existing data envi-
ronments with supplemental clinical data linked 
from electronic medical records, from disease reg-
istries, from patient surveys, and/or from labora-
tory test result repositories. While this information 
will provide an opportunity for improved con-
founding adjustment, it comes with equally large 
methodologic challenges, as information is col-
lected in routine care and may have been requested/ 
recorded selectively in patients who were thought 
to benefi t most. Clearly there is still plenty of work 
to be done to fi nd satisfactory solutions for the 
control of confounding in the broad range of phar-
macoepidemiologic research. 
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The Future of Pharmacoepidemiology 
  Brian L     Strom  ,     Stephen E.     Kimmel  , and     Sean     Hennessy  
Department of Biostatistics and Epidemiology, Center for Clinical Epidemiology and Biostatistics, Perelman School of Medicine 
at the University of Pennsylvania, Philadelphia, PA, USA 

We should all be concerned about the future because 
we will have to spend the rest of our lives there. 

Charles Franklin Kettering, 1949 

Speculating about the future is at least risky and 
possibly foolish. Nevertheless, the future of phar-
macoepidemiology seems apparent in many ways, 
judging from past trends and recent events. Interest 
in the fi eld by the pharmaceutical industry, govern-
ment agencies, new trainees, and the public is truly 
exploding, as is realization of what pharmacoepi-
demiology can contribute. Indeed, international 
attention on drug safety remains high, important 
safety questions involving widely used drugs con-
tinue to emerge, and questions concerning the 
effectiveness of systems of drug approval and drug 
safety monitoring remain. 

As the functions of academia, industry, and gov-
ernment have become increasingly global, so has 
the fi eld of pharmacoepidemiology. The number 
of individuals attending the annual Interna-
tional Conference on Pharmacoepidemiology has 
increased from approximately 50 in the early 1980s 
to over 1150 in 2011. The International Society for 
Pharmacoepidemiology (ISPE), established in 1991, 
has grown to over 1350 members from 45 coun-
tries. It has developed a set of guidelines for Good 
Epidemiologic Practices for Drug, Device, and 
Vaccine Research in the United States in 1996, 1 and 
updated these guidelines most recently in 2008. 2

Many national pharmacoepidemiologic societies 
have been formed as well. The journal Clinical

Pharmacology and Therapeutics, the major US aca-
demic clinical pharmacology journal, actively solic-
its pharmacoepidemiologic manuscripts, as does 
the Journal of Clinical Epidemiology. The major 
journal devoted to the fi eld,  Pharmacoepidemiology
and Drug Safety, ISPE ’s offi cial journal, is indexed 
on Medline and achieved an impact factor of 2.527 
in 2009, similar to that of the Journal of Clinical 
Epidemiology and remarkably high for a niche fi eld. 
The number of individuals seeking to enter the 
fi eld continues to increase, as is their level of train-
ing. The number of programs of study in pharma-
coepidemiology is increasing in schools of medicine, 
public health, and pharmacy. While in the 1980s 
the single summer short course in pharmacoepide-
miology at the University of Minnesota was some-
times cancelled because of insuffi cient interest, 
later the University of Michigan School of Public 
Health summer course in pharmacoepidemiology 
attracted 10% of all students in the entire summer 
program, and thereafter McGill University, Erasmus 
University Rotterdam, and the Johns Hopkins 
Bloomberg School of Public Health all conduct 
summer short courses in pharmacoepidemiology. 
Several other short courses are given as well, 
including by ISPE itself. Regulatory bodies around 
the world have expanded their internal phar-
macoepidemiologic programs. The number of 
pharmaceutical companies with their own pharma-
coepidemiologic units has also increased, along 
with their support for academic units and their 
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ing application of pharmacoepidemiologic insight 
in the conduct of clinical trials, as well as increased 
use of the randomized trial design to examine 
questions traditionally addressed by observational 
pharmacoepidemiology (see Chapter 36), espe-
cially given the controversies resulting from incon-
sistencies between non -experimental studies versus 
experimental studies, and given the emerging 
fi eld of comparative effectiveness research (see 
Chapter 32).

Drug regulators have enthusiastically embraced 
therapeutic risk management (see Chapter 29). Yet, 
this fi eld is very much in its infancy, with an enor-
mous amount of work needed to develop new 
methods to measure, communicate, and manage 
the risks and benefi ts associated with medication 
use. Rigorous studies (i.e., program evaluations) of 
the effectiveness of risk management programs 
remain the exception rather than the rule. 
Development of this area will require considerable 
effort from pharmacoepidemiologists as well as 
those from other fi elds. 

We may see developments in the processes used 
to assess causality from individual case reports (see 
Chapters 10 and  33). “Data mining ” approaches 
will be used increasingly in spontaneous reporting 
databases to search for early signals of adverse reac-
tions. Hopefully, we will see studies evaluating the 
utility of such approaches. The need for newer 
methods to screen for potential adverse drug effects, 
such as those using health -care claims or medical 
record data, is also clear (see Chapters 30 and  46).

We are likely to see increasing input from phar-
macoepidemiologists into policy questions about 
drug approval (see Chapter 31). We anticipate that 
emphasis will shift from studies evaluating whether 
a given drug is associated with an increased risk of 
a given event to those that examine patient - and 
regimen-specifi c factors that affect risk. 3 Such 
studies are crucial because, if risk factors for adverse 
reactions can be better understood before a safety 
crisis occurs, or early in the course of a crisis, then 
the clinical use of the drug may be able to be repo-
sitioned, avoiding the loss of useful drugs (see 
Chapter 29).

With recent developments in molecular biology 
and bioinformatics, and their application to the 

funding of external pharmacoepidemiologic studies. 
Requirements that a drug be shown to be cost -
effective (see Chapter 38) have been added to 
many national health -care systems, provincial 
health-care systems, and managed care organiza-
tions, either to justify reimbursement or even to 
justify drug availability (see Chapter 31). Drug uti-
lization review is being widely applied (see Chapter 
25), and many hospitals are becoming mini -
pharmacoepidemiologic practice and research labo-
ratories. The US Congress has recognized the 
importance of pharmacoepidemiology, requiring 
FDA to build a new data resource, containing at 
least 100 million lives, for evaluating potential 
adverse effects of medical products (see Chapters 
30 and  46).

Thus, from the perspective of those in the fi eld, 
the trends in pharmacoepidemiology are remark-
ably positive, although many important challenges 
remain. In this chapter, we will briefl y give our 
own view on the future of pharmacoepidemiology. 
Following the format of Part II of the book, we 
explore this future from the perspectives of 
academia, the pharmaceutical industry, regulatory 
agencies, and then the law. 

The view from  academia

Scientifi c  developments
Methodologic advances
The array of methodologic approaches available for 
performing pharmacoepidemiologic studies will 
continue to grow. Each of the methodologic issues 
discussed in Part V can be expected to be the subject 
of further research and development. The future is 
likely to see ever more advanced ways of perform-
ing and analyzing epidemiologic studies across all 
content areas, as the fi eld of epidemiology contin-
ues to expand and develop. Some of these new 
techniques will, of course, be particularly useful 
to investigators in pharmacoepidemiology (see 
Chapters 46 and 47). The next few years will likely 
see expanded use of propensity scores, instrumen-
tal variables, sensitivity analysis, and novel methods 
to analyze time -varying exposures and confound-
ers. In addition, we believe that we will see increas-
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for studies of antibiotic misuse, as society becomes 
ever more concerned about the development of 
organisms resistant to currently available drugs 
(see Chapter 44).

The US Joint Commission on Accreditation of 
Healthcare Organizations revolutionized US hospi-
tal pharmacoepidemiology through its standards 
requiring adverse drug reaction surveillance and 
drug use evaluation program in every hospital. 10,11

Hospitals are also now experimenting with differ-
ent methods of organizing their drug delivery 
systems to improve their use of drugs, for example 
use of computerized clinical decision support and 
the addition of pharmacists to patient care teams 12

(see Chapter 45).
Interest in the fi eld of pharmacoeconomics, that 

is the application of the principles of health eco-
nomics to the study of drug effects, is continuing 
(see Chapter 38). Society is realizing that the acqui-
sition cost of drugs is often a very minor part of 
their economic impact, and that their benefi cial 
and harmful effects can be vastly more important. 
Further, more governments and insurance pro-
grams are increasingly requiring economic justifi -
cation before permitting reimbursement for a drug. 
As a result, the number of studies exploring this is 
increasing. As the methods of pharmacoeconomics 
become increasingly sophisticated, and its applica-
tions clear, this could be expected to continue to be 
a popular fi eld of inquiry. 

More non -experimental studies of benefi cial 
drug effects, particularly of drug effectiveness, can 
be expected, as the fi eld becomes more aware that 
such studies are possible (see Chapter 37). This is 
being encouraged by the rapid increase in the use 
of propensity scores to adjust for measured covari-
ates, although investigators using this method 
often place more confi dence in that technique than 
is warranted, some not recognizing that its ability 
to control for confounding by indication remains 
dependent on one ’s ability to measure the true 
determinants of exposure (see Chapter 47). It is 
also being encouraged by the development of com-
parative effectiveness research (see Chapter 32).
Other approaches to controlling for confounding 
are similarly likely to become more common as 
they are further developed (see Chapter 47).

study of pharmacogenetics, exciting developments 
have occurred in the ability of researchers to identify 
biologic factors that predispose patients to adverse 
drug reactions 4 (see Chapter  34). However, few of 
these discoveries have yet been shown useful in 
improving patient care, and new studies and 
methods must be pursued to determine the clinical 
utility of genetic testing. Pharmacogenetics has 
evolved from studies of measures of slow drug 
metabolism as a contributor to adverse reactions 5 to 
the study of molecular genetic markers. 6–9 This has 
been aided by the development of new, non -invasive
methods to collect and analyze biosamples, making 
population-based genetic studies feasible. We 
believe that clinical measurement of biologic factors 
will ultimately complement existing approaches to 
tailoring therapeutic approaches for individual 
patients. However, it is unlikely that genotype will 
be the only, or even the major, factor that deter-
mines the optimal drug or dose for a given patient. 
Future years are likely to see much more of this 
cross-fertilization between pharmacoepidemiology 
and molecular biology. From a research perspective, 
we can easily envision pharmacogenetic studies 
added to the process of evaluating potential adverse 
reactions. We also anticipate the availability of geno-
typic information for members of large patient 
cohorts for whom drug exposures and clinical out-
comes are recorded electronically, and even for 
selected patients from automated databases, such as 
those described in Part IIIb of this book. 

New content areas of  interest 
In addition, there are a number of new content 
areas that are likely to be explored more and devel-
oped more. Studies of drug utilization will continue 
and will continue to become more innovative (see 
Chapter 24). Particularly as the health -care indus-
try becomes more sensitive to the possibility of 
over -utilization, under -utilization, and inappropri-
ate utilization of drugs, and the risks associated 
with each, one would expect to see an increased 
frequency of and sophistication in drug utilization 
review programs, which seek to improve care (see 
Chapter 25), potentially incorporating techni-
ques from molecular pharmacoepidemiology (see 
Chapter 34). This is especially likely to be the case 
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laboratory techniques from other biological sci-
ences, as described above. Statistical approaches 
will allow us to use predictive modeling to study, 
from a population perspective, who is most likely 
to derive benefi t from a drug, and who is at greatest 
risk of an adverse outcome. Laboratory science will 
enable us to measure individuals ’ genotypes, to 
predict responses to drug therapy (i.e., molecular 
susceptibility). From the perspective of preapproval 
testing, these developments will allow researchers 
to target specifi c patient types for enrollment into 
their studies, those subjects most likely to succeed 
with a drug. From a clinical perspective, it will 
enable health -care providers to incorporate biologi-
cal factors in the individualization of choice of 
regimens.

The past few years have seen the increased use 
of surrogate markers, presumed to represent 
increased risk of rarer serious adverse effects when 
drugs are used in broader numbers of patients. 
These range from mild liver function test abnor-
malities, used as predictors of serious liver toxicity, 
to electrocardiographic QTc prolongation as a 
marker of risk of suffering the arrhythmia torsades 
des pointes, which can lead to death. Indeed, some 
drugs have been removed from the market, or from 
development, because of the presence of these sur-
rogate markers. Yet, the utility of these markers as 
predictors of serious clinical outcomes is poorly 
studied. The next few years are likely to see the 
increased use of both very large observational 
studies and large simple trials after marketing, to 
study important clinical outcomes (see Chapters 32
and 36).

In addition, with the growth of concerns about 
patient safety (see Chapter 45), there has been 
increasing attention to simultaneous use of pairs of 
drugs that have been shown in pharmacokinetic 
studies (see Chapter 2) to cause increased or 
decreased drug levels. Yet, population studies 
informing the clinical importance and pharmaco-
logic aspects of drug –drug interactions have only 
been performed in the past few years. The next few 
years are likely to see the emergence of more 
studies to address such questions. 

Finally, in the last few years, society has increas-
ingly turned to pharmacoepidemiology for input 

We will also see more use of pharmacoepide-
miologic approaches prior to drug approval, for 
example to understand the baseline rate of adverse 
events that one can expect to see in patients who 
will eventually be treated with a new drug (see 
Chapter 7).

Recent years have seen an explosion in the 
worldwide use of herbal and other complementary 
and alternative medications. These are essentially 
pharmaceuticals sold without conventional stand-
ardization, and with no required premarketing 
testing of safety or effi cacy. In a sense, for these 
products, this is a return to a preregulatory era. 
Therefore, it is quite likely that the next few years 
will see an analogous set of safety concerns associ-
ated with their use, and society will turn to phar-
macoepidemiologists to help evaluate the use and 
effects of these products. 

Research interest in the entire topic of patient 
non-adherence with prescribed drug regimens goes 
back to about 1960, but little fruitful research could 
be done until about 1990 because methods for 
ascertaining drug exposure in individual ambula-
tory patients were grossly unsatisfactory. The 
methodologic impasse was broken by two quite 
different developments. The initial one was to use 
very low doses of a very long half -life agent, phe-
nobarbital, as a chemical marker, since a single 
measurement of phenobarbital in plasma is indica-
tive of aggregate drug intake during the prior 2 
weeks.13 The other, more recent, advance has been 
to incorporate time -stamping microcircuitry into 
pharmaceutical containers, which records the date 
and time each time that the container is opened. 14

Perhaps as a consequence of its inherent simplicity 
and economy, electronic monitoring is increasingly 
emerging as the de facto gold standard for compiling 
dosing histories of ambulatory patients, from which 
one can evaluate the extent of adherence to the 
prescribed drug regimen. Future years are likely to 
see a continuing increase in the use of this tech-
nique (see Chapter 42) in research, and perhaps in 
clinical practice. 

The next few years are also likely to see the 
increasing ability to target drug therapy to the 
proper patients. This will involve both increasing 
use of statistical methods, and increasing use of 
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government in what pharmacoepidemiology can 
do. The development of FDA ’s Sentinel Initiative 19

(see Chapter 30) will, similarly, provide a vast new 
data resource, eventually intended for hypothesis 
generating.

Nevertheless, even as the use of databases 
increases, it is important to keep in mind the 
importance of studies that collect data de novo (see 
Chapters 22 and  23). Each approach to pharma-
coepidemiology has its advantages and its disad-
vantages, as described in Part III. No approach is 
ideal in all circumstances, and often a number of 
complementary approaches are needed to answer 
any given research question. To address some of the 
problems inherent in any database, we must main-
tain the ability to perform ad hoc studies, as well. 
Perhaps better, less expensive, and complementary 
approaches to ad hoc data collection in pharma-
coepidemiology will be developed. For example, a 
potential approach that has not been widely used 
is the network of regional and national poison 
control centers. In particular, poison control centers 
would be expected to be a useful source of informa-
tion about dose -dependent adverse drug effects. 
Others will probably be developed as well. 

It is likely that new types of research opportuni-
ties will emerge. For example, as the US fi nally 
implemented a drug benefi t as part of Medicare, its 
health program for the elderly, US government 
drug expenditures suddenly increased by $49.5 
billion in 2007. 20 Outside the US, as well, many 
different opportunities to form databases are being 
developed. There is also an increased interest in the 
importance of pharmacoepidemiology in the devel-
oping world. Many developing world countries 
spend a disproportionate amount of their health -
care resources on drugs, 21 yet these drugs are often 
used inappropriately. 22 There have been a number 
of initiatives in response to this, including the 
World Health Organization ’s development of its list 
of “Essential Drugs” 23,24 (see also Chapter  31).

Funding
For a number of years, academic pharmacoepide-
miology suffered from limited research funding 
opportunities. In the early 1980s, the only available 
US funding for the fi eld was an extramural funding 

into major policy decisions. For example, pharma-
coepidemiology played a major role in the evalua-
tions by the Institute of Medicine of the US National 
Academy of Sciences of the anthrax vaccine 15 (decid-
ing whether the existing vaccine was safe to use and, 
thereby, whether the military vaccine program 
should be restarted) and the smallpox vaccine 
program (deciding the shape of the program intended 
initially to vaccinate the entire US population). 16

This is likely to occur even more often in the future. 

Logistical advances
Logistically, with the increased computerization of 
data in society in general and within health care in 
particular, and the increased emphasis on using 
computerized databases for pharmacoepidemiol-
ogy17 (see Part IIIb), some data resources will disap-
pear (e.g., the Rhode Island Drug Use Reporting 
System and the inpatient databases discussed in 
prior editions of this book have disappeared, with 
new ones added, and Group Health of Puget Sound 
has become less commonly used as a data resource, 
as much larger health maintenance organization 
[HMO] databases have emerged), and a number 
of new computerized databases have emerged 
as major resources for pharmacoepidemiologic 
research (e.g., commercial insurance databases 
[Chapter 13], inpatient databases [Chapter 16], the 
databases from Canada, Holland, and Denmark 
[Chapter 17 and 18]). The importance of these 
databases to pharmacoepidemiology is now clear: 
they enable researchers to address, quickly and 
relatively inexpensively, questions about drug 
effects in different settings that require large sample 
sizes, with excellent quality data on drug expo-
sures. Registries (Chapter 21) will also become 
increasingly important for pharmacoepidemiologic 
research. With the initiation of US Medicare Part D 
in 2006, which provides prescription drug coverage 
to US Medicare recipients, the availability of this 
data resource is potentially “game changing ” for 
hypothesis-testing studies, as it is so large relative 
to other resources; nearly 27 million Medicare ben-
efi ciaries were already subscribed to Part D cover-
age in 2009 18 (see Chapter  14). It has created an 
enormous new data resource for pharmacoepide-
miology, as well as increased interest from the US 
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pharmacologic research. However, over the past 
few years there has been limited funding from 
NIGMS for epidemiologic research. A notable 
exception is the NIGMS -funded Pharmacogenetics 
Research Network (PGRN), which has increasingly 
been performing larger scale pharmacogenetic epi-
demiologic studies. Further, NIGMS now funds one 
pharmacoepidemiologic training program, as part 
of its clinical pharmacologic training. In the mean-
time, NIH funding continues to be available if one 
tailors a project to fi t an organ system or in some 
other way fi ts the priorities of one of the individual 
institutes.

Finally, but of critical importance, there is 
increasing concern about patient privacy in many 
countries. The regulatory framework for human 
research is actively changing, in the process. As 
discussed in Chapter 35, this is already beginning 
to make pharmacoepidemiologic research more 
diffi cult, whether it is access to medical records 
in database studies, or access to a list of possible 
cases with a disease to enroll in ad hoc case –control
studies. This will be an area of great interest 
and rapid activity over the next few years as 
electronic health records become much more 
commonplace, and one in which the fi eld of 
pharmacoepidemiology will need to remain very 
active, or risk considerable interference with its 
activities.

Personnel
With the major increase in interest in the fi eld 
of pharmacoepidemiology, accompanied by an 
increased number of funding opportunities, a major 
remaining problem, aggravated by the other trends, 
is one of inadequate personnel resources. There is 
a desperate need for more well -trained people in 
the fi eld, with employment opportunities available 
in academia, industry, and government agencies. 
Some early attempts were made to address this. 
The Burroughs Wellcome Foundation developed 
the Burroughs Wellcome Scholar Award in 
Pharmacoepidemiology, a faculty development 
award designed to bring new people into the fi eld. 
This program, now discontinued, did not provide 
an opportunity for fellowship training of entry -
level individuals, but was designed for more expe-

program from FDA with a total of $1 million/year. 
Industry interest and support were similarly limited. 
With the increasing interest in the fi eld, this situa-
tion appears to be changing rapidly. FDA is mark-
edly expanding its intramural and extramural 
pharmacoepidemiologic program, and US National 
Institutes of Health (NIH) is increasingly funding 
pharmacoepidemiologic studies as well. Much 
more industry funding is available, as perceived 
need for the fi eld within industry grows (see 
below). This is likely to increase, especially as the 
FDA expands its own pharmacoepidemiologic 
program, and more often requires industry to 
perform postmarketing studies. 

There is, of course, a risk associated with aca-
demic groups becoming too dependent on industry 
funding, both in terms of choice of study questions 
and credibility. Fortunately, in the US, the Agency 
for Health Care Research and Quality (AHRQ) 
began to fund pharmacoepidemiologic research as 
well, as part of an initiative in pharmaceutical out-
comes research. In particular, the AHRQ Centers 
for Education and Research on Therapeutics 
(CERTs) program provides federal support for 
ongoing pharmacoepidemiologic activities (see also 
Chapter 6). While still small relative to industry 
expenditures on research, it is large relative to the 
US federal funding previously available for phar-
macoepidemiology (see Chapter 32).

Even the US NIH has begun to fund pharmaco-
epidemiologic projects more often. NIH is the 
logical major US source for such support, as it is 
the major funding source for most basic bio-
medical research in the US. Its funds are also acces-
sible to investigators outside the US, via the same 
application procedures. However, NIH ’s current 
organizational structure represents an obstacle to 
pharmacoepidemiologic support. In general, the 
institutes within NIH are organized by organ 
system. Earlier in the development of pharmacoep-
idemiology, the National Institute of General 
Medical Sciences (NIGMS) provided most of the US 
government support for our fi eld. It remains, con-
ceptually, perhaps the most appropriate source of 
such support, since it is the institute that is intended 
to fund projects that are not specifi c to an organ 
system, and it is the institute that funds clinical 
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problems, but also to documenting drug safety and 
developing and evaluating risk management pro-
grams. An increasing number of manufacturers 
are mounting pharmacoepidemiologic studies 
“prophylactically, ” to have safety data available in 
advance of when crises may occur. Proper practice 
would argue for postmarketing studies for all 
newly marketed drugs used for chronic diseases, 
and all drugs expected to be either pharmaco-
logically novel or sales blockbusters, because of 
the unique risks that these situations present. 
Pharmacoepidemiology also can be used for meas-
uring benefi cial drug effects (see Chapter  37) and 
even for marketing purposes, in the form of descrip-
tive market research and analyses of the effects of 
marketing efforts. Perhaps most importantly for the 
industry’s fi nancial bottom line, pharmacoepide-
miologic studies can be used to protect the major 
investment made in developing a new drug against 
false allegations of adverse effects, protecting good 
drugs for a public that needs them. Further, even 
if a drug is found to have a safety problem, the legal 
liability of the company may be diminished if the 
company has, from the outset, been forthright in 
its efforts to learn about that drug ’s risks. Finally, 
as noted in Chapter 1, FDA now has new authority 
to require postmarketing pharmacoepidemiologic 
studies, so one can expect to see many more 
required of industry by regulators. 

In light of these advantages, most major phar-
maceutical fi rms have formed their own pharma-
coepidemiologic units. Of course, this then means 
that industry confronts and, in fact, aggravates the 
problem of an insuffi cient number of well -trained
personnel described above. Many pharmaceutical 
companies increased their investment in external 
pharmacoepidemiologic data resources, so that 
they will be available for research when crises arise. 
This has been declining, however. A risk of the 
growth in the number of pharmacoepidemiologic 
studies for industry is the generation of an increased 
number of false signals about harmful drug effects. 
This is best addressed by having adequately trained 
individuals in the fi eld, and by having personnel 
and data resources available to address these ques-
tions quickly, responsibly, and effectively, when 
they are raised. 

rienced investigators. Unfortunately, it is no longer 
an active program. 

Outside of government, training opportunities 
are limited. In the US, the NIH is the major source 
of support for scientifi c training but as noted above, 
NIGMS, which funds training programs in clinical 
pharmacology, now supports one program in phar-
macoepidemiology. The National Institute of Child 
Health and Human Development also funds train-
ing in pediatric pharmacoepidemiology. However, 
pharmacoepidemiologic training is still too depend-
ent on non -federal sources of funds, especially at a 
time when such funding is becoming harder to 
obtain. There is a growing number of institutions 
now capable of carrying out such training, for 
example universities with faculty members inter-
ested in pharmacoepidemiology, including those 
with clinical research training programs supported 
by, for example, an NIH Clinical and Translational 
Science Award and organ system -specifi c training 
grants. Young scientists interested in undergoing 
training in pharmacoepidemiology, however, can 
only do so if they happen to qualify for support 
from such programs. No ongoing support is nor-
mally available from these programs for training in 
pharmacoepidemiology per se. This has been 
addressed, primarily through the leadership and 
generosity of some pharmaceutical companies. 
Much more is needed, however. Fortunately, with 
the rapid rise in interest in comparative effective-
ness research (see Chapter 32), additional training 
support is emerging from both NIH and AHRQ. 

The view from  industry

It appears that the role of pharmacoepidemiology 
in industry is and will continue to be expanding 
rapidly. All that was said above about the future of 
pharmacoepidemiology scientifi cally, as it relates to 
academia (see Chapter 6), obviously relates to 
industry, as well (see Chapter  7). The necessity of 
pharmacoepidemiology for industry has become 
apparent to many of those in industry. In addition 
to being useful for exploring the effects of their 
drugs, manufacturers are beginning to realize that 
the fi eld can contribute not only to identifying 
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The view from the  law

Finally, the importance of pharmacoepidemiology 
to the law has also been increasing. The potential 
fi nancial risk to drug manufacturers posed by law-
suits related to adverse drug effects is very large. 
Some fi nancial payments have been enormous, 
and indeed put large multinational companies at 
risk. It is clear that the interest in the fi eld and the 
need for more true experts in the fi eld will, there-
fore, increase accordingly. 

Conclusion

There are no really “safe” biologically active drugs. 
There are only “safe” physicians. 

Harold A. Kaminetzsky, 1963 

All drugs have adverse effects. Pharmacoepide-
miology will never succeed in preventing them. It 
can only detect them, hopefully early, and there-
by educate health -care providers and the public, 
which will lead to better medication use. Phar-
macoepidemiology can also lead to safer use of 
medications through a better understanding of the 
factors that alter the risk –benefi t balance of medi-
cations. The net results of increased activity in 
pharmacoepidemiology will be better for industry 
and academia but, most importantly, for the pub-
lic’s health. The next drug disaster cannot be pre-
vented by pharmacoepidemiology. However, 
pharmacoepidemiology can minimize its adverse 
public health impact by detecting it early. At the 
same time, it can improve the use of drugs that 
have a genuine role, protecting against the loss of 
useful drugs. The past few decades have demon-
strated the utility of this new fi eld. They also have 
pointed out some of its problems. With luck, the 
next few years will see the utility accentuated and 
the problems ameliorated. 
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APPENDIX B 

Glossary

The accuracy of a measurement is the degree to 
which the measurement approximates the truth. 

Ad hoc studies are studies that require primary data 
collection.

Active surveillance is surveillance carried out via a 
continuous, defi ned process in a specifi c popula-
tion, using one of several approaches. Active sur-
veillance can be medical product -based, identifying 
adverse events in patients taking certain products; 
setting-based, identifying adverse events in certain 
health-care settings where patients are likely to 
present for treatment (e.g., emergency depart-
ments); or event -based, identifying adverse events 
likely to be associated with medical products (e.g., 
acute liver failure). 

Actual knowledge, in a legal sense, is defi ned as literal 
awareness of a fact. Actual knowledge can be dem-
onstrated by showing that the manufacturer was 
cognizant of reasonable information suggesting, for 
example, a particular risk. 

An adverse drug event, adverse drug experience, adverse 
event, or  adverse experience is an untoward outcome 
that occurs during or following clinical use of a 
drug. It does not necessarily have a causal relation-
ship with this treatment. It may or may not be 
preventable.

An adverse drug reaction is an adverse drug event 
that is judged to be caused by the drug. 

Studies of adverse effects examine case reports of 
adverse drug reactions, attempting to judge subjec-
tively whether the adverse events were indeed 
caused by the antecedent drug exposure. 

Agreement is the degree to which different methods 
or sources of information give the same answers. 
Agreement between two sources or methods does 
not imply that either is valid or reliable. 

Analyses of secular trends examine trends in disease 
events over time and/or across different geographic 
locations, and correlate them with trends in puta-
tive exposures, such as rates of drug utilization. The 
unit of observation is usually a subgroup of a popu-
lation, rather than individuals. Also called ecologi-
cal studies. 

Analytic studies are studies with control groups, such 
as case –control studies, cohort studies, and rand-
omized clinical trials. 

Anticipated benefi cial effects of drugs are desirable 
effects that are presumed to be caused by the drug. 
They usually represent the reason for prescribing 
or ingesting the drug. 

Anticipated harmful effects of drugs are unwanted 
effects that could have been predicted on the basis 
of existing knowledge. 

An association is when two events occur together 
more often than one would expect by chance. 

921
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Autocorrelation is where any individual observation 
is to some extent a function of the previous 
observation.

Bias is any systematic (rather than random) error 
in a study. 

Biological inference is the process of generalizing 
from a statement about an association seen in a 
population to a causal statement about biological 
relationships.

Case – cohort studies are studies that compare cases 
with a disease to a sample of subjects randomly 
selected from the parent cohort. 

Case – control studies are studies that compare cases 
with a disease to controls without the disease, 
looking for differences in antecedent exposures. 

Case - crossover studies are studies that compare cases 
at the time of disease occurrence to different time 
periods in the same individuals, looking for differ-
ences in antecedent exposures. 

Case reports are reports of the experience of indi-
vidual patients. As used in pharmacoepidemiology, 
a case report usually describes a patient who was 
exposed to a drug and experienced a particular 
outcome, usually an adverse event. 

Case series are reports of collections of patients, all 
of whom have a common exposure, examining 
what their clinical outcomes were. Alternatively, 
case series can be reports of patients who have a 
common disease, examining what their antecedent 
exposures were. No control group is present. 

An exposure causes a health event when it truly 
increases the probability of that event in some indi-
viduals. That is, there are at least some individuals 
who would experience the event given the expo-
sure who would not experience the event absent 
the exposure. 

Changeability is the ability of an instrument to 
measure a difference in score in patients who have 
improved or deteriorated. 

Channeling bias is a type of selection bias, which 
occurs when a drug is claimed to be safe and 
therefore is used in high -risk patients who did not 

tolerate other drugs for that indication. It is some-
times used synonymously with confounding by 
indication.

Drug clearance is the proportion of the apparent 
volume of distribution that is cleared of drug in a 
specifi ed time. Its units are volume per time, such 
as liters per hour. The total body clearance is the 
sum of clearances by different routes, for example 
renal, hepatic, pulmonary, etc. 

Clinical pharmacology is the study of the effects of 
drugs in humans. 

Cohort studies are studies that identify defi ned popu-
lations and follow them forward in time, examin-
ing their frequencies (e.g., incidence rate, 
cumulative incidence) of disease. Cohort studies 
generally identify and compare exposed patients to 
unexposed patients or to patients who receive a 
different exposure. 

Confi dence interval can be conceptualized to repre-
sent a range of values within which the true popu-
lation value lies, with some probability. 

Confi dentiality is the right of patients to limit the 
transfer and disclosure of private information. 

A confounding variable, or confounder, is a variable 
other than the risk factor and outcome variable 
under study that is related independently both to 
the risk factor and to the outcome. A confounder 
can artifi cially infl ate or reduce the magnitude of 
association between an exposure and outcome. 

Confounding by indication can occur when the under-
lying diagnosis or other clinical features that affect 
the use of a certain drug are also related to the 
outcome under study. 

Construct validity refers to the extent to which results 
from a given instrument are consistent with those 
from other measures in a manner consistent with 
theoretical hypotheses. 

Constructive knowledge, from a legal perspective, is 
knowledge that a person did not have, but could 
have acquired by the exercise of reasonable care. 

A cost is the consumption of a resource that could 
otherwise be used for another purpose. 
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Cost – benefi t analysis of medical care compares the 
cost of a medical intervention to its benefi t. Both 
costs and benefi ts must be measured in the same 
monetary units (e.g., dollars). 

Cost – effectiveness analysis of medical care compares 
the cost of a medical intervention to its effective-
ness. Costs are expressed in monetary units, while 
effectiveness is determined independently and 
may be measured in terms of any clinically mean-
ingful unit. Cost –effectiveness analyses usually 
examine the additional cost per unit of additional 
effectiveness.

Cost - identifi cation analysis enumerates the costs 
involved in medical care, ignoring the outcomes 
that result from that care. 

Criterion validity refers to the ability of an instru-
ment to measure what it is supposed to measure, 
as judged by agreement with a reference (gold) 
standard.

Cross - sectional studies examine exposures and out-
comes in populations at one point in time; they 
have no time sense. 

The defi ned daily dose (DDD) is the usual daily main-
tenance dose for a drug for its main indication in 
adults.

Descriptive studies are studies that do not have 
control groups, namely case reports, case series, 
and analyses of secular trends. They contrast with 
analytic studies. 

Detection bias is an error in the results of a study due 
to a systematic difference between the study groups 
in the procedures used for ascertainment, diagno-
sis, or verifi cation of disease. 

Differential misclassifi cation occurs when the degree 
of misclassifi cation of one variable (e.g., drug 
usage) varies according to the level of another vari-
able (e.g., disease status). 

The direct medical costs of medical care are the costs 
that are incurred in providing the care. 

Direct non - medical costs are non -medical care costs 
incurred because of an illness or the need to seek 
medical care. They can include the cost of transpor-

tation to the hospital or physician ’s offi ce, the cost 
of special clothing needed because of the illness, 
and the cost of hotel stays and special housing (e.g., 
modifi cation of the home to accommodate the ill 
individual).

Discriminative instruments are those that measure 
differences among people at a single point in 
time.

Disease registries are registries characterized by inclu-
sion of subjects based on diagnosis of a common 
disease or condition. 

A drug is any exogenously administered substance 
that exerts a physiologic effect. 

Drug utilization, as defi ned by the World Health 
Organization (WHO), is the “marketing, distribu-
tion, prescription and use of drugs in a society, with 
special emphasis on the resulting medical, social, 
and economic consequences. ”

Drug utilization evaluation (DUE) programs are 
ongoing, structured systems designed to improve 
drug use by intervening when inappropriate drug 
use is detected. See also drug utilization review 
programs.

Drug utilization evaluation studies are ad hoc investi-
gations that assess the appropriateness of drug use. 
They are designed to detect and quantify the fre-
quency of drug use problems. 

Drug utilization review programs are ongoing, struc-
tured systems designed to improve drug use by 
intervening when inappropriate drug use is 
detected.

Drug utilization review studies are ad hoc investiga-
tions that assess the appropriateness of drug use. 
They are designed to detect and quantify any drug 
use problems. See also drug utilization evaluation 
programs.

Drug utilization studies are descriptive studies that 
quantify the use of a drug. Their objective is to 
quantify the present state, the developmental 
trends, and the time course of drug usage at various 
levels of the health -care system, whether national, 
regional, local, or institutional. 
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Ecological studies examine trends in disease 
events over time or across different geographic 
locations and correlate them with trends in puta-
tive exposures, such as rates of drug utilization. The 
unit of observation is a subgroup of a population, 
rather than individuals. See also analyses of secular 
trends.

Effect modifi cation occurs when the magnitude of 
effect of a drug in causing an outcome differs 
according to the levels of a variable other than the 
drug or the outcome (e.g., sex, age group). Effect 
modifi cation can be assessed on an additive and/or 
multiplicative scale. See interaction. 

A study of drug effectiveness is a study of whether, 
in the usual clinical setting, a drug in fact achieves 
the effect intended when prescribing it. 

A study of drug effi cacy is a study of whether,  under
ideal conditions, a drug has the ability to bring about 
the effect intended when prescribing it. 

A study of drug effi ciency is a study of whether a 
drug can bring about its desired effect at an accept-
able cost. 

Epidemiology is the study of the distribution and 
determinants of disease or health -related states in 
populations.

Evaluative instruments are those designed to measure 
changes within individuals over time. 

Experimental studies are studies in which the inves-
tigator controls the therapy that is to be received 
by each participant, generally using that control to 
randomly allocate participants among the study 
groups.

Face validity is a judgment about the validity of an 
instrument, based on an intuitive assessment of the 
extent to which an instrument meets a number of 
criteria including applicability, clarity and simplic-
ity, likelihood of bias, comprehensiveness, and 
whether redundant items have been included. 

Fixed costs are costs that are incurred regardless of 
the volume of activity. 

General causation, from a legal perspective, addresses 
whether a product is capable of causing a particular 

injury in the population of patients like the 
plaintiff.

Generic quality - of - life instruments aim to cover the 
complete spectrum of function, disability, and dis-
tress of the patient, and are applicable to a variety 
of populations. 

Half - life (T 1/2) is the time taken for the drug con-
centration to decline by half. Half -life is a function 
of both the apparent volume of distribution and 
clearance of the drug. 

Hawthorne effect is when study subjects alter their 
behavior simply because of their participation in 
a study, unrelated to the study procedures or 
intervention.

Health profi les are single instruments that measure 
multiple different aspects of quality -of-life. 

Health - related quality - of - life is a multifactorial concept 
which, from the patient ’s perspective, represents 
the end -result of all the physiological, psychologi-
cal, and social infl uences of the disease and the 
therapeutic process. Health -related quality -of-life
may be considered on different levels: overall 
assessment of well -being; several broad domains —
physiological, functional, psychological, social, and 
economic status; and subcomponents of each 
domain—for example pain, sleep, activities of daily 
living, and sexual function within physical and 
functional domains. 

A human research subject, as defi ned in US regula-
tion, is “a living individual, about whom an inves-
tigator (whether professional or student) conducting 
research obtains either: 1) data through interven-
tion or interaction with the individual, or 2) iden-
tifi able private information. ” (Title 45 US Code of 
Federal Regulations Part 46.102 (f).) 

Hypothesis - generating studies are studies that give rise 
to new questions about drug effects to be explored 
further in subsequent analytical studies. 

Hypothesis - strengthening studies are studies that rein-
force, although do not provide defi nitive evidence 
for, existing hypotheses. 

Hypothesis - testing studies are studies that evaluate in 
detail hypotheses raised elsewhere. 
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Incidence/prevalence bias, a type of selection bias, 
may occur in studies when prevalent cases rather 
than new cases of a condition are selected for a 
study. A strong association with prevalence may be 
related to the duration of the disease rather than 
to its incidence, because prevalence is proportional 
to both incidence and duration of the disease. 

The incidence rate of a disease is a measure of how 
frequently the disease occurs. Specifi cally, it is the 
number of new cases of the disease which develop 
over a defi ned time period in a defi ned population 
at risk, divided by the number of people in that 
population at risk. 

Indirect costs are costs that do not stem directly from 
transactions for goods or services, but represent the 
loss of opportunities to use a valuable resource in 
alternative ways. They include costs due to morbid-
ity (e.g., time lost from work) and mortality (e.g., 
premature death leading to removal from the work 
force).

Information bias is an error in the results of a study 
due to a systematic difference between the study 
groups in the accuracy of the measurements being 
made of their exposure or outcome. 

Intangible costs are those of pain, suffering, and grief. 

Interaction, see effect modifi cation. 

Interrupted time - series designs include multiple obser-
vations of study populations before and after an 
intervention.

Knowledge, as used in court cases, can be actual or 
constructive; see those terms. 

Medication errors are any error in the process of 
prescribing, transcribing, dispensing, administer-
ing, or monitoring a drug, regardless of whether an 
injury occurred or the potential for injury was 
present.

Meta - analysis is a systematic, structured review of 
the literature and formal statistical analysis of a 
collection of analytic results for the purpose of inte-
grating the fi ndings. Meta -analysis is used to iden-
tify sources of variation among study fi ndings and, 
when appropriate, to provide an overall measure 
of effect as a summary of those fi ndings. 

Misclassifi cation bias is the error resulting from clas-
sifying study subjects as exposed when they truly 
are unexposed, or vice versa. Alternatively, mis-
classifi cation bias can result from classifying study 
subjects as diseased when they truly are not dis-
eased, or vice versa. 

Molecular pharmacoepidemiology is the study of the 
manner in which molecular biomarkers alter the 
clinical effects of medications. 

An N - of - 1 RCT is a randomized controlled trial 
within an individual patient, using repeated assign-
ments to the experimental or control arms. 

Near misses are medication errors that have high 
potential for causing harm but didn ’t, either because 
they were intercepted prior to reaching a patient or 
because the error reached the patient who fortui-
tously did not have any observable untoward 
sequelae.

Non - differential misclassifi cation occurs when the mis-
classifi cation of one variable does not vary by the 
level of another variable. Non -differential misclas-
sifi cation usually results in bias toward the null. 

Non - experimental studies are studies in which the 
investigator does not control the therapy, but 
observes and evaluates the results of ongoing 
medical care. The study designs that are used are 
those that do not involve random allocation, such 
as case reports, case series, analyses of secular 
trends, case –control studies, and cohort studies. 

Observational studies (or non -experimental studies) 
are studies in which the investigator does not 
control the therapy, but observes and evaluates the 
results of ongoing medical care. The study designs 
that are used are those that do not involve rand-
omization, such as case reports, case series, analy-
ses of secular trends, case –control studies, and 
cohort studies. 

The odds ratio is the odds of exposure in the diseased 
group divided by the odds of exposure in the non -
diseased group. When the underlying risk of 
disease is low (about 10% or lower) it is 
an unbiased estimator of the relative risk. It is also 
an unbiased estimate of the rate ratio in a nested 
or population -based case –control study in which 
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controls are selected at random from the popula-
tion at risk of disease at the time that the case 
occurred.

One - group, post - only study design consists of making 
only one observation on a single group which has 
already been exposed to a treatment. 

An opportunity cost is the value of a resource ’s next 
best use, a use that is no longer possible once the 
resource has been used. 

A p - value is the probability that a difference as large 
as or larger than the one observed in the study 
could have occurred purely by chance if no associa-
tion truly existed. 

Pharmacodynamics is the study of the relationship 
between drug level and drug effect. It involves the 
study of the response of the target tissues in the 
body to a given concentration of drug. 

Pharmacogenetic epidemiology is the study of the 
effects of genetic determinants of drug response on 
outcomes in large numbers of people. 

Pharmacoepidemiology is the study of the use of and 
the effects of drugs in large numbers of people. It 
is also the application of the research methods 
of clinical epidemiology to the content area of clini-
cal pharmacology, and the primary science under-
lying the public health practice of drug safety 
surveillance.

Pharmacogenetics is the study of genetic determi-
nants of responses to drugs. Although it is some-
times used synonymously with pharmacogenomics, 
it often refers to a candidate -gene approach as 
opposed to a genome -wide approach. 

Pharmacogenomics is the study of genetic determi-
nants of responses to drugs. Although it is some-
times used synonymously with pharmacogenetics, 
it often refers to a genome -wide approach as 
opposed to a candidate -gene approach. 

A pharmacokinetic compartment is a theoretical space 
into which drug molecules are said to distribute, 
and is represented by a given linear component of 
the log -concentration versus time curve. It is not 
an actual anatomic or physiologic space, but is 

sometimes thought of as a tissue or group of tissues 
that have similar blood fl ow and drug affi nity. 

Pharmacokinetics is the study of the relationship 
between the dose administered of a drug and the 
concentration achieved in the blood, in the serum, 
or at the site of action. It includes the study of the 
processes of drug absorption, distribution, metabo-
lism, and excretion. 

Pharmacovigilance is the identifi cation and evalua-
tion of drug safety signals. More recently, some 
have also used the term as synonymous with phar-
macoepidemiology. WHO defi nes  pharmacovigilance
as “the science and activities relating to the detec-
tion, assessment, understanding and prevention of 
adverse effects or any other possible drug -related
problems” (WHO. Safety monitoring of medicinal 
products. The Importance of Pharmacovigilance.
Geneva: World Health Organization, 2002). Mann 
defi nes  pharmacovigilance as  “the study of the safety 
of marketed drugs under the practical conditions of 
clinical usage in large communities ” (Mann RD, 
Andrews EB, eds. Pharmacovigilance. Chichester: 
John Wiley & Sons Ltd, 2002). 

Pharmacology is the study of the effects of drugs in 
a living system. 

Pharmacotherapeutics is the application of the princi-
ples of clinical pharmacology to rational prescribing, 
the conduct of clinical trials, and the assessment of 
outcomes during real -life clinical practice. 

Pharmionics is the study of how patients use or 
misuse prescription drugs in ambulatory care. 

Population - based databases or studies refers to whether 
there is an identifi able population (which is not 
necessarily based on geography), all of whose 
medical care would be included in that database, 
regardless of the provider. This allows one to deter-
mine incidence rates of diseases, as well as being 
more certain that one knows of all medical care 
that any given patient receives. 

Postmarketing surveillance is the study of drug use and 
drug effects after release onto the market. This term 
is sometimes used synonymously with “pharma-
coepidemiology, ” but the latter can be relevant to 
premarketing studies, as well. Conversely, the term 
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“postmarketing surveillance ” is sometimes thought 
to apply to only those studies conducted after drug 
marketing that systematically screen for adverse 
drug effects. However, this is a more restricted use 
of the term than that used in this book. 

Potency refers to the amount of drug that is required 
to elicit a given response. A more potent drug 
requires a smaller milligram quantity to exert the 
same response as a less potent drug, although it is 
not necessarily more effective. 

Potential adverse drug events are medication errors 
that have high potential for causing harm but 
didn’t, either because they were intercepted prior 
to reaching a patient or because the error reached 
the patient who fortuitously did not have any 
observable untoward sequelae. 

The power (statistical power) of a study is the proba-
bility of detecting a difference in the study if a dif-
ference really exists (either between study groups 
or between treatment periods). 

Precision is the degree of absence of random 
error. Precise estimates have narrow confi dence 
intervals.

Pre – post with comparison group design includes a 
single observation both before and after treatment 
in a non -randomly selected group exposed to a 
treatment (e.g., physicians receiving feedback on 
specifi c prescribing practices), as well as simultane-
ous before and after observations of a similar (com-
parison) group not receiving treatment. 

Prescribing errors refer to issues related to underuse, 
overuse, and misuse of prescribed drugs, all of 
which contribute to the suboptimal utilization of 
pharmaceutical therapies. 

The prevalence of a disease is a measurement of how 
common the disease is. Specifi cally, it is the number 
of existing cases (both old and new cases) of the 
disease in a defi ned population at a given point in 
time or over a defi ned time period, divided by the 
number of people in that population. 

Prevalence study bias, a type of selection bias 
that may occur in studies when prevalent cases 
rather than new cases of a condition are selected 

for a study. A strong association with prevalence 
may be related to the duration of the disease rather 
than to its incidence, because prevalence is propor-
tional to both incidence and duration of the disease. 

Privacy, in the setting of research, refers to each 
individual’s right to be free from unwanted inspec-
tion of, or access to, personal information by unau-
thorized persons. 

Procedure registries are registries characterized 
by inclusion of subjects based on receipt of 
specifi c services, such as medical procedures, or 
based on hospitalizations. 

Product registries are registries characterized by 
inclusion of subjects based on use of a specifi c 
product (drug or device) or related products in a 
given therapeutic area. 

Propensity scores are an approach to controlling for 
confounding that uses mathematical modeling to 
predict exposure based on observed variables, and 
uses the predicted probability of exposure as the 
basis for matching or adjustment. 

Prospective drug utilization review is designed to detect 
drug-therapy problems before an individual patient 
receives the drug. 

Prospective studies are studies performed simultane-
ously with the events under study; namely, patient 
outcomes have not yet occurred as of the outset of 
the study. 

Protopathic bias is interpreting a factor to be a result 
of an exposure when it is in fact a determinant of 
the exposure, and can occur when an early sign of 
the disease under study led to the prescription of 
the drug under study. 

Publication bias occurs when publication of a study ’s
results is related to the study ’s fi ndings, such that 
study results are not published or publication is 
delayed because of the results. 

Qualitative drug utilization studies are studies that 
assess the appropriateness of drug use. 

Quality - of - life is the description of aspects (domains) 
of physical, social, and emotional health that are 
relevant and important to the patient. 
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Quantitative drug utilization studies are descriptive 
studies of frequency of drug use. 

Random allocation is the assignment of subjects who 
are enrolled in a study into study groups in a 
manner determined by chance. 

Random error is error due to chance. 

Random selection is the selection of subjects into a 
study from among those eligible in a manner deter-
mined by chance. 

Randomized clinical trials are studies in which 
the investigator randomly assigns patients to 
different therapies, one of which may be a control 
therapy. 

Recall bias is an error in the results of a study due 
to a systematic difference between the study groups 
in the accuracy or completeness of their memory 
of their past exposures or health events. 

Referral bias is error in the results of a study that 
occurs when the reasons for referring a patient for 
medical care are related to the exposure status, for 
example when the use of the drug contributes to 
the diagnostic process. 

Registries are organized systems that use observa-
tional study methods to collect uniform data (clini-
cal and other) to evaluate specifi ed outcomes for 
a population defi ned by a particular disease, condi-
tion, or exposure, and that serves one or more 
predetermined scientifi c, clinical, or policy pur-
poses. Registries can be thought of as both the 
process for collecting data from which studies 
are derived, as well as referring to the actual 
database.

Regression to the mean is the tendency for observa-
tions on populations selected on the basis of an 
abnormality to approach normality on subsequent 
observations.

The relative rate is the ratio of the incidence rate of 
an outcome in the exposed group to the incidence 
rate of the outcome in the unexposed group. It is 
synonymous with the terms rate ratio and  incidence
rate ratio.

The relative risk is the ratio of the cumulative inci-
dence of an outcome in the exposed group to the 
cumulative incidence of the outcome in the unex-
posed group. It is synonymous with the term cumu-
lative incidence ratio.

Reliability is the degree to which the results obtained 
by a measurement procedure can be replicated. The 
measurement of reliability does not require a gold 
standard, since it assesses only the concordance 
between two or more measures. 

A reporting rate in a spontaneous reporting system 
is the number of reported cases of an adverse event 
of interest divided by some measure of the suspect 
drug’s utilization, usually the number of dispensed 
prescriptions. This is perhaps better referred to as a 
rate of reported cases.

Reproducibility is the ability of an instrument to 
obtain more or less the same scores upon repeated 
measurements of patients who have not changed. 

Research, as defi ned in US regulation, is any activity 
designed to “develop or contribute to generalizable 
knowledge”. (Title 45 US Code of Federal 
Regulations Part 46.102 (d).) 

A research subject is  “a living individual, about whom 
an investigator (whether professional or student) 
conducting research obtains either: 1) data through 
intervention or interaction with the individual, or 
2) identifi able private information. ” (US Code of 
Federal Regulations 46.102(f).) 

Responsiveness is an instrument ’s ability to detect 
change.

Retrospective drug utilization review compares past 
drug use against predetermined criteria to identify 
aberrant prescribing patterns or patient -specifi c 
deviations from explicit criteria. 

Retrospective studies are studies conducted after the 
events under study have occurred. Both exposure 
and outcome have already occurred as of the outset 
of the study. 

Risk is the cumulative probability that something 
will happen. 
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A judgment about safety is a personal and/or social 
judgment about the degree to which a given risk is 
acceptable.

Safety signal is a concern about an excess of adverse 
events compared to what is expected to be associ-
ated with a product ’s (drug or device) use. 

Service registries are registries characterized by inclu-
sion of subjects based on receipt of specifi c services, 
such as procedures, or based on hospitalizations. 

Sample distortion bias is another name for selection 
bias.

Scientifi c inference is the process of generalizing 
from a statement about a population, which is an 
association, to a causal statement about scientifi c 
theory. 

Selection bias is error in a study that is due to sys-
tematic differences in characteristics between those 
who are selected for the study and those who are 
not.

Sensibility is a judgment about the validity of an 
instrument, based on an intuitive assessment of the 
extent to which an instrument meets a number of 
criteria including applicability, clarity and simplic-
ity, likelihood of bias, comprehensiveness, and 
whether redundant items have been included. 

Sensitivity is the proportion of persons who truly 
have a characteristic, who are correctly classifi ed by 
a diagnostic test as having it. 

Sensitivity analysis is a set of procedures in which the 
results of a study are recalculated using alternate 
values for some of the study ’s variables, in order to 
test the sensitivity of the conclusions to altered 
specifi cations. 

A serious adverse experience is any adverse experience 
occurring at any dose that results in any of the fol-
lowing outcomes: death, a life -threatening adverse 
experience, inpatient hospitalization or prolonga-
tion of existing hospitalization, a persistent or sig-
nifi cant disability/ incapacity, or congenital 
anomaly/ birth defect. 

Signal is a hypothesis that calls for further work to 
be performed to evaluate that hypothesis. 

Signal detection is the process of looking for or iden-
tifying signals from any source. 

Signal generation, sometimes referred to as 
data mining, is an approach that uses statistical 
methods to identify a safety signal. No particular 
medical product exposure or adverse outcome is 
prespecifi ed. 

Signal refi nement is a process by which an identifi ed 
safety signal is further evaluated to determine 
whether evidence exists to support a relationship 
between the exposure and the outcome. 

Specifi c causation, from a legal perspective, addresses 
whether the product in question actually caused an 
alleged injury in the individual plaintiff. 

Specifi c quality - of - life instruments are focused on 
disease or treatment issues specifi cally relevant to 
the question at hand. 

Specifi city is the proportion of persons who truly do 
not have a characteristic, who are correctly classi-
fi ed by a diagnostic test as not having it. 

Spontaneous reporting systems are maintained by reg-
ulatory bodies throughout the world and collect 
unsolicited clinical observations that originate 
outside of a formal study. 

Statistical inference is the process of generalizing 
from a sample of study subjects to the entire popu-
lation from which those subjects are theoretically 
drawn.

Statistical interaction, see effect modifi cation. 

A statistically signifi cant difference is a difference 
between two study groups that is unlikely to have 
occurred purely by chance. 

Steady state, within pharmacokinetics, is the situa-
tion when the amount of drug being administered 
equals the amount of drug being eliminated from 
the body. 

Systematic error is any error in study results other 
than that due to random variation. 

The therapeutic ratio is the ratio of the drug concen-
tration that produces toxicity to the con centration
that produces the desired therapeutic effect. 



930   Appendix B Glossary

Therapeutics is the application of the principles of 
clinical pharmacology to rational prescribing, the 
conduct of clinical trials, and the assessment of 
outcomes during real -life clinical practice. 

Type A adverse reactions are those that are the result 
of an exaggerated but otherwise predictable phar-
macological effect of the drug. They tend to be 
common and dose -related.

Type B adverse reactions are those that are aberrant 
effects of the drug. They tend to be uncommon, not 
dose-related, and unpredictable. 

A type I statistical error is concluding there is an 
association when in fact one does not exist, that is 
erroneously rejecting the null hypothesis. 

A type II statistical error is concluding there is no 
association when in fact one does exist, that is 
erroneously accepting the null hypothesis. 

Unanticipated benefi cial effects of drugs are desirable 
effects that could not have been predicted on the 
basis of existing knowledge. 

Unanticipated harmful effects of drugs are unwanted 
effects that could not have been predicted on the 
basis of existing knowledge. 

Uncontrolled studies refer to studies without a com-
parison group. 

An unexpected adverse experience means any adverse 
experience that is not listed in the current labeling 

for the product. This includes an event that may 
be symptomatically and pathophysiologically 
related to an event listed in the labeling, but differs 
from the event because of greater severity or 
specifi city. 

Utility measures of quality -of-life are measured 
holistically as a single number along a continuum, 
for example from death (0.0) to full health (1.0). 
The key element of a utility instrument is that it is 
preference-based.

Validity is the degree to which an assessment (e.g., 
questionnaire or other instrument) measures what 
it purports to measure. 

Variable costs are costs that increase with increasing 
volume of activity. 

Apparent volume of distribution (V D) is the apparent 
volume that a drug is distributed in after complete 
absorption. It is usually calculated from the theo-
retical plasma concentration at a time when 
all of the drug was assumed to be present in the 
body and uniformly distributed. This is calculated 
from back extrapolation to time zero of the 
plasma concentration time curve after intravenous 
administration.

Voluntariness is the concept in research ethics, that 
investigators must tell subjects that participation in 
the research study is voluntary, and that subjects 
have the right to discontinue participation at any 
time.
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