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Preface

The first edition of this book published in 2001 has been more successful than I ever imagined,
as indicated by the excellent reviews it has received, the continued demand, and impressive
sales! I believe that the main reasons for its popularity are that there was a significant gap in
the literature and also that the information presented was based on the extensive experiences
of the various contributors who were all actively working in the industry and were willing to
share “best practice” from their knowledge and experiences. The book is intended to be a
practical guide to pharmaceutical preformulation and formulation to be used as a reference
source or a guidance tool to those working in the pharmaceutical industry or related
industries, such as biopharmaceuticals or medical devices, or anyone wanting an insight into
the subject area. Indeed, this book has also proved to be a valuable text for undergraduate and
postgraduate courses in industrial pharmacy and pharmaceutical technology. A second edition
is required because preformulation and formulation technology continues to develop and also
because there are bound to be some gaps and improvements to be filled.
The second edition still meets the main objectives of the first edition, that is, to

e provide a logical and structured approach to product development, with key stages
identified and the preformulation, biopharmaceutics, and formulation activities and
typical issues at each stage discussed, wherever possible with real or worked examples,

* emphasize what practical studies need to be undertaken for what reasons and during
what key stages of the drug development process, and

e provide separate chapters on the formulation development of each route and type of
dosage forms.

The pressure to accelerate the drug development process, shorten the development timelines,
and launch new pharmaceutical products is even more intense than before, with fewer
registrations year on year. Having a structured approach and doing the right things first time
are essential elements for achieving this. The chapters on product design and product
optimization are still very relevant but have been updated to include the quality by design
(QbD) and International Conference on Harmonisation (ICH) Q8 (product development),
ICH Q9 (quality risk management), process analytical technology (PAT), and lean
manufacturing principles that aim to link regulatory expectations to good science.

Another significant change since the first edition is the growth of biopharmaceuticals,
compared with small molecules, that deserves more attention. Pharmaceutical companies are
shifting from developing small molecules to developing biopharmaceuticals to treat a wide
range of diseases, and today approximately one in four drugs introduced to the market is a
biopharmaceutical. Since the majority of biopharmaceuticals will be delivered by injection or
infusion, the chapter on parenteral dosage forms has been updated to reflect this. Focus has
been given to the steps after purification, formulation, and subsequent fill-finish. Consider-
ation has also been given in the other chapters for handling and developing biopharmaceutical
dosage forms where there is some potential for drug delivery, for example, intranasal dosage
forms.

Elsewhere in the second edition, there are updates throughout the book to reflect on
some omissions and developments since the first edition and make it up-to-date; for example,
to reflect emerging “cutting-edge” technologies such as polymorph and salt selection and
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prediction, molecular modeling and automation in preformulation studies, and more consider-
ation for packaging technology during development of the various dosage forms.

Once again I am indebted to all the contributors for giving up their time and energy in
producing this updated version. I am also indebted to my wife, Alison, and my family for their
support and understanding during the time I have been busy working on this book.

Mark Gibson
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INTRODUCTION

This book is intended to be a practical guide to pharmaceutical preformulation and formulation.
It can be used as a reference source and a guidance tool for those working in the pharmaceutical
industry or related industries, for example, medical devices and biopharmaceuticals, or anyone
wanting an insight into this subject area. The information presented is essentially based on the
extensive experiences of the editor and various other contributors who are all actively working in
the industry and have learned “best practice” from their experiences.

There are various excellent books already available that cover the theoretical aspects of
different types of pharmaceutical dosage forms and processes. A variety of books are also available
that focus on the drug development process, business, and regulatory and project management
aspects. The popularity of the first edition of this book, Pharmaceutical Preformulation and Formulation:
A Practical Guide from Candidate Drug Selection to Commercial Formulation, confirms my opinion that
there is a need for a pragmatic guide to pharmaceutical preformulation and formulation with an
emphasis on what practical studies need to be undertaken, for what reasons, and during what key
stages of the drug development process. Preformulation, biopharmaceutics, and formulation are all
important for candidate drug selection and through the various stages of product development as
shown in Figure 3. This book has been written to try and address this need.

A logical approach to product development is described in the book, with the key stages
identified and the preformulation, biopharmaceuticals, and formulation activities and typical
issues at each stage discussed. Wherever possible, the book is illustrated with real or worked
examples from contributors who have considerable relevant experience of preformulation,
biopharmaceuticals, and formulation development.

Jim Wells’ book on preformulation (Wells, 1988) made a strong impact on trainees and
pharmaceutical scientists (including myself) working in this field of the pharmaceutical
industry when it was introduced two years ago. It describes the important concepts and
methods used in preformulation with the underlying theory. To his credit, Wells’ book is still
useful today, but sadly, the book is now out of print, and existing copies are hard to obtain. It
also requires updating to include the abundance of modern preformulation instrumental
techniques that have emerged, such as thermogravimetric analysis (TGA), hot-stage micros-
copy (HSM), X-ray powder diffraction (XRPD), Raman and infrared spectroscopy, and solid-
state nuclear magnetic resonance (NMR). These techniques can be used to provide valuable
information to characterize the drug substance and aid formulation development using the
minimal amounts of compound.

Pharmaceutical Preformulation and Formulation: A Practical Guide from Candidate Drug
Selection to Commercial Formulation covers a wider subject area than just preformulation. Topics
include biopharmaceutics, drug delivery, formulation, and process development aspects of
product development. The book also describes a logical and structured approach to the
product development process, recommending at what stages appropriate preformulation,
biopharmaceutics, and formulation work are best undertaken.

DRUG DEVELOPMENT DRIVERS, CHALLENGES, RISKS, AND REWARDS

It is important that the reader is aware of the nature of pharmaceutical research and
development (R&D) to appreciate the importance of preformulation and formulation in the
overall process.
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Table 1 Major Hurdles to Successful Product Registration and Sale

Activity Requirements

Research Novel compound (Is it patentable?)
Novel biological mechanism (Is it patentable?)
Unmet medical needs
Potent and selective

Safety High margin of safety
Nontoxic (not carcinogenic, tetratogenic, mutagenic, etc.)
Clinical Tolerable side effects profile
Efficacious
Acceptable duration of action
Drug process Bulk drug can be synthesized/scaled up
Pharmaceutical Acceptable formulation/pack (meets customer needs)

Drug delivery/product performance acceptable

Stable/acceptable shelf life

Robust clinical trial process, which can be scaled up and transferred into operations
Regulatory Quality of data/documentation
Manufacturing Manufacturable

Acceptable cost of goods

Able to pass preapproval inspection
Marketing/commercial Competitive

Meets customer needs

Value for money

Commercial return

In simple terms, the objective of pharmaceutical R&D can be defined as “converting ideas into
candidate drugs for development” and the objective of product development as “converting candidate
drugs into products for registration and sale.” In reality, these goals are extremely challenging and
difficult to achieve because of the many significant hurdles a pharmaceutical company has to
overcome during the course of drug development. Some of the major hurdles are listed in Table 1.

The high risk of failure in drug discovery and development throughout the pharma-
ceutical industry statistically shows that, on average, only 1 in 5000 compounds screened in
research will reach the market. For those that are nominated for development, the failure rate
will vary from one in five to one in ten compounds that will achieve registration and reach the
marketplace. Most failures in early development are due to drug toxicity or safety issues,
whereas a lack of efficacy is the primary reason for late-stage attrition (Lowe, 2008). The
relatively high attrition rates of new medicines is a major challenge, particularly when they are
expensive phase III clinical failures that have occurred in recent years. Regulators are being
more selective in what they approve, and they are demanding more data on efficacy and side
effects. Only about 20 new drugs are now approved every year, down from 40 or 50 a decade
ago and despite an approximate 70% increase in R&D investment over the last 10 years. On top
of this, there is a significant commercial risk from those that are marketed; only 3 out of 10 are
likely to achieve a fair return on investment. The products that give poor return on investment
are often the result of poor candidate drug selection (the compound does not have the desired
properties of safety, selectivity, efficacy, potency, or duration) and/or poor product
development (the development program does not establish the value of the product). The
latter scenario should, and can be, avoided by careful assessment at the “product design” stage
of development. Product design is discussed further in chapter 5.

There has been a recent worrying trend of marketed products being withdrawn a few
years after launch. This may be because once it is used by many thousands, or even millions, of
people, rare but significant side effects can emerge. For example, Merck’s blockbuster arthritis
drug, Vioxx, was approved in 1999 but withdrawn five years later when linked to increased
cardiovascular risks. Another example is the surprise announcement by Pfizer when it
withdrew the world’s first inhalable insulin product, Exubera, from the market in 2007
following disappointing sales. It would seem that the company had failed to appreciate the
customer requirements well enough during the product design phase of development.
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Figure 1 Product life cycle.

To be successful and competitive, research-based pharmaceutical companies must
ensure that new discoveries are frequently brought to the market to generate cash flow. This is
required to fund the next generation of compounds to meet the therapeutic needs of patients,
and of course, to benefit the shareholders. This cycle of events is sometimes referred to as the
“product life cycle” and is further illustrated in Figure 1.

The overall costs of drug discovery and development to bring a new medicine to the
market are increasing at an alarming rate. It is currently estimated that US$1 billion is required
to recoup the costs of research, development, manufacturing, distribution, marketing, and
sales for a new chemical entity (NCE). Cost estimates are even higher for a new
biopharmaceutical product at US$1.2 billion and take longer to develop than a NCE, but
tend to enjoy much greater success rates (DiMari and Grabowski, 2007). A significant
proportion of this total is for the cost of failures, or in other words, the elimination of
unsuccessful compounds. R&D expenditure tends to increase substantially as the compound
progresses from drug discovery research through the various clinical trial phases of
development. The pivotal phase III patient trials are usually the largest, involving thousands
of patients, and hence the most expensive. To reduce development costs, some companies
selectively screen and eliminate compounds earlier in the drug development process on the
basis of results from small-scale, less expensive studies in human and progress fewer, more
certain compounds to later clinical phases.

In spite of the high risks and high costs involved, there is still a huge incentive for
pharmaceutical companies to seek the financial rewards from successful marketed products,
especially from the phenomenal success of the rare “blockbuster” (reaching sales of >US$1 billion
per year). This can earn the company significant profits to reinvest in research and fund the
product development pipeline.

Another factor, the risk of delay to registration and launch, can also have a significant
impact on the financial success of a marketed product. McKinsey & Company, a management
consultancy, assessed that a product that is six months late to market will miss out on one-
third of the potential profit over the product’s lifetime. In comparison, they found that a
development cost overspend of 50% would reduce profits by just 3.5%, and a 9% overspend in
production costs would reduce profits by 22% (McKinsey & Co., 1991). The loss of product
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revenue is often due to competitor companies being first to market, capturing the market
share, and dictating the market price, in addition to the loss of effective patent life. Hence, the
importance of accelerating and optimizing drug discovery and development, and getting to
the market first with a new therapeutic class of medicinal product, cannot be underestimated.
The second product to market in the same class will usually be compared with the market
leader, often unfavorably.

The average time from drug discovery to product launch is currently estimated to be 10
to 12 years. Several factors may have contributed to lengthening development times over the
years, including an increase in the preclinical phase to select the candidate drug and also an
increase in the duration of the clinical and regulatory period required for marketing approval
because regulatory agencies are requesting comparator efficacy studies and extensive safety
profiling. Benchmarking studies show wide gaps between industry average or worst
performance compared with what is achievable as best practice performance (Spence, 1997).
On average, the preclinical phase currently takes four to six years to complete, whereas the
time from candidate drug nomination to regulatory submission takes on average six to eight
years, and longer for treatments of chronic conditions. Most forward-looking pharmaceutical
companies are aiming to reduce these times by reevaluation and subsequently streamlining the
development process, for example, by introducing more effective clinical programs and more
efficient data reporting systems, forward planning, and conducting multiple activities in
parallel. However, this in turn may put formulation development and clinical supplies on the
critical path, with pressures to complete these activities in condensed time scales. Suggestions
are offered throughout this book on how preformulation, biopharmaceuticals, and formulation
can be conducted in the most efficient way to avoid delays in development times.

Any reduction in the total time frame of drug discovery to market should improve the
company’s profitability. In a highly competitive market, product lifetimes are being eroded
because of the pace of introduction of competitor products, the rapid introduction of generic
products when patents expire and move to “over-the-counter” (OTC) status. Successful
pharmaceutical companies are focusing on strategies for optimum “product life cycle
management” to maximize the early growth of the product on the market, sustain peak
sales for as long as the product is in patent, and delay the post-patent expiry decline for as long
as possible. This should maximize the return on investment during a product life cycle to
enable the company to recover development costs and make further investments in Ré&D.
Figure 2 shows a classic cash flow profile for a new drug product developed and marketed.

F 4 Prima y patent ex ires
LOW P
I .
Peak v nereased competitor

and generic products
sales 8 p

Market
penetration

" Market share held with line
extensions

No line extensions

Research Development Launch
! | ] | | | » TIME
5 16 15 20 25 30 (YEARS)
Increased Manufacturing Line extension
development costs and launch costs  development costs

A,

Figure 2 Product life cycle management.
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During development there is a negative cash flow, and it may be some time after launch before
sales revenue crosses from loss to profit because of manufacturing, distribution, and
advertising costs. Profits continue to increase as the market is established to reach peak
sales, after which sales decrease, especially after the primary patent expires and generic
competition is introduced.

Throughout the life span of a product, it is in a company’s interest to ensure the best
patent protection to achieve the longest possible market exclusivity. Prior to the primary patent
expiring (normally for the chemical drug substance), it is imperative to introduce new
indications, formulations, manufacturing processes, devices, and general technology, which
are patent protected, to extend the life of the product and maintain revenue. A patent generally
has a term of about 20 years, but as development times are getting longer, there will be a
limited duration of protection remaining once the product is marketed (the effective patent
life). A comparison of effective patent life for pharmaceutical NCEs in various countries
around the world shows the same downward trend between the 1960s and the 1980s (Karia
et al., 1992; Lis and Walker, 1988). In the EU, products typically enjoy 10 years of patent
exclusivity, whereas in the United States, it is typically only 5 years.

Getting to the market quickly is a major business-driving force, but this has to be
balanced with the development of a product of the appropriate quality. There is a need to
generate sufficient information to enable sound decisions on the selection of a candidate drug
for development, as well as to develop dosage forms that are “fit for purpose” at the various
stages of development. Anything more is wasting precious resources (people and drug
substance), adding unnecessary cost to the program, and, more importantly, extending the
development time. Perfect quality should not be the target if good quality is sufficient for the
intended purpose. This can only be achieved if there is a clear understanding of the customer
requirements.

For example, if a simple, non-optimized formulation with a relatively short shelf life is
acceptable for phase I clinical studies, any further optimization or stability testing might be
considered wasteful, unless the data generated can be used later in the development program.

There can be a significant risk associated with doing a minimum development program
and cutting corners to fast track to market. Post launch, the cost of a retrospective fix due to
poor product/process design and/or development can be extremely high. The additional
financial cost from work in product/process redevelopment, manufacturing and validation,
technical support, regulatory submission, and sales and marketing (due to a product recall)
can easily wipe out the profit from an early launch. This can have several unpleasant knock-on
effects; it may affect the market share and the company’s relationship with the regulatory
authorities, and its credibility with customers (both externally and internally within the
company) may be threatened. These factors need to be taken into account when planning
preformulation/formulation studies, which can directly influence the progress of a product to
market and final product quality.

CURRENT TRENDS IN THE PHARMACEUTICAL INDUSTRY

Increasing competition and threats to the pharmaceutical industry with respect to maintaining
continued sales growth and income mean that successful companies going forward will be
those that have a portfolio of products capable of showing volume growth. However, to show
volume growth, innovative new products are required. The cost of drug discovery and
development is escalating because there are no easy targets left and the cost of development
and the cost of goods (CoG) sold are increasing. There have been several mergers and
acquisitions of research-based pharmaceutical companies since the 1980s, and increased
collaborations and inward licensing of products and technologies, in attempts to acquire new
leads, to share costs, to reduce the time to license, and to maintain growth. Unfortunately,
mergers and acquisitions also result in streamlining and job losses, which improve efficiency
and decrease overhead costs at the same time.

There is a changing trend in the nature of the candidate drug emerging from
pharmaceutical R&D, from a low molecular weight chemical to a more complex
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macromolecule (biopharmaceuticals). Biopharmaceuticals comprise “biologics” such as
vaccines and blood and plasma products, and products derived using biotechnology such
as monoclonal antibodies or recombinant proteins that are engineered or derived from
mammalian or other cells. Some of these compounds have been derived from biotechnological
processes to produce biotechnological medicinal products that fight infection and disease. A
typical biotechnology process consists of three major phases to produce the purified bulk
active pharmaceutical ingredient (API): (i) fermentation of cells (generally mammalian cell
lines for antibody manufacture), (i) downstream processing to clear up any contamination,
and (iii) characterization and testing of impurities. The bulk API is then either processed
further or just filled in vials or ampoules to produce the drug product.

It is estimated that today there are more than one hundred biotechnological medicinal
products on the market, and many more in clinical trials are being developed to treat a wide
variety of diseases. Those currently on the market account for 60% of absolute annual sales
growth in major pharmaceutical companies, with the remaining 40% being from small
molecules (Mudhar, 2006). Biopharmaceuticals possess some advantages over small
molecules, for example, some can affect human drug targets, which is not possible with
small molecules. They are also difficult to copy when the patent expires, thus keeping the
generics at bay. However, there are also some significant disadvantages of using
biopharmaceuticals, such as the almost unavoidable loss of any oral dosing route because
they tend to be denatured in the gastrointestinal tract or are too large to be absorbed. It can be
a major challenge for the formulator to develop self-administered formulations to deliver
macromolecules such as proteins and polypeptides into the body. Even if administered by
injection, the pharmacokinetics of biopharmaceuticals can be complicated because of built-in
clearance mechanisms.

For both small molecules and biopharmaceuticals, more sophisticated drug delivery
systems are being developed to overcome the limitations of conventional forms of drug
delivery systems [e.g., tablets and intravenous (IV) solutions], problems of poor drug
absorption, noncompliance of patients, and inaccurate targeting of therapeutic agents. One
example of emerging drug delivery technology is the use of low-level electrical energy to assist
the transport of drugs across the skin in a process known as electrophoresis. This method
could be particularly useful for the delivery of peptides and proteins, which are not adequately
transported by passive transdermal therapy. The drug absorption rate is very rapid and more
controlled compared with passive diffusion across the skin. Another example is the pulmonary
delivery of proteins and peptides. The recent successful delivery of insulin using a dry-powder
inhaler is impressive since it had to pass so many hurdles including the narrow therapeutic
index of insulin and the need for tight particle size control to reach the alveolar surface. This
provides encouragement for the delivery of other protein and peptide products delivered by
this route. A third example is the use of bioerodable polymers that can be implanted or injected
within the body to administer drugs from a matrix, which can be formulated to degrade over a
long duration from one day to six months and do not require retrieval. Some of these specific
delivery systems are explained in more detail in later chapters on the various dosage forms.

Futuristic drug delivery systems are being developed, which are hoped to facilitate the
transport of a drug with a carrier to its intended destination in the body and then release it
there. Liposomes, monoclonal antibodies, and modified viruses are being considered to deliver
“repair genes” by IV injection to target the respiratory epithelium in the treatment of cystic
fibrosis. These novel drug delivery systems not only offer clear medical benefits to the patient,
but can also create opportunities for commercial exploitation, especially useful if a drug is
approaching the end of its patent life.

There are pressures on the pharmaceutical industry, which affect the way products are
being developed. For example, there is a trend for more comprehensive documentation to
demonstrate compliance with current good manufacturing practice (cGMP) and good
laboratory practice (GLP) and to demonstrate that systems and procedures have been
validated. The latest trend is for more information required on the “design space” for the
manufacturing process prior to regulatory submission, as discussed later in chapter 8 on
product optimization. A benefit of doing this is to provide more flexibility for changes to the
process within the design space limits once submitted. However, the pressure is for a company
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to submit early and develop the product “right first time” with a thorough understanding of
the product and manufacturing process.

In spite of efforts to harmonize tests, standards, and pharmacopoeias, there is still
diversity between the major global markets—Europe, the United States, and Japan—which
have to be taken into account in the design of preformulation and formulation programs
(Anonymous, 1993). This is discussed further in chapter 5 on product design.

Other pressures facing the pharmaceutical industry are of a political/economical or
environmental nature. Some governments are trying to contain healthcare costs by introducing
healthcare reforms, which may lead to reduced prices and profit margins for companies, or
restricted markets where only certain drugs can be prescribed. Although the beneficial effect of
drugs is not questioned in general, the pressure to contain the healthcare costs is acute.
Healthcare costs are increasing partly because people are living longer and more treatments
are available. This may influence the commercial price that can be obtained for a new product
entering the market and, in turn, the “CoG target.” The industry average for the CoG target is
5% to 10% of the commercial price, with pressure to keep it as low as possible. This may impact
on the choice and cost of raw materials, components and packaging for the product, and the
design and cost of manufacturing the drug and product.

Environmental pressures are to use environmentally friendly materials in products and
processes and to accomplish the reduction of waste emissions from manufacturing processes.
A good example is the replacement of chlorofluorocarbon (CFC) propellants in pressurized
metered-dose inhalers (pMDIs) with hydrofluorocarbons (HFAs). The production of CFCs in
developed countries was banned by the Montreal Protocol (an international treaty) apart from
“essential uses,” such as propellants in pMDIs, to reduce the damage to the earth’s ozone layer.
However, there is increasing pressure to phase out CFCs altogether. The transition from CFC
to HFA products involves a massive reformulation exercise with significant technical
challenges and costs for pharmaceutical companies involved in developing pMDIs, as
described in chapter 10 “Inhalation Dosage Forms.” However, this can be turned into a
commercial opportunity for some companies, which have developed patent-protected delivery
systems to extend the life cycle of their CFC pMDI products.

LESSONS LEARNT AND THE WAY FORWARD

To achieve the best chance of a fast and efficient development program to bring a candidate
drug to market, several important messages can be gleaned from projects that have gone well
and from companies with consistently good track records.

There are benefits for pharmaceutical development to get involved early with preclinical
research during the candidate drug selection phase. This is to move away from an “over-the-
wall” handover approach of the candidate drug to be developed from “research” to
“development.” The drug selection criteria will be primarily based on pharmacological
properties such as potency, selectivity, duration of action, and safety/toxicology assessments.
However, if all these factors are satisfactory and similar, there may be an important difference
between the pharmaceutical properties of candidate drugs. A candidate drug with preferred
pharmaceutical properties, for example, good aqueous solubility, crystalline, nonhygroscopic,
and good stability, should be selected to minimize the challenges involved in developing a
suitable formulation. This is discussed further in chapter 2.

Another important factor is good long-term planning, ideally from candidate drug
nomination to launch, with consideration for the safety, clinical and pharmaceutical
development, manufacturing operations, and regulatory strategies involved to develop the
product. There is a need for one central, integrated company project plan that has been agreed
on by all parties with a vested interest in the project. Needless to say, the plan should contain
details of activities, timings, responsibilities, milestones, reviews, and decision points. Reviews
and decision points are required at the end of a distinct activity to ensure that the project is still
meeting its objectives and should progress to the next stage of development. However, these
reviews should not cause any delays to the program, rather, they should ratify what is already
progressing. The traditional sequential phases of product development (chapter 2) must be
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overlapped to accelerate the product to market. In reality, plans will inevitably change with
time; they should be “living” documents, which are reviewed and updated at regular intervals
and then communicated to all parties. There may be several more detailed, lower-level plans
focusing on departmental activities, for example, pharmaceutical development, but these plans
must be linked to the top-level central project plan.

Forward planning should provide the opportunity for a well thought out and efficient
approach to product development, identifying requirements up front so as to avoid too much
deliberation and backtracking along the way. It should also provide a visible communication tool.

Good planning is supported by adopting a systematic and structured approach to
product development. The development process can be broken down into several key defined
stages—product design, process design, product optimization, process optimization, scale-up,
and so on. Each stage will have inputs and outputs as shown in Figure 3, a simplified
framework for product development. The appropriate definition and requirements at each
stage are described in chapters 5 and 8.

As product development can take several years to complete, it is important to have an
effective document management system in place to record the work. The primary reference
source for recording experimental work will usually be a laboratory notebook (paper or
electronic). The work should be checked, dated, and countersigned to satisfy GLP and
intellectual property requirements. Experimental protocols are sometimes useful for defining
programs of work, explaining the rationale for the studies, and defining the acceptance criteria.
When the studies are completed, the results can be reported with reference to the protocol and
acceptance criteria. Laboratory notebooks are referenced in the protocols and reports so that
the raw data can be retrieved in the event of an audit.

At the completion of key stages of the work, summary reports can be written, referencing
all other protocols and reports relevant to that stage and highlighting the major recommenda-
tions and conclusions. In this way, a product development document file can be built up for
transfer of information and technology, including the development history and rationale for
progression. The file will also be vital for data retrieval in the event of a regulatory inspection.

Finally, successful product development is often associated with good teamwork. The
process is multidisciplinary, relying on people with different specialist skills working together
to make it happen. This is particularly important at the key interfaces such as preclinical
research with pharmaceutical development and pharmaceutical development with
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manufacturing operations at the final production site. It is therefore useful to have
representation on the project teams from all the key specialist functions to ensure buy-in to
the plans, strategies, and decisions, and to have a good project management system in place.

SCOPE OF THE BOOK

This book is structured in a logical order to cover the various stages of drug development from
candidate drug selection to development of the intended commercial dosage form.

In chapter 2, the key stages of the R&D process are explained in some detail, with the
outputs expected from each stage, to afford an appreciation of the entire process. The
remainder of the book concentrates on candidate drug selection for development and
development of the commercial dosage form where preformulation, biopharmaceutics, and
formulation play a vital role. Initial emphasis is on candidate drug selection and the
importance of preformulation, formulation, and biopharmaceutics input at this stage.
Traditionally, not all pharmaceutical companies operate in this way, and the result from
experience is often that pharmaceutical development has to accept whatever candidate drug
comes out of research and address any unforeseen difficulties during development. The
disadvantages of this approach, and the opportunities and benefits of pharmaceutical input to
the candidate selection process, are clearly explained in the early chapters.

Available drug substance for preformulation and biopharmaceutics studies at the
candidate drug selection stage can be a major challenge. Chapter 3 describes the
preformulation studies that can be undertaken to maximize the information gained from
small amounts of drug substance to select the preferred candidate drug for development.
Various modern preformulation techniques that use minimal amounts of drug are described to
evaluate the physicochemical properties of compounds, salts and polymorphs.

Chapter 4 describes the importance of drug delivery and biopharmaceutical factors in the
candidate drug selection phase. Consideration is given to the intended route of administration,
what predictions can be made, and useful information gained from biopharmaceutical
assessment of the candidate drug.

Following candidate selection, usually, one candidate drug is nominated for develop-
ment. The importance of establishing the product design attributes is discussed in chapter 5.
The value of this exercise is often underestimated in the rush to develop products quickly.
However, the quality of the product design can often influence the success of developing a
commercially viable product with a desired product profile in a timely manner to market.

Chapters 6 and 7 focus on preformulation and biopharmaceutics, respectively, as an aid
to product design. The emphasis is on generating the appropriate data to characterize the
candidate drug and aid product design and development. The objective at this stage is to
determine the physicochemical properties of the candidate drug, which are considered
important in the development of a stable, effective, and safe formulation. Use of a limited
amount of available drug substance and the speed and program of work depending on the
intended dosage form and route, are all carefully considered here and illustrated with the aid
of worked examples. Modern instrumental techniques and personal computer (PC)-based
“expert systems” are discussed as useful tools.

To develop a product from inception to market, the product and process have to be
optimized and the process scaled up and transferred to commercial production. Definitions
and descriptions of the requirements for all these stages of development are discussed in
chapter 8, although the major discussion is on the preformulation/formulation input to
product optimization. The many factors that a formulator should consider in the selection of
pharmaceutical excipients and packaging are discussed. Useful sources of information and
techniques for selection such as expert systems and experimental design tools are included.

Drugs are generally administered via the mouth, eyes, nose, or skin or by inhalation or
injection, and so these routes are covered in more detail in separate chapters. Special
considerations and issues for the formulation development of each route and type of dosage
form are discussed on the basis of considerable relevant experience of the various
contributors.
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STAGES OF THE DRUG DISCOVERY AND DEVELOPMENT PROCESS

The development of a new medicinal product from a novel synthesized chemical compound, a
chemical extracted from a natural source or a compound produced by biotechnological
processes, is a long and complex procedure and involves many different disciplines working
together. The drug discovery and development process for a typical research-based
pharmaceutical company can be broken down into five distinct stages as described briefly
below. At each stage, there will be several activities running in parallel, with the overall
objective of discovering a candidate drug and developing it to market as efficiently as possible.
It should be noted that different companies may use slightly different terminology and
perform some activities sooner or later, but the overall process is essentially the same.

Strategic Research
Feasibility studies are conducted to demonstrate whether interfering in a particular biological
mechanism has an effect that might be of therapeutic value.

The strategic research of a particular company is usually guided by factors such as its
inherent research competence and expertise, therapeutic areas of unmet medical need, and
market potential/commercial viability. Companies often wish to develop a portfolio of
products within a specific therapeutic area to capture a segment of the market. By focusing on
a particular therapeutic area, a company can build on its existing expertise and competence in
all of its functions with the aim of becoming a leading company in that field. Product life cycle
management is important in achieving this aim.

Exploratory Research
Exploratory research is an investigation of the biological mechanism and identification of a
“chemical or biological lead” that interferes with it.

During the exploratory research stage, diverse compounds are screened for the desired
biological activity. The aim is to find a chemical or molecular entity that interferes with the
process and to provide a valuable probe of the underlying therapeutic problem. Traditionally,
this has been achieved by the organic chemist synthesizing compounds one at a time for the
biologist to test in a linear fashion. Over the last two decades, there has been a rapid
development in the technologies for creating very large and diverse quantities of synthetic and
biosynthetic molecules and for testing large numbers of activity in less time. These
technologies have been labeled “combinatorial chemistry” and automated “high-throughput
screening” (HTS), respectively. The key impact has been to accelerate the synthesis of new
compounds from, say, 50 compounds per chemist year to many tens of thousands and to be
able to test these against many biological targets (e.g., biological receptors or biochemical
pathways) very quickly (Doyle et al., 1998).

The rate of technology development specifically associated with HTS for pharmaceutical
drug discovery has increased markedly over recent years, with automated techniques involving
miniaturization, to allow assays on very small samples (e.g., 1 pL volume), and the ability to
analyze thousands of samples a day using well microplates (Burbaum, 1998). In addition to the
use of HTS for pharmacological activity, HTS tests have been developed for assessing metabolism
and pharmacokinetic and toxicity factors to speed up the drug discovery process.
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In simple terms, a biologically active compound can be considered to consist of a
supportive framework with biofunctional groups attached that bind to a target to induce a
biological response. Each compound is, in effect, a unique combination of numerous possible
groups. Combinatorial techniques have replaced traditional synthetic approaches to generate
many possible combinations rapidly for biological testing.

Approaches to lead generation during exploratory research often depend on how much
is already known about the therapeutic target under consideration. For example, if the three-
dimensional structure of the target (such as an enzyme-inhibitor complex) is known, chemical
leads could be found and optimized through combinatorial chemistry and HTS. Alternatively,
in some cases, the only available biochemical knowledge might be the structure of a ligand for
the enzyme. If there were no information at all, then the only approach might be limited to
HTS of batches of compounds from combinatorial libraries.

Even with combinatorial chemistry and HTS, lead generation can be extremely laborious
because of the vast number of different molecules possible (framework and biofunctional
group combinations). To ease this burden, some rational drug design and quantitative
structure activity relationships (QSARs) are often introduced to direct the program and utilize
a company’s finite screening resource as efficiently as possible.

“Representative” libraries of compounds, where each member is selected to give
information about a larger cluster of compounds, are designed and used to reduce the amount
of compounds that have to be made and tested.

There have been recent advances to create diverse biopharmaceutical molecules for
evaluation, for example, through antibody engineering to produce anticancer treatments
(Morrow, 2007). Protein and glycosylation engineering can be employed to generate antibodies
with enhanced effector functions. The presence or absence of one sugar residue can result in a
two-orders-of-magnitude difference in the ability to kill cancer cells by antibody-dependent
cell cytotoxicity, which could result in reduced dose and cost.

Together with combinatorial chemistry and rational drug design, genomics is rapidly
emerging as a useful technique to enable companies to significantly increase the number of
drug targets and improve on candidate selection success. A number of companies have seen
the potential in defining patient groups based on their genotypes and are now investing lots of
money to gain a clearer understanding of the genes that are important to drug action. Personal
medicine has been in development since the 1980s: “Personalized treatment” is where the
doctor prescribes the best treatment for a patient based on his or her genetic profile, whereas
personalized products involve drugs that are actually made for an individual patient. A
patient’s DNA can be rapidly sequenced and recombinant protein can be produced. For
example, it is possible to look at the DNA sequences (biomarkers) of cancer patients, which tell
the doctor what the best treatment would be for that patient. If personalized products are not
available yet, the doctor can identify which general therapy, such as chemotherapy, antibodies,
or radiation, would be the most statistically effective for a particular cancer type based on the
genetic screening.

Candidate Drug Selection
The chemical or biological lead is used to generate specific chemical compounds with the
optimal desired characteristics, for example, potency, specificity, duration, safety, and
pharmaceutical aspects. One or more candidate drugs are nominated for development.

During the candidate drug selection stage, the molecular lead is optimized by testing a
range of selected compounds in in vitro and in vivo (animal) studies. The objective is to select
one or more candidate drugs for development with the most desired characteristics.
Pharmacological characteristics might include acceptable absorption, potency, duration of
action, and selectivity for the receptor or enzyme. Safety characteristics will normally include
noncarcinogenicity, nonteratogenicity, nonmutagenicity, and general nontoxicity. The poten-
tial for these characteristics can be predicted from relatively short-term preclinical toxi-
pharmacological animal studies and in vitro tests.

The U.S. Food and Drug Administration (FDA) has recently recommended that drug
developers conduct phase 0 studies, a designation for exploratory, first-in-human microdosing
studies. These are conducted prior to phase I studies and intended to speed up the
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Table 1 Preferred Drug Synthesis and Dosage Form Pharmaceutical Properties for Chemical Compounds
Intended for Oral Solid Development

Drug synthesis factors Formulation/drug delivery factors

Least complex structure (none/few chiral centers) Exists as a stable polymorphic form

Few synthesis steps as possible Nonhygroscopic

High yields as possible Crystalline

Nonexplosive route or safety issues Acceptable solid-state stability of candidate drug

Commercial availability of building blocks and Acceptable oral bioavailability
contract manufacturers

Low cost of goods compared with overall cost of Not highly colored or strong odor (to ensure batch
product on market reproducibility and reduce problems with blinding in

clinical studies)
No predicted problems in scale-up of manufacturing
process
No predicted problems in scale-up of batch size Compatible with key excipients

development of promising drugs or imaging agents by establishing very early on whether the
drug or agent behaves in human subjects as was anticipated from preclinical studies (FDA,
2006). Phase 0 studies involve the administration of single, subtherapeutic dose of the new
drug candidate to a small number of human subjects (10-15) to gather preliminary data on the
pharmacokinetics (how the body processes the drug) and pharmacodynamics (how the drug
works in the body). A phase 0 study gives no data on safety or efficacy, but drug developers
can carry out these studies to rank drug candidates to decide which to take forward. They
enable decisions to be made based on human data instead of relying on animal data, which can
be unpredictive and vary between species. The potential advantages of phase 0 studies are to
aid candidate drug selection by getting an insight into the human pharmacokinetics, but also to
help to establish the likely pharmacological dose and also the first dose for the subsequent
phase I study. They may also identify early failures and save the company costs of further
development.

In the interests of rapid drug development, it is also important to select a chemical lead
with preferred pharmaceutical and chemical synthesis properties at this stage. A list of
preferred characteristics for a compound intended for oral solid dosage form development is
given in Table 1.

Higher priority in the selection process will, in most cases, be given to a compound’s
optimal pharmacological and safety characteristics. However, in the event of having a choice
from a range of compounds all possessing similar pharmacological and safety properties, there
may be a significant advantage for formulation development in selecting a compound with the
most preferred pharmaceutical development properties. It is useful to conduct preformulation
studies and biopharmaceutics studies at the candidate drug selection stage to determine the
most relevant physicochemical and biopharmaceutical properties of potential candidate drugs
to aid candidate selection.

Biopharmaceutics is the study of how the physicochemical properties of the candidate
drugs, the formulation/delivery system, and the route of administration affect the rate and
extent of drug absorption. Appropriate biopharmaceutical information generated at this stage
can also be very important in directing the candidate selection process and for future dosage
form design during development.

The benefits of providing preformulation and biopharmaceutics input during the
candidate drug selection stage, to characterize the candidate drug and provide useful
information to support the selection of the optimal compound for pharmaceutical develop-
ment, are emphasized in chapters 3 and 4. Generally, any pharmaceutical issues can be
discovered earlier, before the candidate drug reaches development, and any implications for
product design and development considered in advance. The involvement of pharmaceutical
development in the selection process and “buy-in” to the nomination decision can often
enhance the team’s working relationship with their research colleagues. The objective is to
achieve a seamless transition from research to development, as opposed to the traditional
“over-the-wall” approach that many pharmaceutical companies experience to their costs.
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Earlier involvement by the pharmaceutical development group at the preclinical stage should
also result in better planning for full development.

In spite of all these potential advantages of early pharmaceutical involvement to
candidate drug selection, there may be several barriers within a company, which can hinder
this way of working. Distance between the research group and the development group should
not really be considered a barrier, although this can be the case for groups on different
continents with different cultures and languages. The important factor for success seems to be
the development of a formal mechanism for interaction, supported by senior management in
the company. This often takes the form of a joint project team with regular meetings to review
progress. However, there may still be a lack of appreciation of what input or expertise
pharmaceutical development can offer at the candidate drug selection stage. Opportunities to
demonstrate what can be done and to educate research colleagues should be sought to try and
overcome this attitude.

Another potential barrier is any overlapping expertise there may be in research and
development groups. For example, overlap may occur between preformulation in pharma-
ceutical development and physical chemistry in research, or between biopharmaceutics in
development and drug metabolism in research. In these cases, it is important to clarify and
agree which group does what activity.

A common perceived barrier to providing early preformulation and biopharmaceutics
input can be the quantity of compound required for evaluation at this stage. The research
group may believe that significantly more compound is required; with modern instrumental
techniques; however, this is often not the case.

Other potential barriers that can influence the success of the relationship with research
at the candidate drug selection stage are the pharmaceutical development response time not
being fast enough to support research and the lack of resources that pharmaceutical
development can give to support the candidate drug selection program. Several compounds
may have to be evaluated simultaneously to generate comparative data to aid the selection
process. Preformulation and biopharmaceutics have to keep pace with the pharmacological
and safety testing; otherwise there is no point in generating the data. One way of achieving
this is to allocate dedicated resources to these projects using people trained to rapidly respond
to the preformulation and biopharmaceutics requirements. Fit-for-purpose, simple formula-
tions can be used at this stage, and rank order information is often acceptable, rather
than definitive quantitative information. Analytical methods should not require rigorous
validation at this stage to provide these data. Excessive documentation and rigid standard
operating procedures that can slow down the work are not usually necessary and should be
avoided.

Exploratory Development
The aim of exploratory development is to gauge how the candidate drug is absorbed and
metabolized in healthy human volunteers before studying its effect on those actually suffering
from the disease for which it is intended. Occasionally, it is necessary to conduct further small-
scale studies in patients to make a decision whether to progress the candidate drug into full
development. This stage is often referred to as phase I clinical studies or concept testing (proof
of concept). Usually a small number of healthy volunteers (20-80 who do not have the
condition under investigation or any other illness) receive the drug candidate provided as a
simple formulation, which can be different from the intended commercial formulation. For
example, a simple aqueous oral solution or suspension may be used, rather than a capsule or
tablet, to minimize the formulation development work at this early stage. Phase I studies are
the first stage of testing in human subjects to assess the safety (pharmacovigilance), tolerability,
pharmacokinetics, and pharmacodynamics of a new drug. The trials are usually conducted in
an inpatient clinic where the subjects can be observed by full-time medical staff. These studies
often include dose ranging or dose escalation so that the appropriate dose for therapeutic use
can be found. There are different kinds of phase I trials.

SAD: Single ascending dose studies where human subjects are given a single dose of the
drug. If there are no adverse side effects, the dose is escalated until intolerable side effects start
to be observed. This is where the drug reaches its maximum tolerated dose (MTD).
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MAD: Multiple ascending dose studies are conducted to better understand the
pharmacokinetics and pharmacodynamics of multiple doses of the drug. Patients receive
multiple low doses of the drug, and then the dose is subsequently escalated to a predetermined
level.

Food effect: A short trial designed to investigate any differences in absorption of the drug
by the body caused by eating before the drug is given. These are usually designed as crossover
studies, with volunteers being given two identical doses of the drug on different occasions, one
while fasted and one after being fed.

If the candidate drug does not produce the expected effects in human studies, or
produces unexpected and unwanted effects, the development program is likely to be stopped
at this stage. Since the introduction of the EU Clinical Trial Directive 2001/20/EC in 2001, there
is now a requirement for all EU countries, including the United Kingdom when it came into
force in May 2004, to make a submission to the local regulatory authorities for permission to
conduct the trials in human volunteers.

Full Development

Completion of longer-term safety and clinical studies (phases II and III) in patients suffering
from the disease are accomplished at this stage. Phase II studies are dose-ranging studies in a
reasonable patient population (several hundred) to evaluate the effectiveness of the drug and
common side effects. During phase II, the intended commercial formulation should be
developed, and the product/process optimized and eventually scaled up to commercial
production scale. The candidate drug should ideally be in the intended commercial
formulation for the phase III trials. After the satisfactory completion of phase II trials, large
patient populations (several hundred to thousands) are involved to statistically confirm
efficacy and safety. Some patients will be given the drug, some a placebo product (required to
be identical in appearance), and some may be given a known market leader (with all products
appearing identical). The doctors and patients in the study will not know whether the patients
are getting the test drug, placebo, or market leader; by switching the medication in a controlled
way (double -blind trials), objectivity and statistical assessment of the treatment under
investigation are assured. Most regulatory authorities, including the FDA, the Medicines and
Healthcare products Regulatory Agency (MHRA) in the United Kingdom, and the European
Agency for the Evaluation of Medicinal Products (EMEA), require three phases of clinical trials
and sufficient data to demonstrate that the new product can be licensed as safe, effective, and
of acceptable quality. Once these clinical studies are complete, the company can decide
whether it wishes to submit a marketing authorization application to a regulatory authority for
a medicinal drug product. Approval is usually followed by product launch to market.

There are also phase IV trials, also known as post-marketing surveillance trials,
conducted to evaluate the safety surveillance (pharmacovigilance) of a drug after it receives
permission to be sold. This may be a requirement of the regulatory authorities or maybe
undertaken by a drug-developing company to find a new market for the drug or for other
reasons. For example, the drug may not have been tested for interactions with other drugs or
on certain population groups such as pregnant women or pediatrics. The objective of phase IV
studies is to detect any long-term or rare adverse effects over a much larger patient population
and longer time period than phases I to III trials. If harmful effects are discovered, it may result
in a drug no longer being sold or a restriction to certain uses.

SUMMARY

Pharmaceutical companies with the best track records for drug discovery and rapid development
to market tend to have a seamless transfer from research to development. There are many
opportunities and benefits to be gained by the involvement of pharmaceutical development
groups, such as preformulation and biopharmaceutics, during the candidate drug selection stage.
It may be surprising what valuable information can be obtained using modern preformulation
instrumental techniques and biopharmaceutical techniques from relatively small quantities of
compound. These topics are discussed further in chapters 3 and 4 of this text.
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INTRODUCTION

In recent years, there has been a significant increase in pressure on pharmaceutical companies
to discover and develop new medicines ever faster to replace those coming off patent and to
counter generic manufacturer competition (Frantz, 2007). Despite the expenditure of many
billons of dollars, Joshi (2007) reports that since 1990 an average of only 28 drugs have been
approved each year, with the Food and Drug Administration (FDA) approving only 17 new
chemical entities (NCEs) in 2002, the lowest number of new drug approvals for the decade
leading up to that year (Kola and Landis, 2004). Indeed, the success rate achieved by the
industry of bringing a candidate drug (CD) to market is no more than 10% (Schmid and Smith,
2006), and it is estimated that of 30,000 compounds synthesized only 0.003% of discovery
compounds will show a satisfactory return on investment (Federsel, 2003). The majority of the
attrition occurs in phase II and phase III of development, with approximately 62% of
compounds entering phase II undergoing attrition (Kola and Landis, 2004). So, not only does
the number of compounds being brought through from discovery phase need to increase, but
the amount of effort expended on them needs to reflect the attrition that will occur as they are
progressed through early development. One idea being mooted to increase the productivity of
the drug discovery process is the concept of lean thinking, which has been used in
pharmaceutical manufacturing for process improvement (Petrillo, 2007). Simply put, lean
concepts aim to eliminate those steps in the process that do not add value to the process chain.
It has been estimated that utilizing lean concepts in the discovery phase, combined with other
methods of increasing productivity, would lead to an increase (from 1 in 5 to 1 to 3) in
compounds entering clinical trials.

Drug discovery and development is characterized by a number of distinct stages, and
typically, the drug discovery process falls into two phases, lead generation (LG) followed by
lead optimization (LO) (Davis et al., 2005). The LG period is further subdivided into the active-
to-hit (AtH) and the hit-to-lead (HtL) phases (Baxter et al., 2006). The HtL phase utilizes high-
throughput screening (HTS) and generates actives, hits, and leads: leads are those compounds
that meet predefined chemical and biological criteria to allow selection of the chemistry that
provides molecules with drug-like properties (Leeson et al., 2004). Drug-like compounds can
be defined as those with pharmacokinetic and pharmacodynamic properties that are
independent of the pharmacological target (Vieth et al., 2004). Leeson and Springthorpe
(2007) have discussed how drug-like concepts can influence decision making in the medicinal
chemistry arena. In this paper, they argue that the wave of molecules presently being
synthesized possess significantly different physicochemical properties to those already in
clinical development.

One important aspect of the HTS and HtL approach is that it provides multiple chemical
series to de-risk future LO work. Thus, the aim of this phase is to increase the drug-like
properties (e.g., improve potency, selectivity, pharmacokinetic properties, and decrease
toxicity) of lead compounds against a CD target profile (CDTP). During the LO phase,
structure-activity relationships (SARs), which correlate molecular properties with biological
effects, are derived. When SARs can be measured quantitatively, they become quantitative
SARs (QSARs) (Andricopula and Montanari, 2005). Two specific examples of LO programs for
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the systematic optimization of compound series are given by Guile et al. (2006) and Baxter
et al. (2006).

The iterative assessment of optimized leads against selection criteria allows identification
of the most promising lead candidates. Once the lead candidates have been identified, then
assessment of the material characteristics by the development scientists can be initiated
(Venkatesh and Lipper, 2000). This phase has traditionally been termed “prenomination” and
typically lasts around three to six months. It encompasses investigations into the
physicochemical characterization of the solid and solution properties of CD compounds and
has been the subject of the books by, for example, Wells (1988) and Carstensen (2002).
Essentially the aim of this phase is to provide an initial evaluation of compounds from a
development perspective and support the tolerability studies of compounds.

The scope of prenomination and early development studies to be carried out largely
depends on the expertise, equipment, and drug substance available, and also on any
organizational preferences or restrictions. In some organizations, detailed characterization
studies are performed, while other companies prefer to do the minimum amount of work
required to progress compounds as quickly as possible into development. There are
advantages and disadvantages to both approaches, but an important consideration is to
balance the studies that allow an appropriate understanding of the CD with the significant
possibility of attrition. However, for the smooth progression of compounds through the
preformulation phase, a close interaction between Medicinal Chemistry, Safety Assessment,
Pharmaceutical Sciences, Analytical Chemistry, and Process Research and Development
departments is essential to assess the physicochemical properties and toxicology of
compounds and their progression to the first human dose as quickly as possible (Li, 2004).
If the compound passes these assessments, it can then pass into the late-phase development,
which will be dealt with in subsequent chapters.

In the case of development studies that can be undertaken to support the nomination of a
compound for development, Balbach and Korn (2004) have proposed “the 100 mg approach” for
the evaluation of early development CDs. However, as pointed out by Ticehurst and Docherty
(2006), if a complete package of work is carried out too early, it may lead to much wasted effort.
On the other hand, if insufficient work is performed, then it may lead to increased pressure to
characterize the compound to meet accelerated project demands. Thus, they recommend a “fit
for purpose” solid form in the early studies, followed by selection of solid form for a commercial
development. For convenience, these phases can be termed early and late development,
respectively. The goal of early development can be defined as that to secure a quick, risk-
managed processes for testing the CD in animals and human volunteers for phase I studies.

During prenomination, compounds need to be evaluated in animals for exposure/
toxicity purposes [7-day tox and 28-day single and multiple ascending doses (SADs and
MADs)] (Kramer et al., 2007). The compound, in a suitable form to ensure systemic exposure
(Gardner et al., 2004), needs to be formulated into an appropriate formulation for delivery in
the first good laboratory practice (GLP) dose typically as either a suspension or solution.
Reference is made to Chaubal (2004) for a review of this area and Mansky et al. (2007) for a
method for rapidly screening preclinical vehicles that enhance the solubility of low solubility
compounds. Hitchingham and Thomas (2007) have developed a semiautomated system to
determine the stability of the dosing formulations.

During this stage, there may be a number of compounds with sufficient activity to merit
consideration, and so studies must be designed appropriately to allow efficient assessment and
selection of suitable compounds for development. Clear differences in in vivo activity may be
sufficient to determine which of the candidates are selected. However, other factors that may
be important from a pharmaceutical and drug synthesis point of view should also be
considered if there is a choice. For example, physicochemical and biopharmaceutical
characteristics of the compound(s), ease of scale-up for compound supply, cost of goods,
and the nature of the anticipated dosage form should also be part of the decision process.

Ideally, for an oral solid dosage form, a water-soluble, nonhygroscopic, stable, and easily
processed crystalline compound is preferred for development purposes; however, other
formulation types will have their own specific requirements. For example, inhalation
compounds need to be micronized for formulation into a pressurized metered dose or dry
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Table 1 Suggested Physicochemical Tests Carried Out During Prenomination

Tier 1
Test/activity Guidance to amount Timing/comments
Elemental analysis 4 mg LO
Initial HPLC methodology 2 mg LO
NMR spectroscopy 5 mg LO
Mass spectroscopy 5 mg LO
General, e.g., MW, structural and - LO
empirical formulae
IR/UV-visible spectroscopy 5 mg LO
Karl Fischer 20 mg LO
PKa 10 mg LO
Log Pllog D 10 mg LO
Initial solubility 10 mg LO/prenomination
Initial solution stability Done on above samples LO//prenomination
Crystallinity investigations 20-30 mg LO/prenomination
Hygroscopicity 5-10 mg LO/prenomination
Initial solid stability 10 mg Prenomination
Salt selection
Decide/manufacture salts Prenomination
Characterize salts—use DVS, X ray, DSC, 10-50 mg each salt Prenomination
solubility/stability tests
Initial polymorphism studies, etc. 100 mg Prenomination
Investigations of selected salt or neutral Also included is the
compound. Production—use different propensity of the CD to
solvents, cooling rates, precipitation, form hydrates, solva-
evaporation techniques, etc tes, and amorphs
Polymorphism, etc. Prenomination
Investigations of selected salt or
neutral compound.
Characterization
DSC/TGA/HSM 2 mg per technique/sample Prenomination
X-ray powder diffraction, including 10 mg/sample, Prenomination
temperature and RH 0 background holder
FTIR/Raman 2 mg/sample Prenomination
Crystal habit-microscopy, light, and SEM 10 mg Prenomination
Stability-stress wrt temperature/humidity 100 mg Prenomination
Choose polymorph, amorph, or hydrate Prenomination

Abbreviations: LO, lead optmization; CD, candidate drug; HPLC, high-performance liquid chromatography; NMR,
nuclear magnetic resonance; MW, molecular weight; IR/UV, infrared/ultraviolet; DVS, dynamic vapor sorption;
DSC, differential scanning calorimetry; TGA, thermogravimetric analysis; HSM, hot-stage microscopy; RH, relative
humidity; FTIR, Fourier transform infrared; SEM, scanning electron microscopy; wrt, with respect to.

powder inhaler. This is an energy-intensive process and can change the crystallinity of
compounds, and thus their subsequent interaction with moisture may be important. For a
solution formulation, however, the stability of the compound will be paramount, and if
instability is a major issue, then alternative measures such as freeze-drying may be required.
Table 1 summarizes the prenomination studies that could be carried out on a CD. These are
considered to be the minimum tests that should be undertaken, recognizing that during the
prenomination phase only a limited quantity of compound, for example, 50 to 100 mg is typically
available to the pharmaceutical scientist for characterization. However, it should be emphasized
that this is a critical decision period that can profoundly affect the subsequent development of a
CD. Thus, the tests shown are considered to be those important for making a rational decision as
to which compound, salt, or polymorph to proceed with into development. A poor decision at
this point may mean some revisionary work, such as, a change of salt or polymorph being
necessary later and a possible delay to the development of the drug for the market.
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After first-time-in-human (FTIH) studies in early development, if the compound
progresses into full development, a more complete physicochemical characterization of the
chosen compound(s), with particular emphasis on the dosage form, should be carried out, thus
allowing a rational, stable, and bioavailable formulation to be progressed through to launch.
This is discussed in more detail in chapter 6.

From a development point of view, perhaps the biggest change in the last decade has
been the introduction and utilization of HTS technologies, whereby large number of
compounds can be assessed in parallel to allow efficient physicochemical profiling as well
as salt and polymorph screening (Desrosiers, 2004; Storey et al., 2004; Seadeek et al., 2007;
Wyttenbach et al., 2007).

MOLECULAR PROPERTIES

Initial Physicochemical Characterization

Initial physicohemical characterization explores the two-dimensional structural properties.
Many of the tests carried out, such as proof of structure, are normally performed by the
Discovery department, for example, nuclear magnetic resonance (NMR), mass spectra, and
elemental analysis. Although important from a physicochemical point of view, these
measurements will not be discussed in this chapter. Rather, the text will focus on those tests
carried out during prenomination that will have an important bearing on the selection of a
potential CD in relation to the proposed formulation/dosage form.

pK, Determinations
Potential CDs that possess ionizable groups, as either weak acids or bases, can be exploited to
vary biological and physical properties such as binding to target enzyme or receptor, binding
to plasma proteins, gastrointestinal (GI) absorption, central nervous system (CNS) penetration,
solubility, and rate of dissolution (as will be discussed later in the chapter). Therefore, one of
the most important initial determinations carried out prior to their development is the pK, or
ionization constant(s). Avdeef (2001) and Kerns (2001) have comprehensively reviewed this
aspect of discovery work, and the reader is referred to these papers for a detailed account.
Strong acids such as HCl are ionized at all relevant pH values, whereas the ionization of
weak acids is pH dependent. It is essential to know the extent to which the molecule is ionized
at a certain pH, because it affects the properties noted above. The basic theory of the ionization
constant is covered by most physical chemistry textbooks, and a most useful text is that by
Albert and Sargeant (1984). Fundamental to our appreciation of the determination of this
parameter, however, is the Brgnstead and Lowry theory of acids and bases. This states that an
acid is a substance that can donate a hydrogen ion, and a base is one that can accept a proton.
For a weak acid, the following equilibrium holds:

HA=H"+ A"

For the sake of brevity, a detailed discussion and derivation of equations will be avoided;
however, it is important that the well-known Henderson-Hasselbach equation is understood
(equation 1). This equation relates the pK, to the pH of the solution and the relative
concentrations of the dissociated and undissociated parts of a weak acid (equation 1).

[A7]
[HA]

pH = pK, + log (1)
where [A7] is the concentration of the dissociated species and [HA] the concentration of the
undissociated species. This equation can be manipulated into the form given by equation (2) to
yield the percentage of a compound that will be ionized at any particular pH.

100

%lonization = ————— 2
” T+ (oH — pKy) @
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Table 2 Some Reported Methods for the Determination of pKas

Method Reference

Potentiometric titration Rosenberg and Waggenknecht, 1986
UV spectroscopy Asuero et al., 1986

Solubility measurements Zimmermann, 1982, 1986

HPLC techniques Gustavo Gonzalez, 1993

Capillary zone electrophoresis Lin et al., 2004

Foaming activity Alverez Nufez and Yalkowsky, 1997

Abbreviations: UV, ultraviolet; HPLC, high-performance liquid chromatography.

One simple point to note about equation (1) is that at 50% dissociation (or ionization) the
pKa = pH. It should also be noted that usually pK, values are preferred for bases instead of pKj,
values (pKy, = pK, + pKyp).

Measurement of pK,
Table 2 summarizes some methods used in the determination of ionization constants.

If a compound is poorly soluble in water, the aqueous pK, may be difficult to measure.
One way to circumvent this problem is to measure the apparent pK, of the compound in
solvent-water mixtures, and then extrapolate the data back to a purely aqueous medium using
a Yasuda-Shedlovsky plot. The organic solvents most frequently used are methanol, ethanol,
propanol, dimethylsulfoxide (DMSO), dimethyl formamide (DMF), acetone, and tetrahydro-
furan (THF). However, methanol is by far the most popular, since its properties bear the closest
resemblance to water. Takdcs-Novék et al. (1997) have reported a validation study in water-
methanol mixtures, and the determination of the pK,s of ibuprofen and quinine in a range of
organic solvent-water mixtures has been described by Avdeef et al. (1999).

If the compound contains an ultraviolet (UV) chromophore that changes with the extent
of ionization, then a method involving UV spectroscopy can be used. This method involves
measuring the UV spectrum of the compound as a function of pH. Mathematical analysis of
the spectral shifts can then be used to determine the pK,(s) of the compound. This method is
most suitable for compounds where the ionizing group is close to or actually within an
aromatic ring, which usually results in large UV shifts upon ionization. The UV method
requires only 1 mg of compound, and the potentiometric method around 3 mg of compound.

Another method of determining pK, is the pH indicator titration described by Kong et al.
(2007). This appears to be quite a novel approach insofar that it utilizes a universal indicator
solution with spectrophotometric detection for the determination of the pK, instead of a pH
electrode. The method works by calculating the pH from the indicator spectra in the visible
region and then obtaining the spectra in the UV. Favorable results were obtained from a test set
of five compounds.

The screening of pK,s can be carried out by using an instrumentation known as good
laboratory practice pK, (GLpK,), so called because it conforms to the criteria laid down for
instruments performing analyzes to the code of GLP. However, one of the limitations of this
technique is that a solution concentration of at least 5 x 10 M is needed for the pK, to be
calculated from the amount of titrant versus pH data. Alternatively, the UV method appears to
work at lower concentrations (<10° M) using diode array detection. It should be noted,
however, that some ionizable groups do not show great changes in their UV-absorption
spectra when the pH changes.

High-throughput pK, measurements were the subject of a paper by Box et al. (2003).
They described a system whereby the pK, of a compound could be determined in four
minutes. Like many high-throughput systems, the determinations were conducted in 96-well
plates using 10-mM DMSO solutions, which were diluted with water. These solutions were
then injected into a gradient that contains a mixture of weak acids and bases, formulated to
give a linear pH gradient. Determination of the pK, is via the change in UV absorbance at
multiple wavelengths as a function of pH.
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Recent developments for the determination water-insoluble compounds include
GLpK, + D-PAS, and to deal with the ever-increasing numbers of compounds, the Sirius
ProfilerSGA (spectral gradient analysis) instrument for high-throughput applications has
been introduced. As noted earlier, to overcome the low solubility exhibited by modern CDs,
pK, measurements are carried out in, for example, methanol-water mixtures. However, to
overcome extreme solubility limitations of some compounds, a ternary solvent system has
been developed (Volgyi et al., 2007). This medium consists of methanol, dioxane, and
acetonitrile in equal proportions, which appears to have a good balance of properties and was
able to solubilize a wide range (50) of compounds (Box et al. 2006, 2007).

Wan et al. (2003) have reported a HTS method for pK, values based on pressure-assisted
capillary electrophoresis and mass spectrometry.

Prediction of pK,

The pK, of a compound may be estimated using a number of software packages, for example,
PALLAS, MARVIN, ACDpK,, and SPARC (Meloun and Bordovskd, 2007). These authors
looked at the accuracy of the pK, data generated by these packages and concluded that
ACDpK, provided the most accurate prediction of this value. In addition, ACDpK, also
contains a large database of measured pK, data.

The Partition and Distribution Coefficients

It has been shown that many biological phenomena can be correlated with the partition
coefficient (log P), such that QSARs can be deduced. These include solubility, absorption
potential, membrane permeability, plasma protein binding, volume of distribution, and renal
and hepatic clearance. The lipophilicity of an organic compound is usually described in terms
of a partition coefficient, log P, which can be defined as the ratio of the concentration of the
unionized compound, at equilibrium, between organic and aqueous phases (equation 3).

[unionized compound]

org (3 )
[unionized compound],,

logP =

It is worth noting that this is a logarithmic scale, therefore, a log P = 0 means that the
compound is equally soluble in water and the partitioning solvent. If the compound has alog P =
5, then the compound is 100,000 times more soluble in the partitioning solvent. A log P = —2
means that the compound is 100 times more soluble in water, that is, it is quite hydrophilic.

Log P values have been studied in approximately 100 organic liquid—water systems
However, since it is virtually impossible to determine log P in a realistic biological medium,
the octanol-water system has been widely adopted as a model of the lipid phase (Leo et al.,
1971). While there has been much debate about the suitability of this system (Dearden et al.,
1988), it is still the most widely used measure of compound lipophilicity in pharmaceutical
studies. Octanol and water are immiscible when mixed, but some water does dissolve in
octanol in a hydrated state. This hydrated state contains 16 octanol aggregates, with the
hydroxyl head groups surrounded by trapped aqueous solution. Lipophilic (unionized)
species dissolve in the aliphatic regions of the octanol, while ionized species (see later in the
chapter) are drawn to the polar regions (Franks et al., 1993). The partitioning of solutes in
different solvent systems has been reported by El-Tayar et al. (1991).

According to Lipinski (1997), log P values of less than 5 are best from a drug-like
perspective. Generally compounds with log P values between 1 and 3 show good absorption,
whereas those with log P values greater than 6 or less than 3 often have poor transport
characteristics. Highly lipophilic molecules have a preference to reside in the lipophilic regions
of membranes, and very polar compounds show poor bioavailability because of their inability
to penetrate membrane barriers. Thus, there is a parabolic relationship between log P and drug
transport such that CDs that exhibit a balance between these two properties will probably
show the best oral bioavailability. However, it has been noted that lipophilicity (and molecular
weight) increases with time from LG and through LO and accounts for the generic value of
log P = 3 stipulated for candidates at the LG stage (Davis et al., 2005). Overall, however, Leeson
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and Davis (2004) have shown that the log P of compounds has not changed significantly when
they reviewed the data for oral compounds gathered over a number of years.

By using data gleaned from the literature, Leeson and Springthorpe (2007) have designated
lipophilicity as the most important drug-like physical property, and any increase in this
parameter will lead to a lack of selectivity and an increase in attrition. Indeed, they cautioned that
although larger lipophilic compounds may exhibit greater binding affinity, they may also show
greater binding to, for example, the human ether-a-go-go related gene (HERG) ion channel or
cause tissue toxicity by the promotion of cellular phospholipidosis. Thus, by lowering the
lipophilicity of compounds, they argue that the attrition rate would be reduced and that even a
5% improvement in attrition would result in a doubling of the number of new medicines.

The partition coefficient refers to the intrinsic lipophilicity of the drug in the context of
the equilibrium of unionized drug between the aqueous and organic phases. However, if the
drug has more than one ionization center, the distribution of species present will depend on
the pH. The concentration of the ionized drug in the aqueous phase will therefore have an
effect on the overall observed partition coefficient. This leads to the definition of the
distribution coefficient (log D) of a compound, which takes into account the dissociation of
weak acids and bases. For a weak acid this is defined by equation (4).

D = & (4)

It can be seen that combining this equation with equation (1) gives an expression relating
the distribution to the intrinsic lipophilicity (log P), the pK, of the molecule, and the pH of the
aqueous phase (equation 5).

P
log{ —— | = pH — pK, for acids
D—-1 5)

P
log <m> =pK, —pH for bases
Figure 1 shows the effect of ionization on the partitioning of a proton pump inhibitor
compound. This compound has a log P of 3.82 and three pK, values, that is, <1, 5.26, and 8.63.

At low pH, both the benzimidazole and diethylamine nitrogens are protonated, and hence the
tendency of the compound is to reside in the aqueous phase. As the pH increases,
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deprotonation of the protonated nitrogen of the benzimidazole takes place, and as the
compound is less ionized, the compound resides more in the octanol phase. At neutral pH,
deprotonation of the diethylamine nitrogen renders the molecule neutral and hence its
lipophilicity is a maximum. A further increase in the pH results in deprotonation of the second
nitrogen to form an anion, which, being ionized, is more hydrophilic and hence causes a
decrease in log D. As a consequence of the pH effect on the log P value of a compound, Bhal
et al. (2008) have argued that log D is a better descriptor in the context of Lipinski’s rule, since
it more physiologically relevant, that is, it takes into account the ionizable nature of many
pharmaceutical molecules.

Methods for Determining Log P and Log D

The most common technique for determining partition and distribution coefficients is the
shake-flask method. In this method, the compound is equilibrated with an octanol-aqueous
buffer mixture for 30 minutes, and the resulting emulsion is centrifuged to separate the two
constituent phases. Once separated, the concentration of each layer is determined by high-
performance liquid chromatography (HPLC) and log D/log P is calculated. In experimental
conditions, the value of the partition coefficient obtained from this type of experiment is
affected by such factors as temperature, insufficient mutual phase saturation, pH, buffer ions
and their concentration, as well as the nature of the solvents used and solute examined
(Dearden and Bresnen, 1988). Bearing in mind the drive to determine the maximum amount of
information from the minimum quantity of compound, high-throughput techniques are now
employed to determine these parameters. For example, Wilson et al. (2001) have reported a
high-throughput log D determination methodology using liquid chromatography-mass
spectrometry (LC-MS) of DMSO solutions (5 pL) on a microtiter plate. Other high-throughput
procedures for lipophilicity measurements include immobilized artificial membranes (Barbeto
et al., 2004; Faller et al., 2005) and the PAMPA (parallel artificial membrane permeability
assays) techniques (Ottaviani et al., 2008).

Valké (2007) reviewed HPLC techniques that have been used to determine log P values
and concluded that retention data obtained from a C;g column gave reasonable results for
neutral molecules, but was less good for ionizable compounds. Log Dyem is another way of
measuring the lipophilicity of a compound (Austin et al., 1995). In this technique the compound
is partitioned into liposomes and the log D is calculated; however, it is fair to say that it is much
less frequently used than the octanol-water partitioning systems already described.

Prediction of Log P and Log D

Computer methods have been devised to calculate these values. The first approach is where
the molecule is broken down into fragments of known lipophilicity, and the log P is calculated
using various computer routines. Alternatively, there are atom-based methods, and the
lipophilicity is calculated by summing the atom-type values. Although discrepancies do occur
between measured and calculated log Ps (clog Ps), agreement is reasonably good and has the
advantage that it does not physically require any compound and can be a useful starting place
for these types of measurements. Machatha and Yalkowsky (2005) have compared the partition
coefficients, calculated using the ClogP®™, ACDlogP, and KowWin" programs, and concluded
that the ClogP program gave the most accurate predicted value for log P. With regard to the
calculation of log D, Tetko and Bruneau (2004) have described the application of ALOGPS to
predict the 1-octanol/water distribution coefficients, log P, and log D, using the AstraZeneca
in-house database. A notable feature of this program was the use of an associative neural
network (ANN) in the prediction process.

INITIAL SOLUBILITY INVESTIGATIONS

The solubility of a CD may be the critical factor determining its usefulness, since aqueous
solubility dictates the amount of compound that will dissolve and, therefore, the amount
available for absorption (Bhattachar et al., 2006). If a compound has a low aqueous solubility, it
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may be subject to dissolution rate-limited absorption within the GI residence time. The
importance of solubility, in biopharmaceutical terms, has been highlighted by its use in the
biopharmaceutics classification system (BCS) described by Amidon et al. (1995). In this system,
compounds are defined in terms of combinations of their solubility and permeability, for
example, high solubility and high permeability or low solubility and high permeability. High
solubility is defined as the highest dose strength that is soluble in 250 mL or less of aqueous
media across the physiological pH range. Poorly soluble drugs can be defined as those with an
aqueous solubility of less than 100 pg/mL. If a drug is poorly soluble, then it will only slowly
dissolve, perhaps leading to incomplete absorption (Horter and Dressman, 1997). For further
details, the reader may refer to a study by Stegmann et al. (2007) that discusses the importance
of solubility in the drug discovery and development arenas.

From a physicochemical perspective, James (1986) has provided some general rules
regarding solubility:

1. Electrolytes dissolve in conducting solvents.

2. Solutes containing hydrogen capable of forming hydrogen bonds (H-bonds) dissolve
in solvents capable of accepting H-bonds and vice versa.

3. Solutes having significant dipole moments dissolve in solvents having significant
dipole moments.

4. Solutes with low or zero dipole moments dissolve in solvents with low or zero dipole
moments.

The United States Pharmacopeia (USP) (Table 3) gives the following definitions of
solubility (extended by Stegmann et al., 2007).

Solvents can be classed into various classes, and Table 4 gives some examples
(Chasette, 1985).

For a Lewis acid, the molecule must be electron deficient and, in particular, contain an
atom bearing only a sextet of electrons. A Lewis base is where the molecule must have an
electron pair for sharing.

Table 3 Solubility Definitions

Parts of solvent required Solubility range Solubility assigned
Descriptive term for 1 part of solute (mg/mL) (mg/mL)
Very soluble <1 >1000 1000
Freely soluble 1-10 100-1000 100
Soluble 10-30 33-100 33
Sparingly soluble 30-100 10-33 10
Slightly soluble 100-1000 1-10 1
Very slightly soluble 1000-10,000 0.1-1 0.1
Practically insoluble or >10,000 <0.1 0.01

insoluble

Source: From Stegmann et al., 2007 with permission from Elsevier.

Table 4 Classification of Solvents

Dipolar aprotic Protic Lewis basic Lewis acidic Aromatic Nonpolar
DMF Water Acetone Chloroform Toluene Heptane
DMSO Ethanol THF Dichloromethane-  p-Xylene Hexanes
methane
N-Methyl-2- Methanol Ethyl acetate Pyridine Cyclohexane
pyrolidinone

Acetonitrile n-Butanol 2-Pentanone Anisole

Acetic acid Methyl-t-butyl ether Ethylbenzene

n-Propanol Butyl acetate

2-Propanol

Abbreviations: DMF, dimethyl formamide; DMSO, dimethylsulfoxide; THF, tetrahydrofuran.
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The properties of solvents can be classified further. For example, Gu et al. (2004) have
classified 96 solvents using a number of physicochemical parameters, that is, H-bond acceptor
and donor propensity, polarity, dipole moment, dielectric constant, viscosity, surface tension,
and cohesive energy density. By using a cluster statistical analysis method, they classified the
solvents into 15 groups. Similarly, Xu and Redman-Furey (2007) used a clustering principal
components analysis (PCA) technique (on 17 different solvent descriptors) of 57 class 2 and
class 3 International Council of Harmonization (ICH) solvents. These were reduced to a set of
20 clusters, with the goal of producing an efficient solid-state screening solvent system.

Solubility Prediction

As is the case with log P, the prediction of solubility is of obvious interest, and various
approaches to this problem have been reported by, for example, Chen and Song (2004), Faller
and Ertl (2007), and Duchowicz et al. (2007). Faller and Ertl (2007) classified the various
solubility prediction methods available as:

1. Fragment-based models

2. Models based on log P

3. Models based on solvation properties
4. Hybrid models

In their paper they posed a very pertinent question, “When can one trust the computed
value?” They argued with a variety of physicochemical reasons that since the accuracy of a
high-quality solubility assay is within 0.6 log units, it was unrealistic for any computed value
to be more accurate than 0.5 log units or a factor of 3 to 5. More recently, Palmer et al. (2008)
have adopted an ab initio thermodynamic approach to solubility prediction, and Tsung et al.
(2008) have described the prediction of solubility using the nonrandom segment activity
coefficient model (NRTL-SAC) and COSMO-SAC methods. Kokitkar et al. (2008) used the
NTRL-SAC model for exploring solvent systems for crystallization from which a solvent or
mixture of solvents are chosen to carry out the process. While the predicted data are not an
exact match to experimental values, they are sufficiently accurate to allow the investigating
scientist to move in a particular direction.

Solubility of a compound in various solvents is also important from a crystallization
process point of view and polymorphism screening. By using data extracted from the
Cambridge Structural Database (CSD), Hosokawa et al. (2005) attempted to predict the
solvents that would be suitable for the crystallization of small molecules. Data collected from
6397 compounds and 15 single solvents that were used to obtain single crystals, were assessed
by chemometric analysis to show that ethanol was the best solvent for crystallization (1328
compounds) followed by methanol (1030 compounds).

Phase Solubility Analysis

Methods used for the estimation of the aqueous solubility of organic compounds have been
presented in a book by Yalkowsky and Banerjee (1992). Solubilities can also be estimated by
visual observation as follows. The solubility of a compound is initially determined by
weighing out 10 mg (or other suitable amount) of the compound. To this is added 10 pL of the
solvent of interest. If the compound does not dissolve, a further 40 pL of solvent is added and
its effect noted. Successive amounts of the solvent are then added until the compound is
observed to dissolve. This procedure should give an approximate value of the solubility.

It should be noted that this is a crude method of solubility determination and takes no
account of the kinetic aspects of the dissolution processes involved in solubility measurements.
To more accurately determine the concentration of a saturated solution of a compound, the
following procedure can be used. A known volume of the solvent, water or buffer, is pipetted
into a vial and the compound of interest is added until saturation is observed to occur. The
solution is then stirred or shaken for approximately one hour at the desired temperature. If the
compound dissolves, then more compound is added and the experiment restarted. It is
recommended that the experiment is conducted at least overnight, but longer time periods
may be required if the compound has a very low solubility, for example, saturation of
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morphine in water at 35°C was obtained only after approximately 48 hours (Roy and Flynn,
1989).

Depending on the amount of compound available, replicate experiments should be
carried out. After stirring or shaking, the solvent should be separated from the suspension by
centrifugation or filtration using polytetrafluoroethylene (PTFE) filters. The filtrate is then
assayed preferably by HPLC, although UV-visible spectroscopy can also be used to determine
the solubility, if compound stability or impurities are not an issue. This is termed the
thermodynamic solubility. It may also be useful to measure the pH of the filtrate if the
experiment is conducted in water, and to analyze any undissolved material by differential
scanning calorimetry (DSC) or X-ray powder diffraction (XRPD) to detect any phase changes
that may have occurred during the course of the experiment.

For HTS of solubilities, where the amount of compound may be severely restricted,
reporting kinetic solubilities may be adequate. In this respect Quarterman et al. (1998) have
described a technique based on a 96-well microtiter technique with an integral nephelometer.
The process of determining kinetic solubilities by this method was summarized as follows.
Aliquots of the aqueous solution are placed in the microtiter wells, to which are added 1 pL of
the compounds in DMSO and the plate is shaken. The turbidity of the solutions is then
measured using the nephelometer; this process is repeated up to 10 times. If turbity is detected
in a cell, the experiment is terminated, that is, solution additions are stopped and the solutions
ranked in terms of number of additions that caused turbidity. The authors emphasized,
however, that the purpose of this experiment is to rank the compounds in terms of their
solubility and not to give a precise measure of a compound’s solubility. A high-throughput
solubility measurement in the drug discovery and development arena was the subject of a
review by Alsenz and Kansy (2007).

Because of the differences in melting point and other characteristics of polymorphs,
solubility differences are often observed. Usually the most stable form of the compound has
the lowest solubility in any solvent. It has already been noted that solids can undergo phase
changes by way of the solution phase (Davey et al., 1986). When the solvent is in contact with
the metastable phase, it dissolves and the stable phase nucleates and grows from solution. So it
is always worth slurrying a compound and assessing the solid phase to determine whether a
solution-mediated phase transformation to the stable phase has taken place.

If solubility of a compound is accompanied by degradation, the quotation of a solubility
figure is problematic. In this case, it is preferable to quote a solubility figure, but with the
caveat that a specified amount of degradation was found. Obviously, large amounts of
degradation will render the solubility value meaningless. A technique to estimate the water
solubility of a number of water-unstable prodrugs of 5-fluorouracil has been reported by Beall
et al. (1993).

Many CDs are ionizable organic compounds, and thus there are a number of parameters
that will determine the solubility of a compound, for example, molecular size and substituent
groups on the molecule, degree of ionization, ionic strength, salt form, temperature, crystal
properties, and complexation.

Effect of Molecular Size on Solubility

Because of interactions between the nonpolar groups and water, large organic molecules have
a smaller aqueous solubility than smaller molecules, that is, it is dependent on the number of
solvent molecules that can pack around the solute molecule (James, 1986). Figure 2 shows the
effect of molecular weight on the solubility of some amino acids in water (data taken from
James, 1986).

Effect of lonization on Solubility

The solubility of a compound, at a given pH, is a function of the solubility of the ionized form
and the limiting solubility of the neutral molecule. This gives rise to equations (6) and (7),
which describe the relationship between the intrinsic solubility of the free acid or base Sy, pK,,
and pH.

S =[HA] + [A7] for acids (6)
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Figure 2  Solubility of amino acids in water as a function of molecular weight. Source: From Ref. James, 1986.

S =[B]+[BH"]  for bases (7)

By setting S; = [HA] for acids or [B] for bases and recalling our definition of the
ionization constant, it follows that for weak acids with only one ionization center, the change in
solubility with respect to pH is given by the Henderson-Hasselabach equation (equation 8).

S = So(1 + 10°-PRs) (8)

Thus, it is possible to calculate the solubility of a compound at any pH if the intrinsic
solubility of the free acid or base is known along with its pK,.

A weak acid with two ionizable acid groups show a more dramatic increase in solubility
with respect to pH as described by equation (9) (Zimmerman, 1986a,b).

Kal KalKaZ
S=3S80¢1
{ TH [H+]2}

or
S = So(l + 10PH—PKar + 102prpKa1+pKaz> (9)

Figure 3 shows the pH-solubility profile of the nedocromil sodium, demonstrating that
the solubility reaches a plateau at approximately pH 5. This is the limiting solubility (5*) of the
dianion under these experimental conditions.

The experimentally determined pH-solubility curve for remacemide hydrochloride is
shown in Figure 4. The observed behavior can be attributed to a number of physical-chemical
phenomena (Serajuddin and Mufson, 1985). For example, at low pH the solubility is
suppressed because of the common ion effect. However, the rise in solubility at pH values
greater than 5 is more difficult to explain. In this case, supersaturation due to self-association
appears to be the most likely explanation (Ledwidge and Corrigan, 1998).

Using conventional techniques, it is unlikely that a complete solubility profile can be
generated in the prenomination phase because of a lack of compound. However, if the intrinsic
solubility of the free base or acid is known, then the solubility can be calculated at any pH.
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Figure 4 pH-Solubility profile of remacemide hydrochloride.

In the case of amphoteric compounds, equation (10) is relevant at pHs below the
isoelectric point and equation (11) above the isoelectric point.

S—3So

pH — pK, = 10g< >f0r weak acids (10)

0

pH — pK, = log (i> for weak bases (11)
So—S§

An instrument for determining intrinsic solubility and solubility pH profiles has been
introduced. Known as pSOL™, it claims that with as little as 0.1 mg a complete solubility
profile can be derived (Avdeef et al., 2000). Stuart and Box (2005) have introduced a new
technique for determining the intrinsic solubility of weak acids and bases, which they have
termed “chasing equilibrium.” Utilizing the GLpK, titrator with a D-PAS spectrometer
(marketed by Sirius Analytical Instruments Ltd., Forest Row, East Sussex, U.K.), the compound
under investigation is taken into solution at a pH where it is dissolved. The pH is then adjusted
to precipitate the neutral form of the compound. The pH is then readjusted to dissolve and
precipitate the compound over and over again until equilibrium is attained. The authors claim
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that this methodology can operate down to 2 to 5 mg in 10 mL. By using diclofenac as a typical
example of a monoprotic acid (pK, 3.99), they performed 10 alternating pH titrations, changing
the pH gradient eight times, and found good agreement with the published equilibrium
solubility figure (0.87 cf. 0.82 mg/mL). Another potential advantage is the speed of the
determination, whereby this technique actively seeks the equilibrium solubility compared to a
conventional experiment, which can take many hours for equilibrium to be established.

Glomme et al. (2005) have described a miniaturized shake-flask methodology for
solubility measurement, which they compared to those obtained from acid/base titrations and
computationally derived values. They found that it gave comparable results to those obtained
from potentiometric titrations; however, one significant advantage of this way of determining
solubility was that it was applicable to all types of compounds (not just weak acids and bases)
in a range solvent systems. Another type of miniaturized instrument, based on a multichannel
cartridge pump, filter, and HPLC analysis, for solubility measurement has been reported by
Chen and Venkatesh (2004). They claimed that with as little as 1 mg of compound they could
determine the entire pH-solubility profile.

Bergstrom et al. (2005) have studied the applicability of the Henderson-Hasselbach
(equation 8) solubility-pH relationship of a range of amines in divalent buffer solutions. From
this investigation, they showed that the Henderson-Hasselbach equation was only useful as a
first estimate in these calculations. They concluded that significant error arose because of the
neglect of the solubility product of the charged molecule and the phosphate ion used to buffer
the solution. The net result of this inaccuracy would then be the error propagation in programs
for the calculation of other physicochemical properties, for example, log P and permeability.

Impact of Additives

Additives may increase or decrease the solubility of a solute in a given solvent. Salts that
increase the solubility are said to “salt in” the solute, and those that decrease the solubility are
said to “salt out” the solute. The effect of the additive depends very much on the influence it
has on the structure of the water or on its ability to compete with solvent water molecules. Both
effects are described by the empirically derived Setschenow equation (equation 12).

So

S
where Sy is the solubility of the nonelectrolyte in pure water, S the solubility of the nonelectrolyte
in the salt solution, M the concentration of the salt, and k the salting out constant, which is equal to
0.217/S, at low concentrations of added salt.

Another aspect of the effect of electrolytes on the solubility of a salt is the concept of the
solubility product for poorly soluble substances. The experimental consequences of this
phenomenon is that if the concentration of a common ion is high, then the other ion must
become low in a saturated solution of the substance, that is, precipitation will occur.
Conversely, the effect of foreign ions on the solubility of sparingly soluble salts is just the
opposite, and the solubility increases. This is the so-called salt effect.

Setchenow (salting out) constants have been determined for eight hydrochloride salts of
some o-adrenergic agonists and f-adregenic agonist/blocker drugs (Thomas and Rubino,
1996). The constant was calculated by determining the solubility of the salts in sodium chloride
water, and the results showed that they were greatest for those with the lowest aqueous
solubility and highest melting point. In addition, the number of aromatic rings and aromatic
ring substituents appeared to contribute to the values of the salting out constants. Larsen et al.
(2007) have investigated the use of the common ion effect as a means to extend the release of
bupivacaine from mixed salt suspensions.

log kM (12)

Impact of Temperature

Since dissolution is usually an endothermic process, increasing solubility of solids with a rise
in temperature is the general rule. Therefore, many investigations of solubility plotted as a
function of temperature show a rise. For example, Gracin and Rasmuson (2002) investigated
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the solubilities of phenylacetic acid, p-hydroxyphenylacetic acid, p-aminophenylacetic acid,
p-hydroxybenzoic acid, and ibuprofen in a range of solvents as a function of temperature. In
this study, ibuprofen reported a general increase in solubility with increasing temperature,
with high solubilities being recorded in the polar solvents, methanol, and ethanol. However,
there are exceptions, for example, the solubility of hexamethylenetetramine in water decreases
with increasing temperature (Blanco et al., 2006). Of course, binary mixtures of solvents can be
employed; however, it is worth pointing out that many compounds show a parabolic
relationship with respect to solvent composition. For example, Granberg and Rasmuson (2000)
have reported the solubility behavior of paracetamol in mixtures of water and acetone as well
as in data for paracetamol in water, ethanol, and toluene. Since cooling crystallization is a
common method regarding the production of compounds, knowledge of the solubility with
respect to temperature is essential.

The theoretical solubility of a compound may be calculated by the ideal solubility
equation (Qing-Zhu et al., 2006), using the enthalpy of melting, AHg,,, and melting
temperature, T,,, using equation (13).

In(x,) = A (L _ l) (13)

Williams-Seton et al. (1999) have discussed solvent-solute interactions with regard to
crystallization. By comparing the theoretical solubility-temperature curve calculated from
equation (13) with data obtained for saccharin in ethanol and acetone, they hypothesized that
in acetone solutions the saccharin molecules were monomers; however, in ethanol they were
associated, like in the crystal structure, as dimers via an amide H-bond. Furthermore, they
correlated the surface chemistry of crystals grown from ethanol and acetone, which appeared
to support their theory of the self-association of the molecules in ethanol and not in acetone. In
this situation, ethanol would not be recommended as a suitable solvent for a cooling
crystallization because of its poor solubility-temperature relationship. On the other hand,
ethanol may be a potential antisolvent and may be considered for a “drown out”
crystallization.

As another example, the solubility of cefotaxime sodium with respect to temperature in a
range of organic solvents of varying polarity has been studied by Pardillo-Fontdevila et al.
(1998). As might be expected for a salt, cefotaxime was not found in hexane, ethyl acetate,
dichloromethane, and diethyl ether in the 5°C to 40°C temperature range. The solubility in the
other solvents, that is, methanol, acetone, and ethanol was described by the van’'t Hoff
equation shown below (equation 14):

p
In C,(g/100 g solvent) = o + T(K) (14)
where C; is the solubility of cefotaxime and T the temperature. The slope f yields the heat of
solution. Zhu (2001) has reported the solubilities of the disodium salt hemiheptahydrate of
ceftriaxone in water and ethanol at 10°C, 20°C, and 30°C. As expected, the solubility of this
compound increased with the increase in temperature and decreased as the proportion of
ethanol increased.

INITIAL STABILITY INVESTIGATIONS

Knowledge about the chemical and physical stability of a CD in the solid and liquid state is
extremely important in drug development for a number of reasons. In the longer term, the
stability of the formulation will dictate the shelf life of the marketed product; however, to
achieve this formulation, careful preformulation work will have characterized the compound
such that a rational choice of conditions and excipients are available to the formulation team.
The ICH specifies the amount of impurities allowed from product storage, and for most drugs
the allowable levels of a single impurity permissible without toxicological cover is much less
than 1%. In early development, accelerated stability therefore needs to be undertaken to assess
how the CDs will stand up to a longer term (Waterman et al., 2005).
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CDs being evaluated for development are often one of a series of related compounds that
may have similar chemical properties, that is, similar paths of degradation may be deduced.
However, this rarely tells us the rate at which they will decompose, which is of more importance
in pharmaceutical development terms. To elucidate their stability with respect to, for example,
temperature, pH, light, and oxygen, a number of experiments need to be performed. The major
objectives of preformulation team are therefore to (1) identify conditions to which the compound
is sensitive and (2) identify degradation profiles under these conditions.

The main routes of drug degradation in solution are via hydrolysis, oxidation, or
photochemical means. In their book, Connors et al. (1986) have dealt with the physical
chemistry involved in the kinetic analysis of degradation of pharmaceuticals very well, and the
reader is referred there for a detailed discussion.

Although hydrolysis and oxidation constitute the main mechanisms by which drugs can
decompose, racemization is another way in which the compound can change in solution. For
example, Yuchun et al. (2000) reported the kinetics of the base-catalyzed racemization of
ibuprofen enantiomers. Although ibuprofen is highly resistant to racemization in acids, it will
racemize in basic solutions through a keto-enol mechanism.

Solution Stability

Hydrolysis

Mechanistically, hydrolysis takes place in two stages. In the first instance, a nucleophile, such
as water or the OH™ ion adds to, for example, an acyl carbon to form an intermediate from
which the leaving group then breaks away. The structure of the compound will affect the rate
at which this reaction takes place, and the stronger the leaving conjugate acid, the faster the
degradation reaction will take place.

Degradation by hydrolysis is affected by a number of factors, of which solution pH,
buffer salts, and ionic strength are the most important. In addition, the presence of cosolvents,
complexing agents, and surfactants can also affect this type of degradation.

As noted, solution pH is one of major determinants of the stability of a compound.
Hydroxyl ions are stronger nucleophiles than water, thus degradation reactions are usually
faster in alkaline solutions than in water, that is, OH" ions catalyze the reaction. In solutions of
low pH, H" can also catalyze hydrolysis reactions. In this case, catalysis by H" and OH" is
termed specific acid base catalysis. Of course, H" and OH™ ions are not the only ions that may
be present during an experiment or in a formulation. It is well known that buffer ions such as
acetate or citrate can catalyze degradation, and in this case the effect is known as general acid-
base degradation. Therefore, although it is prudent to adjust the pH to the desired value to
optimize stability, this should always be done with the minimum concentration necessary.

Stewart and Tucker (1985) provide a useful, simple guide to hydrolysis where the
mechanism of hydrolysis is discussed. Table 5 shows some examples of the functional groups
that undergo hydrolysis.

Oxidation
The second most common way a compound can decompose in solution is via oxidation.
Reduction/oxidation (redox) reactions involve one of the following processes: (1) transfer of

Table 5 Examples of Classes of Drugs That are
Subject to Hydrolysis

Class Example

Ester Aspirin

Thiol ester Spirolactone
Amide Chloramphenicol
Sulfonamide Sulfapyrazine
Imide Phenobarbitone
Lactam Methicillin
Lactone Spirolactone
HalogenatedAliphatic Chlorambucil

Source: From Stewart and Tucker (1985), reproduced with permission.
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oxygen or hydrogen atoms or (2) transfer of electrons. Oxidation is promoted by the presence
of oxygen, and the reaction can be initiated by the action of heat, light, or trace metal ions that
produce organic free radicals. These radicals propagate the oxidation reaction that proceeds
until inhibitors destroy them or by side reactions that eventually break the chain. A typical
oxidation sequence is that shown by dopamine Mayers and Jeneke (1993). To test whether a
compound is sensitive to oxygen, simply bubble air through the solution, or add hydrogen
peroxide, and assess the amount of degradation that takes place.

Kinetics of Degradation
Essentially we must determine the amount of the compound remaining with respect to time
under the conditions of interest. Alternatively, the appearance of degradation product could
also be used to monitor the reaction kinetics.

Thus, the rate of a reaction can be defined as the rate of change of concentration of one of
the reactants or products.

For a simple drug decomposition, therefore, the following situation holds

Drug — product(s)

The concentration of the compound will decrease with time; equation (15) relating to
these quantities is as follows:

dD] n
7l k[D] (15)

where k is the rate constant for the reaction at that particular temperature and # is the reaction
order, which is the dependence of the rate on the reactant concentrations.

Zero-Order Reactions
In this case, the rate of reaction is independent of concentration and does not change (with
time) until the reactant has been consumed (equation 16).

d[D]
Rate = ——— =k 16
ate & 0 (16)
The final form of the zero-order equation is given by equation (17).
[D], = D]y — kot (17)

Therefore, if we plot the concentration [D], = initial and [D]; = at time ¢, directly as a
function of time, the slope is equal to the rate constant, ko, for this reaction. Moreover, the time
required for any specific amount of reactant to disappear is proportional to the initial amount
present. Many reactions in the solid state or in suspensions undergo decomposition by zero-
order kinetics.

First-Order Reactions
In first-order reactions, the rate of reaction decreases with time as the concentration of the
reactant decreases, according to equation (18),

d[D]
ate o = kilD] (18)
The final form of the first-order equation is give by equation (19),
ky
1 D] =1 Do) — ——= 1
0g;[D] = log;o[Do] 2303 (19)

Therefore, if the logarithm of the concentration of the compound (for convenience, % log
remaining is often used) is plotted against time, a line with slope equal to —k;/2.303 is
obtained, where k is known as the rate constant. Further manipulation of the rate equation yields
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the expression for the half-life [time taken for the concentration to fall to half its initial value and

half in concentration thereafter (equation 20)]. The unit of the rate constant is time ™.

0693
t1/2 = 7](1

It should be noted that the half-life of the reaction is independent of the initial
concentration.

Many hydrolysis reactions technically follow second-order kinetics, but since water is
present in a large excess, there is only a negligible change in its concentration with time. Thus,
the rate is dependent only on the rate of decomposition of the drug in solution; this type of
reaction is termed a pseudo-first order. Most compounds that degrade in solution follow this
order. Second-order kinetics are observed when a reactant reacts with itself or when the
reaction rate depends on the concentration of more than one reactant.

Temperature can affect reactions and, in general, an increase in temperature will increase
the rate of reaction. The effect of temperature on reaction is described by the Arrhenius
relationship (equation 21).

(20)

logk =logA — (21)

2.303RT
where k is the observed pseudo—first-order rate constant for the reaction, A is a constant, and E, is
the observed energy of activation of the reaction. R is the gas constant (8.314 J/mol K).

Because of insufficient drug, a complete degradation profile will probably not be possible
during prenomination studies, but it should be possible to assess the stability of the CD at a
few pHs (acid, alkali, and neutral) to establish the approximate stability of the compound with
respect to hydrolysis. To accelerate the reaction, temperature elevation will probably be
necessary to generate the data. Although it is difficult assign a definite temperature for these
studies, 50°C to 90°C in the first instance is a reasonable compromise; exposure to light may
also be undertaken. This should be followed by extrapolation via the Arrhenius equation to
25°C. Hydrolytic stability of greater than 100 days at 25°C should be taken as a goal of these
studies. In CD selection, if all other factors are equal, the compound that is most stable should
be the one taken forward into development.

THE ORGANIC SOLID STATE

Solid phases or molecular solids are defined in thermodynamic terms as states of matter that
are uniform throughout in chemical composition and also in physical state (Wunderlich, 1999).
Molecular solids can exist as crystalline or noncrystalline (amorphous) phases depending on
the extent of three-dimensional order and the relative thermodynamic stability hierarchy.
Crystalline states can be described as a periodic array of molecules within a three-dimensional
framework. Whereas noncrystalline materials (as will be described later in the chapter) lack
significant three-dimensional order, but may exhibit lower-dimensional short-range order.
Gavazotti (2007) has set a range of criteria by which he judges the solid state of organic
compounds. In this paper, a “crystal proper” is defined as one in which the molecule is
repeated to 10,000 to 100,000 times its size through a set of translationally periodic symmetry
operations.

The crystalline state, as molecular crystals, is a class of solids that are composed of
discrete molecules arranged in a structural framework. The structures of molecular crystals are
influenced by both intramolecular and intermolecular interactions. Intramolecular forces
determine molecular shape, which in turn contributes to the way the molecules pack in the
crystal (Wright, 1995). Intermolecular forces are relatively weak, and thus their effect is largely
short range. As a consequence of this short-range effect, diversity in the arrangement of
molecules within the molecular crystals is brought about, which also gives rise to differences in
properties and performance of the molecular crystals. Furthermore, a variation in spatial
arrangement can give rise to the enhanced possibility of structural dynamics within molecular



Preformulation Investigations 35

crystals, leading to a variation in performance and behavior of the resultant material. Thus, an
understanding of molecular crystals, and in particular the intermolecular interactions driving
the molecular packing within the structure, allows an understanding of the material
properties.

Any change in the physical or spatial arrangement of the molecules or inclusion of other
molecule types (to give a heterogeneous material) results in the formation of different phases
termed polymorphs and hydrates/co-crystals, respectively. A significant interest in molecular
crystals originates from the ability to use molecular level “crystal engineering” strategies to
rationally design crystal packing to control specific physical properties (Ward et al., 1997). The
crystal engineering approach utilizes additives and other molecules to direct the self-assembly of
the parent molecules to give a desired solid-state motif. Thus, control or understanding of
arrangements in molecular crystals leads to control or understanding of various physical
properties. In addition to pharmaceuticals, molecular crystals cover a diverse range of materials
used in dyes and speciality chemicals, conductors, nonlinear optical materials, and agrochemicals.

Crystalline States and Structural Assessment
Polymorphism and Related Phenomena
In 2002, Bernstein pointed out that structural diversity is present in almost every facet of
nature, and crystal polymorphism is one manifestation of this diversity. Polymorphism, in a
chemical sense, is a solid-state phenomenon where the crystal structures of a chemical entity
are different, but correspond to identical liquid and vapor states (McCrone, 1965). A variation
in crystal structure is brought about by differences in molecular packing and intermolecular
interactions within the three-dimensional framework of the crystalline state. The way the
molecules pack is defined in part by the molecular structure itself, and there is also the
possibility of forming stable intermolecular interactions such as H-bonds, giving rise to
structures with differences in density. Consequently, polymorphs will have different lattice
energies, which in turn govern the physical properties and behaviors of the material
(Pudipeddi and Serajuddin, 2005).

An understanding and control of this phenomenon is of paramount importance in the fields
of crystal engineering or material selection, crucial to the pharmaceutical, chemical, food, and
agrochemical industries. Figure 5 shows the various polymorphs of estrone (Busetta et al., 1973).
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Figure 5 Polymorphs of estrone. Source: 3D Search and Research Using the Cambridge Structural Database,
Allen, F. H. and Kennard O. Chemical Design Automation News, 8 (1) pp 1 & 31-37, 1993.
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Polymorphism is a common phenomenon in small organic molecules, and the occurrence
of polymorphs has been documented extensively (Borka and Haleblain, 1990; Byrn et al., 1999;
Bernstein, 2002). Specifically, in the area of pharmaceutical material selection, polymorphs are
selected on the basis of physical and chemical stability, behavior to processing and
formulation, and biopharmaceutical properties as an assessment of in vivo performance.
Knowledge of the relative behavior of the polymorphs with respect to the properties outlined
above allows a rationalized selection. For instance, differences in solubility and dissolution rate
between polymorphs can have a pronounced impact on the oral bioavailability (i.e.,
dissolution and absorption from the GI tract) of pharmaceuticals as exemplified by
investigations of formulations of tolbutamide (Kimura et al., 1999). Other differences in
properties also include thermodynamic and kinetic variations between polymorphs. Such
differences encompass distinctions in reactivity involving both physical (e.g., involving
interconversion of a metastable to a stable form) and chemical changes. Physical changes can
occur in either the solid state or via a solution-mediated process, but are driven in accordance
to Ostwald’s law of stages (Threlfall; 2003), which states that a highly metastable form should
transform to the most stable form via a series of thermodynamically driven phase transitions.
Differences in chemical reactivity, such as those exemplified by the three physical forms of
trans-2-ethoxy cinnamic acid (Cohen and Green, 1973), for which the « and f forms dimerize
under UV irradiation, whereas the y form gives no reaction, illustrate the importance of
selecting a stable and robust polymorph.

McCrone stated, in 1965, that the number of polymorphs identified is directly
proportional to the time and effort spent looking for them. Many approaches can be taken
to induce polymorphic changes to explore its occurrence. These include solution-mediated
transitions such as recrystallization and solution maturation studies (Cardew and Davey, 1985)
and thermally induced (Giron, 1995) and mechanical/pressure-induced changes such as those
exhibited by chlorpropamide (Wildfong et al., 2005). Other solvent-free methods of isolating
polymorphs involve quenching from the molten liquid or gaseous state (sublimation
experiments), as are used to isolate polymorphs of venlafaxine hydrochloride (Roy et al.,
2005). The occurrence of polymorphism can also be explored using computational method-
ology (Beyer et al., 2001; Neumann 2008). The basis of these approaches involves in silico
generation of all plausible crystal structures, which are subsequently ranked in order of
calculated lattice energies. While the applicability has been demonstrated for small rigid
structures, there are many limitations in the wider use of this approach—in particular for
structures with significant conformational flexibility. Furthermore, the veracity of such
approaches depends on the quality of the force fields used to model thermodynamic and
kinetic properties satisfactorily (Gavezzotti, 2002), which renders the current approaches
applicable only to a small subset of organic structures.

In addition to simple variations in hydrogen bonding, polymorphism can also be
induced by conformational differences, that is, the existence of different conformers of the
same molecule in different polymorphic modifications. When a molecule is conformationally
flexible with a number of energetically accessible conformations (typically differing by
<2 kcal/mol), then there is a potential that different crystallization conditions can lead to
conformational polymorphism (Nangia, 2008). An example of conformational polymorphism
is spiperone (Azibi et al., 1983), and the two conformers are shown in Figure 6.

Conformational polymorphism has also been reported for ritonavir (Bauer et al., 2001).
Two polymorphs have been identified, where the conformers in each form sterically drive the
three-dimensional packing and subsequent hydrogen-bonding motif. This in turn resulted in

Form | Form Il

%“\w Figure 6 Conformers in spiperone forms | and Il. Source:

From Azibi et al., 1983.
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stabilization of the lattice of each polymorph to a differing extent and hence significantly
different solubility properties. Furthermore, conformational polymorphism can also result in
diversity in bulk properties such as polychromism, as exemplified by the three main
polymorphs of 5-XII (an aromatic carbonitrile), each of which exhibits a different color, red,
yellow, and orange (Yu et al., 2000). The polymorphism in this case, and hence the different
coloration, was directly due to a variation in the molecular conformation, giving rise to
different three-dimensional packing (Yu, 2002).

Bhatt and Desiraju (2007) describe the case of polymorphism of omeprazole, which is due
to tautomerism, whereby the crystalline phases of this molecule are solid solutions of the two
tautomers existing in a continuous composition range. From a series of experiments where the
compositions of the solid solutions were changed, the authors were able to identify the stable
form. Furthermore, these investigations identified a number of questions regarding the
classification of tautomers as polymorphism or different compounds. It was proposed that
distinctions should be made in terms of a structural landscape, which includes a number of
solvated and nonsolvated variations of the same molecular species, rather than absolute
structural assignments. An interesting extension of tautomerism-induced polymorphism is
where two valence tautomers, that is, different electronic structures where nonpolar N-atom
(sp® hybridization) and polar structures (sp® hybridization) were observed in the crystal
structure of 7-amino-4-methylcoumarin (Niedzialek and Urbanczyk-Lipowska, 2007).

Polymorph Screening

In the prenomination phase, any polymorphism screen will be somewhat restricted due to the
amount of compound that is available at this stage. As such, an appropriate strategy to
optimize the scope for assessing the polymorph hypersurface must therefore be employed to
reflect this situation. An initial assessment into the propensity for polymorphism is achieved
by assessing physical reproducibility of the early batches prepared by medicinal chemists.
Furthermore, the process research and development chemists will also be working on the
synthesis and crystallization of the compound (Kim et al., 2005), and physical integrity
assessment of these laboratory scale test batches further supplements any polymorphism
screens that have or will be conducted. In both these situations, a range of solvents and
crystallization conditions may be explored, thus allowing (potentially) a wide area of the
polymorphism hypersurface to be evaluated. Moreover, this strategy allows (to a certain
degree) an evaluation into the role that impurities play in either templating or prohibiting
growth of specific physical forms. Additionally, initial screens, usually using a single large-
scale batch, are also conducted in parallel on a micro- or semi-microscale. There are a number
of literature reports of high-throughput platforms that have been used in academia and
industry for solid-form screening (Storey et al., 2004; Hilfiker et al., 2003; Almarsson et al., 2003;
Morisette et al., 2003; Florence et al., 2006). Driving the concept to even smaller quantities,
Lee et al. (2006) have described the technique of “polymorph farming” on a silicon wafer cast,
with chitosan pretreated in different ways to affect the surface template properties.
Crystallization of solutions of acetaminophen and sulfathiazole gave rise to the different
polymorphs, depending upon the level of pretreatment.

The obvious attraction of having a high-throughput system is to conduct many
hundreds, if not thousands, of crystallization experiments almost in a random fashion, that is,
to throw the net far and wide in the hope of scouring as much of the available space as
possible. However, a more rationalized and systematic approach will generally lead to a more
fruitful search. Indeed, Stahly (2007), in a note of caution, has stated that these high-
throughput methods should be used in conjunction with those more systematic methodologies
already in place. The rationale being that high-throughput polymorph screening method-
ologies using evaporation from well plates tend to induce crystallization of a greater number of
metastable phases. This was illustrated by Capes and Cameron (2007) who observed that the
metastable form of acetaminophen was preferentially nucleated at the edge of the meniscus
and was another explanation for the appearance of metastable forms from these experiments.

While increased effort has been expended into exploring the polymorphic hypersurface of
compounds, Jarring et al. (2006) indicated that the actual number of solid-state forms is in fact not
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terribly important from an industrial point of view. Rather, the effort should be focused on
finding those physical forms that have an advantage from a performance, formulation, and large-
scale production perspective. Ultimately, the aim is to identify all development suitable forms and
potential near-neighbor polymorphs, with the preference for selecting and progressing the form
that is the most thermodynamically stable (Miller et al., 2005).

For polymorph screening purposes, Mirmehrabi and Rohani (2005) have proposed a
systematic approach to solvent selection on the basis of the hydrogen-bonding propensities of
the solute and the solvent molecules. They were able to calculate a polarity index (PI) for a wide
range for ICH class 2 and class 3 solvents (also reporting a very useful table of properties such
as dielectric constant, solubility parameter, and dipole moments for the solvents). In this case
polymorphism of ranitidine was explored, and they were able to conclude that strong H-bond
donor solvents lead to the dominant nitronic acid tautomer of form II, while weak H-bond
donors or aprotic solvents favored the enamine tautomer found in form I. This approach
therefore allowed easy identification of suitable isolation conditions for these polymorphs.

Interconversion of Polymorphs

In addition to recrystallization, solution maturation or slurry studies can be exploited to induce
physical form conversions. These experiments are largely thermodynamically (rather than
kinetically) driven and result in the conversion of less stable forms into physical forms that are
more thermodynamically stable under the slurry conditions. When a mixture of two or more
polymorphs (or hydrate and anhydrate) is slurried, it is sometimes known as a bridging
experiment (Ticehurst et al., 2002). The solvents that are used can profoundly affect the rate
and extent of conversion. For example, Gu et al. (2001) have studied the influence of the solvent
on the rate of solvent-mediated transformations, and Mukuta et al. (2005) have reported the
role of impurities, which were found to have a profound impact on the conversion. By studying
the polymorphs of sulfamerazine, Gu et al. (2001) found that the rate of transformation was
faster in a solvent that afforded high solubilities compared with those in which the solubility
was lower. Furthermore, the conversion rate was found to be slower in solvents that had a
greater H-bond acceptor potential. It was noted that the rate of solution agitation and
temperature also affected the speed of the conversion. The more intense the agitation, the
quicker the conversion, and since the relationship between these two forms of sulfamerazine is
enantiotropic, the rate of conversion to form I was higher at lower temperatures and lower near
the transition temperature (50°C). This work also suggested that a solubility of at least 8 mM
was needed to ensure that the transformation proceeded satisfactorily. The corollary of this is
that the solubility should not be too high, for example, greater than 200 mM to avoid using too
much of a limited amount of compound (Miller, 2005).

As touched upon earlier, the role of impurities can also play a crucial role in the
formation or conversion of polymorphic forms. For example, Blagden et al. (1998) have
explored the role of related substances (as structurally related impurities) in the case of the
disappearing polymorphs of sulfathiazole. These studies showed that a reaction by-product
from the final hydrolysis stage could stabilize different polymorphic forms of the compound
depending on the concentration of this by-product. By using molecular modeling techniques,
they were able to show that the by-product, ethamidosulfathiazole, influenced the hydrogen-
bonding network and hence polymorphic form and crystal morphology. The presence of
impurities can also inhibit solution-mediated phase transformations, and this can be of
particular concern for screening for polymorphs at an early stage when perhaps less pure
materials are available (Gong et al., 2008). Additionally, changes in the synthetic regime during
the progression of the drug compound through development can give rise to significantly
different impurities, which even in very minor quantities may affect the appearance or
inhibition of specific polymorphs. In this study, it was shown that an acetyl derivative of
sulfamerazine inhibited the conversion of form I to form II. An increase in the conversion rate,
however, was attributed to a number of factors, namely, (1) increasing the solubility, (2)
reducing the level of the impurity causing the problem (possibly by changing the synthetic
route), (3) pretreatment of the solid to reach maximum supersaturation, and (4) increased
temperature.
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While there are a number of ways to screen for polymorphism and related phenomena,
Kuhnert-Brandstatter and Gasser (as early as 1971) stated that “investigations of poly-
morphism can never be considered to be completely exhaustive in that there is always the
possibility that with specific seeding a heretofore unknown crystal modification may appear,”
adding that “there is always the possibility of finding a new modification from some unique
solvent and condition.” Although Gavezotti and Filippini (1995) agreed that polymorphism of
organic crystals was very frequent at room temperature, the appearance of polymorphs was
not as common as it sometimes has been portrayed to be. The most recent data gathered from
245 polymorph screens carried at a contract research organization reported that 90% of the
compounds exhibited “multiple and noncrystalline forms,” of which only 50% were
polymorphic (Stahly, 2007).

Dunitz and Bernstein (1995) have reviewed the appearance of and subsequent
disappearance of polymorphs. Essentially this describes the scenario whereupon nucleation
of a more stable form, the previously isolated, metastable, form could no longer be made. For
example, the orthorhombic polymorph of paracetamol previously prepared by crystallization
from solution had proved elusive since it was first discovered in 1974. However, crystallizing a
supersaturated solution with seeds obtained from melt crystallization gave rise to a suitable
laboratory scale method to obtain this metastable phase (Nichols and Frampton, 1998). A
commentary on this phenomenon by Bernstein and Henck (1998) stated that “we believe that
once a particular polymorph has been obtained it is always possible to obtain it again; it is only
a matter of finding the right experimental conditions.”

Yu (2007) has discussed the nucleation behavior of polymorphs and its importance in
determining the nature of the polymorph to be isolated, showing that an early nucleating
polymorph can generally nucleate a faster-growing polymorph, thus emphasizing the fact that
both thermodynamic and kinetic factors have control on the appearance of certain
polymorphs. Blagden and Davey (2003) attempted to combine the effect of thermodynamics,
kinetics, and nucleation, in conjunction with modeling techniques, to the selection of the
polymorphs. However their approach, while showing some success, highlighted the need for
an improvement in the prediction of solute-solvent interactions.

In most industries in which polymorphism plays an important role in materials and their
properties, there are several business drivers for polymorph characterization and selection.
Firstly, there is a need to understand the external effect on structural behavior, enabling the
selection of a robust and stable material that will not interconvert to a less desirable polymorph
upon storage or processing. Secondly, it is important to have as much of the polymorph
“hypersurface” mapped to ensure that all plausible low-energy structures, which could
represent developable forms, are isolated and characterized. Information on structural
relationships and the ease of interconversion (exploring both kinetics and mechanisms)
allow the selection of the most optimum or developable form. Leading on from this is another
business driver, which relates to intellectual property. On identifying all possible developable
polymorphs, it is important to have patent coverage to protect intellectual property. In the area
of pharmaceuticals there have been several important polymorph litigation cases (Bernstein,
2002; Cabri et al, 2007). As a consequence of the foregoing discussion regarding the
physicochemical and biopharmaceutical implications of polymorphism, it can be appreciated
that it is an extremely important topic from a drug regulatory perspective (De Camp, 2001).

Polymorph Production Methods

A number of protocols exploring both solvent-mediated and nonsolvent-induced poly-
morphism can be employed to ensure that as much of the polymorphism hypersurface can be
mapped. These are summarized in the following list:

1. Crystallization from different solvents under variable conditions, for example,
different agitation speeds and temperatures (as exemplified by Blagden et al., 1998;
Threlfall, 2000; Allesg et al., 2008). Therefore, it is important to screen a variety of
solvents that cover a diversity of physicochemical parameters (Table 4). Although the
solvent of crystallization can be critical in producing a particular polymorph,
Getsoian et al. (2008) showed that for carbamazepine varying the crystallization
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temperature and level of supersaturation was sufficient to produce three of the four
known polymorphs from a single solvent.

2. Precipitation by, for example, addition of an antisolvent to a solution containing the
drug or by pH adjustment of solutions of weak acids or bases (Bosch et al., 2004). An
interesting example of this phenomenon is the quasi-emulsion precipitation of a
number of polymorphic compounds using PEG300 as the solvent and water as the
antisolvent (Wang et al., 2005). In this system, the intensity of mixing appeared to
control the polymorphic form because of increased viscosity of the PEG300-water
solution.

3. Concentration or evaporation. Capes and Cameron (2007) reported that a metastable
form was obtained from the periphery of an evaporating solution. The resultant
metastable form that was left free of the solvent was unable to transform to the more
stable polymorph via a solvent-mediated phase transformation.

4. Formation of polymorphs from solvate desolvation. Nicolai et al. (2007) showed that
forms I of spironolactone could be obtained by desolvation of its ethanol solvate.

5. Crystallization from the melt, assuming that melting is not accompanied by thermal
degradation. Schmidt et al. (2006) found that modification I of salicaine HCI
crystallized from the melt above 110°C and modification II crystallized from the melt
below this temperature.

6. Grinding and compression. Trask et al. (2005a) have reported that polymorphic
conversions of anthranilic acid (ortho-aminobenzoic acid), for example, could be
induced by dry grinding (neat powder) and also in the presence of a small amount of
solvent. Linol and Coquerel (2007) have also demonstrated that high-energy milling
could be used to accelerate (relative to slurry experiments) the polymorphic
conversion between the monoclinic and orthorhombic forms of (&) 5-methyl-
(4-methyl phenyl)hydantoin.

7. Lyophilization (freeze-drying) can induce polymorphism, as exemplified by
pentamidine isethionate where various polymorphs can be obtained by altering
the freeze-drying conditions (Chongprasert et al, 1998). Often, however, the
compound is rendered amorphous by the freeze-drying process (Zhu and Sacchetti,
2002).

8. Spray-drying. Amorphous ursodeoxycholic acid can be prepared by spray-drying
(Ueno et al., 1998).

9. Crystallization from supercritical fluids. Park et al. (2007) used a supercritical
antisolvent (SAS) process to produce different forms of fluconazole.

10. Potentiometric cycling. Llinas et al. (2007) used this method to produce polymorphic
forms of sulindac.

11. High pressure. Piracetam has been crystallized in a number of polymorphic forms
using the high pressures (0.07-0.4 GPa) generated using a diamond anvil cell
(Fabbiani et al., 2005).

12. Sublimation. Exploiting the vapor phase as a solvent-free method of crystallizing
polymorphs, as shown by Liu et al. (2008).

Assessment of the Physical Stability and Assignment of Relative

Thermodynamic Stability of Polymorphs

Once polymorphs have been identified, an understanding of the relative stabilities of different
polymorphic forms is important, particularly in relation to handling, primary, and secondary
processing of the material. A crucial aspect in selecting a physical form (polymorph, hydrate,
etc.) is in understanding its relative thermodynamic stability and the stability hierarchy that
exists between all isolated physical forms. Ideally a robust and controllable form is chosen for
progression, with the thermodynamically stable form representing the safest choice. This is
also important from a regulatory perspective with regard to control. In progressing a
thermodynamically stable form, it can be largely ensured that there is control on manufacture,
storage, formulatability, and performance. Indeed, Brittain (2000a) has advised that, unless
there were special circumstances, the stable form of the compound should be developed.
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Table 6 Thermodynamic Rules for Polymorphic Transitions

Enantiotropy Monotropy

Transition < melting 1 Transition > melting |

| stable > transition | always stable

Il stable < transition -

Transition reversible Transition irreversible
Solubility | higher < transition Solubility | always lower
Solubility | lower > transition -

Transition Il — | endothermic Transition 11— exothermic
AH! < AH" AH' > AH"

IR peak | before Il IR peak | after Il
Density | < density Il Density |> density |l

Abbreviation: IR, infrared. Source: From Giron (1995), with permission from Elsevier.

Furthermore, if polymorphs were known to affect bioavailability, then they needed to be
strictly controlled, which of course will need the development and validation of a suitable
analytical technique. Typically, this might be an infrared (IR) or XRPD method.

Thermodynamics Related to Polymorphism
In general, true polymorphs can be classified, thermodynamically, into two different types
(Giron, 1995):

1. Enantiotropic, in which one polymorph can be reversibly converted into another by
varying the temperature and/or pressure.
2. Monotropic, in which the change between the two forms is irreversible.

Several empirical methods exist to assign the relative thermodynamic behavior between
polymorphs, and these are summarized in Table 6.

The importance of understanding the control and robustness of polymorphs is illustrated
by the ritonavir example. Ritonivir (ABT-538) was approved by the FDA in March 1996 and
marketed as a semisolid formulation. In 1998, however, batches began to fail dissolution tests,
and investigations revealed that a more stable polymorph was precipitating from the
formulation. As a result, Abbot had to withdraw the product from the market. (Chemburkar et
al., 2000). Further work (Bauer et al., 2001) showed that the problem arose because of an
extreme case of conformational polymorphism (as discussed earlier), which arose because of
the presence of a new degradation product providing a molecular template for form II (the
more stable form of the compound).

Assigning the relative stability hierarchy of polymorphs, especially over the temperature
and pressure space, is important in industries where polymorphism plays an important role in
product integrity. The stability hierarchy, defined in terms of enantiotropism or monotropism,
is related to the differences in free energy (AG) between pairs of polymorphs. Assessing the
variation of free energy over temperature and pressure space provides increased confidence
that a robust polymorph has been selected, which is stable to both primary and secondary
processing (e.g., manufacture, drying, and milling). One way of achieving this is to represent
the stability profile of all isolated polymorphs as a function of free energy and temperature in
the form of energy-temperature (E/T) and pressure-temperature (P/T) diagrams. These are
topological two-dimensional representations of polymorph thermodynamic space utilizing
Gibbs fundamental equation shown in equation equation (22).

dG = VdP — SdT + Y _ ppdng (22)
B

For polymorphs, the last component of equation (22), relating to changes in chemical
composition can be neglected, and hence the topological representations consider the first two
terms only.
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Figure 7 E/T diagrams showing monotropy and enantiotropy.

An E/T diagram is a topological representation of enthalpy and free energy of
polymorphs as a function of temperature, extracted from DSC data and extrapolated to 0 K.
The approach assumes that any contribution of pressure to phase transitions is negligible and
solely related to temperature, enthalpy and differences in heat capacity of melting of
polymorphs (Yu, 1995). Figure 7 illustrates E/T diagrams for monotropic and enantiotropic
dimorphic systems. In the case of enantiotropy, a transition temperature exists below the
melting temperatures of the polymorphs evaluated. This transition temperature represents a
point at which the difference in free energy between the two forms is equal to zero. It also
defines the temperature at which the stability hierarchy changes.

A more rigorous assessment of free energy differences between polymorphs incorporates
an assessment not only over temperature but also pressure space (Ceolin et al., 1992; Espeau
et al.,, 2005). A P/T approach is based on the fact that each polymorph is capable of coexisting
in the three states of matter, solids, liquid, and vapor. As such, the P/T diagram is composed
of triple points representing the equilibrium points of the three states of matter and
equilibrium curves that represent the equilibrium boundary between two phases. The diagram
is constructed from parameters obtained from melting thermodynamics, temperature-related
volume variation in the solid and liquid state, and information on sublimation characteristics.

The number of triple points of a one component system, capable of existing in more than
one solid phase, is defined in accordance with the expression shown in equation (23).

nx (n—1)x(n—2)

Ix2x3
where N represents the number of triple points to be found in the diagram, and # represents
the total number of phases (liquid, vapor, and all solids) under consideration.

The slopes of the phase equilibrium curves are obtained from the Clapeyron equation,
shown in equation (24).

N = (23)

dT  TAV;

where AH, represents the change in enthalpy as a function of the phase transition (for instance
melting or sublimation), and AV; represents the change in volume, also as a function of the
phase transition.

The P/T diagrams are a two-dimensional representation of the three-dimensional
assessment of stability assignment, and the continuous three-dimensional surfaces are
depicted as phase equilibrium curves that cross at the triple points. The stability hierarchy
is assigned on the basis of Ostwald’s criteria of positions relative to temperature and pressure,
and also on the alternance rule (Ceolin et al., 1992; Espeau et al., 2005).

Sublimation experiments can be utilized to first establish the stability hierarchy and then
identify transition temperatures. In this technique, a sample when placed in a sealed tube
under vacuum and exposed to a thermal gradient may undergo sublimation, provided that
exposure to high temperatures does not induce any thermal decomposition. The sample in the
vapor phase will then condense at specific point along the cooler end of the tube dependent on
the stability hierarchy. For example, for a monotropic system, sublimation of the more stable

(24)
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Figure 8 Overview of a sublimation experiment showing (A) a schematic representation of the sealed tube used
during the sublimation experiment, where the sample is placed at the hot end; (B) E/T diagram of a development
compound showing an enantiotropic relationship between forms | and Il and a transition temperature of ~158°C;
and (C) the results from the sublimation experiment of this enantiotropic development compound.

phase will give rise to condensation of the same form at the cooler regions of the sublimation
tube. On performance of the same experiment with metastable phase of a monotropic system,
the condensed material would be expected to be the more thermodynamically stable form.
Conversely, for an enantiotropic system, several points of condensed crystalline material
would be anticipated, each representing the polymorphic form stable at the temperature at
which condensation/crystallization had occurred. An example of an enantiotropic system is
illustrated in Figure 8. Here a dimorphic system was shown, from the topological E/T phase
diagram, to be enantiotropic with a transition temperature of around 158°C. Form I
represented the stable form below, and form II the more stable above this temperature. The
sublimation experiment performed using both form I and form II revealed two main regions of
condensed crystalline material at the cooler ends, with form II in both cases crystallizing at
temperatures of greater than 160°C, while form I crystallized at temperatures of 157°C or
below.

By measuring the solubility of different phases, the thermodynamic quantities involved
in the transition from a metastable to a stable polymorph can be calculated. Experimentally, the
solubilities of the polymorphs are determined at various temperatures and then the log of the
solubility is plotted against the reciprocal of the temperature (the van’t Hoff method). This
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results in a straight line (the problem of nonlinearity has been dealt with by Grant et al., 1984),
from which the enthalpy of solution can be calculated from the slope. If the lines intersect, this
is known as the transition temperature, and one consequence of this is that there may be a
transition from one polymorph to another, depending on the storage conditions. For example,
the formation of the monohydrate of metronidazole benzoate from a suspension of the
anhydrate was predicted from such data (Hoelgaard and Mgller, 1983).

Polymorph Prediction

The occurrence of polymorphism can also be explored using computational methodology
(Verwer and Leusen, 1998; Beyer et al., 2001; Neumann, 2008), employing ab initio prediction
strategies. The basis of these approaches involves in silico generation of all plausible crystal
structures, which are subsequently ranked in order of calculated lattice energies or a function
of the lattice energy utilizing appropriate force fields to compute and rank each polymorph.
Furthermore, Young and Ando (2007) have used analysis of known crystal structures as a
starting point to design polymorph prediction strategies. While these methods show
applicability for smaller more rigid structures, there are still many limitations in the wider
use of these approaches—in particular for structures with significant degree of freedom, for
example, polymorphs of salt and those structures that exhibit a certain degree of conforma-
tional flexibility. Moreover, the veracity of such approaches depends on the quality of the force
fields used to model thermodynamic and kinetic properties satisfactorily (Gavezzotti, 2002),
which renders the current approaches applicable only to a small subset of organic structures.
However, a few successes for flexible molecules have been reported, for example, a number of
polymorphs of 4-amidinoindanone guanylhydrazone (AIGH) were correctly predicted
(Krafunkel et al.,, 1996). Payne et al. (1999) and Hulme (2005) have successfully predicted
the polymorphs of primidone, progesterone, and 5-fluorouracil, respectively.

Salts and Cocrystals

If a compound possesses an ionization center, then this opens up the possibility of forming a
salt. The majority of drugs administered as medicines are salts of the active pharmaceutical
ingredient (Stahl and Wermuth, 2002). Therefore, salt evaluation should be an integral part of
the prenomination phase and is usually carried out to modulate the physicochemical
properties of the free acid or base. Properties that can be altered by salt formation include
solubility, dissolution, bioavailability (Gwak et al., 2005), hygroscopicity, taste, physical and
chemical stability (Farag Badawy, 2001), or polymorphism (Stahl and Wermuth, 2002;
Serajuddin, 2007). It is not only innovator pharmaceutical companies that investigate
alternative salts of compounds, but generic manufacturers are also interested in alternative
salts to gain access to the innovator companies business (Verbeek et al., 2006). However,
Verbeek concluded that any alternative salt proposed by the generic company may have to
undergo toxicological testing in addition to bioequivalence testing before it would be accepted
by the regulatory authorities as an acceptable alternative. The intellectual property
implications of generic companies’ exploitation of alternative salts have been explored by
Slowik (2003).

As example of property modulation using salts, Figure 9 shows the bioavailability of a
free acid versus that of a sodium salt. Clearly, the sodium salt shows much higher
bioavailability than the corresponding free acid. However, salts may not always enhance
bioavailability, as shown in the example in Figure 10. The goal in any early development
studies is to ensure adequate exposure of the drug in safety or tolerability studies, and thus, if
the free acid or base shows sufficient exposure, then this would be used as the primary
material of choice.

Gould (1986) has identified a number of pivotal issues with respect to salt selection for
basic drugs. These specifically take into consideration the molecular and bulk properties of the
material and the impact of the material as a salt form to the pharmacokinetics of the molecule.
The range of salts used in drug products is shown in Table 7 (Berge et al., 1977). Haynes et al.
(2005) have extended this by an analysis of the CSD. Chloride was found to have the highest
number of hits (45.5%), followed by bromide. Another interesting observation was the fact that
pharmaceutically acceptable counterions showed a higher level of hydrate formation
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compared to the CSD as a whole. Table 8 shows the pK,s of some weak acids used in salt
formation. Although this is a useful list of salt formers, it can be further classified according to
the following four classes (Pfaankuch et al., 2002).

Class 1: Unrestricted use. The counterions in this class typically form ions that are natural
in origin. In addition, they must have at least one example of a recently approved
(last 20 years) product and no significant safety concerns. Examples include acetic
acid and L-arginine.

Class 2: The counterions in this class, through previous application, have been shown to
be low in toxicity. They typically have several examples of marketed products;
however, unlike class 1, many are historical in nature (>20 years since approval).
Examples include malonic acid and benzoic acid.
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Table 7 FDA-Approved Commercially Marketed Salts

Anion Percentage Anion Percentage
Acetate 1.26 lodide 2.02
Benzenesulfonate 0.25 Isothionate 0.88
Benzoate 0.51 Lactate 0.76
Bicarbonate 0.13 Lactobionate 0.13
Bitartrate 0.63 Malate 0.13
Bromide 4.68 Maleate 3.03
Calcium edetate 0.25 Mandelate 0.38
Camsylate 0.25 Mesylate 2.02
Carbonate 0.38 Methylbromide 0.76
Chloride 417 MethylInitrate 0.38
Citrate 3.038 Methylsulfate 0.88
Dihydrochloride 0.51 Mucate 0.13
Edatate 0.25 Napsylate 0.25
Edisylate 0.38 Nitrate 0.64
Estolate 0.13 Pamoate 1.01
Esylate 0.13 Pantothenate 0.25
Fumarate 0.25 (Di)phosphate 3.16
Gluceptate 0.18 Polygalactoronate 0.13
Gluconate 0.51 Salicylate 0.88
Glutamate 0.25 Stearate 0.25
Glycollylarsinate 0.13 Subacetate 0.38
Hexylresorcinate 0.13 Succinate 0.38
Hydrabamine 0.25 Sulfate 7.46
Hydrobromide 1.90 Teoclate 0.13
Hydrochloride 42.98 Triethiodide 0.13
Hydroxynapthoate 0.25

Cation Percentage Cation Percentage
Organic Metallic

Benzathine 0.66 Aluminum 0.66
Chloroprocaine 0.33 Calcium 10.49
Choline 0.33 Lithium 1.64
Diethanolamine 0.98 Magnesium 1.31
Ethyldiamine 0.66 Potassium 10.82
Meglumine 2.29 Sodium 61.97
Procaine 0.66 Zinc 2.95

Source: From Berge et al. (1977), with permission J Wiley and Sons, Inc.

Class 3: The counterions in this class will have limited application, and some may be restricted.

¢ Typically there is very little safety data and/or regulatory precedent.

® Some counterions in this class may be used to impart a particular property to the
resultant salt, restricted to very specific areas.

® Counterions in this class will typically only be considered where no suitable salt is
identified from within class 1 or class 2. If considered, further data will be required.
Examples include salicylic acid and piperazine.

Class 4: Counterions in this class should not be used to form salts of an active
pharmaceutical ingredient (API). Their use is prohibited primarily because of
safety/toxicity issues.

Morris et al. (1994) extended the scope of Gould’s review and described an integrated
approach to the selection of the optimal salt form for new drug candidates. In the first tier of
their decision-making process, the salts are evaluated for their hygroscopicity. Those salts that
show a greater propensity to sorb moisture are eliminated from consideration. The rationale
behind using moisture sorption as the criterion for selection is that excessive moisture by a salt
may cause handling, stability (chemical and physical), and manufacturing problems.
Furthermore, if the moisture content changes on a batch-to-batch basis, this has the potential
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Table 8 Table of Acid pK,s

Name pKa
Acetate 4.76
Benzoate 4.20
Oleate ~4.0
Fumarate 3.0, 4.4
Succinate 42,56
Ascorbate 4.21
Maleate 1.9,6.3
Malate 3.5, 5.1
Gluconate 3.60
Tartrate 3.0, 4.3
Citrate 3.13
Napsylate 0.17
Hydrobromide -8.0
Hydrochloride —6.1
Sulfate -3
Phosphate 2.15, 7.20, 12.38
Besylate 2.54
Tosylate -0.51
Besylate 2.54
Mesylate 1.92

to lead to variation in potency of the prepared dosage forms. Those salts that survive this
primary screen proceed to the second tier, whereby any crystal structure changes induced by
high levels of moisture are elucidated. In addition, the aqueous solubility of the remaining salts
are determined to ascertain whether there may be dissolution or bioavailability problems. In
the final tier, the stability of the final candidate salts are then investigated under accelerated
conditions, (temperature, humidity, and presence of excipients). If desired, compatibility
testing with excipients may be conducted at this stage. Consideration of ease of synthesis,
analysis, potential impurities, and so on must also be undertaken. Intimately related to the salt
selection procedure is the phenomenon of polymorphism. If a salt has the propensity to form
many polymorphs, then, unless production of the desired form can be easily controlled, it
should be rejected in favor of one that exhibits less polymorphic behavior.

To comply with the concept that in preformulation studies minimal amounts of compound
are used, an in situ salt-screening technique for basic compounds has been developed by Tong
and Whitesell (1998). Firstly, the protocol for basic drug compounds is based on only using
counterions with a pK, value that is at least two pH units from that of the drug. Secondly,
solubility studies should be performed on the base in solutions of the chosen acid counterions.
The concentration of the acid should account for an excess after the formation of the salt. It was
recommended that the amount of base added should be accurately recorded because of its effects
on the amount of acid consumed in preparing the salt and the pH of the final solution recorded.
Finally, the solids formed (both wet and dry) should then be analyzed using the standard
techniques, for example, DSC, thermogravimetric analysis (TGA), and XRPD. By using this
protocol, there was good agreement between the solubilities of salts prepared by conventional
means and the solubility of the base in the in situ technique in all cases except for the succinate.
This was probably due to the fact that, as prepared, it was a hydrate and highlighted a potential
drawback of the technique. Indeed, it was stated that the in situ technique should not replace
traditional salt selection techniques. Rather, it should be used as salt-screening tool to rule out
those salts that have poor solubility characteristics, thus obviating the need for their synthesis.

As with polymorphism studies, screening of salts can be conducted using small-scale
throughput well-plate methodologies (Kojima et al., 2006). Typically, the protocol for a manual
salt selection might follow a protocol such as this:

¢ Dissolve drug in methanol or other suitable standard solvent
® Add drug solution to 96-well plate using, for example, a multipipette
¢ Add counterion solutions (2 of each)
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¢ Evaporate slowly, normally subambient

® Select crystalline (crossed polarizers) particles and store their x, y, z coordinates
® Collect Raman spectra (batch job)

® Repeat procedure in different solvents

The hits detected by the polarized microscope and Raman spectroscopy can then be
scaled up, and their properties elucidated. In the literature, Ware and Lu (2004) have studied
the use of a Biomek 2000 automation workstation for screening the salts of trazodone. Gross et
al. (2007) have set out a decision tree-based approach to early-phase salt selection, which
allows a more systematic method. Additionally, Guo et al. (2008) have described a 96-well
approach to determine the salt solubility parameter (K,,) for weakly basic salts. By using this
technique, they claim that as little as 10 mg of compound enables an evaluation of eight
different counterions using five acid concentrations. The reported bottleneck for this approach
was data analysis resulting in a throughput of approximately 25 per week. One solution to this
problem is the use of classification softwares, which have been written to group spectra and
diffraction data (Barr et al., 2004; Gilmore et al., 2004; Ivanisevic, et al. 2005).

In contrast to the high-throughput approaches reported by other workers, Black et al.
(2007) have presented a systematic investigation into the salt formation of the weak base
ephedrine. In this study, they investigated a range of salt formers, including carboxylic acids,
dicarboxylic acids, hydroxy acids, inorganics, and sulfonic acids. An important aspect of this
study was the effect of the solvent (in the case of this study methanol vs. water) on the
apparent pK, values of the acid and base in solution. The apparent pK, values of a range of
acids and bases in, for example, methanol (Rived et al., 1998, 2001) and THF (Garrido et al.,
2006). These studies have highlighted that the pK, values of weak acids can vary quite
markedly between water and methanol. For example, the pK, of acetic acid in water is 4.8,
while in methanol it increases to 9.6. Weak bases, however, appear to be less affected by
solvents, as exemplified by ephedrine, where the pK, decreases from 9.7 to 8.7. The data
indicate that in methanol the pK, values are not sufficiently separated for salt formation to take
place. Indeed this was the case for acetic acid and the other weak carboxylic acids used in the
study. In contrast, the strong acids (with a pK, <2) gave salts from both methanol and water.
These changes in pK, will have an obvious affect on salt screening, since alcoholic solvents are
often used to dissolve the salt-forming species prior to combining to form the salt. This study
indicated that, at least in the case of ephedrine, the salt screen would be unsuccessful if only
alcoholic solutions are used.

There are less salt-forming species for weak acids than there are for weak bases, and the
available information suggests that, in general, alkali metal salts exhibit greater solubility than
the corresponding alkaline earth salts. However, as shown by Chowan (1978) no specific
conclusions can be drawn as to which cation will produce the greater solubility. In this paper,
an attempt was made to predict solubilities on the basis of lattice and hydration energies, and
the ionic radii of the cation. However, there was insufficient agreement between theory and
experiment, except in general terms. In the case of amine salts, Anderson and Conradi (1985)
were also unable to correlate properties of the amine such as hydrophilicity with the observed
solubility order. Solubility did show a good correlation with the melting point of the salts,
suggesting that the interactions within the crystal largely dominanted the properties of amine
salts. Therefore, attempts to increase solubility through increased hydrophilicity of the amine
counterion alone may not be successful. Salt formation may also be useful to modulate processing
properties as exemplified by the use of a calcium salt of fenoprofen to overcome the low (40°C)
melting point of the free acid (Hirsch, 1978). By increasing the melting point, the problems with
frictional heat due to mechanical handling were overcome.

The use of alkali (or alkali-earth) metals is often complicated by the ready formation of
hydrates of varying stoichiometries. For example, Rubino (1989) had investigated the solid-
state properties of the sodium salts of drugs such as barbiturates, sulfonamides, and
hydantoins. When the logarithm of their aqueous solubilities were plotted against their
melting points, a reciprocal relationship was found to hold. It was also found that in many
cases hydrate formation occurred, and that the stoichiometry differed before and after
equilibration. It was concluded that the solubility of the salts was primarily controlled by the
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properties of the solid, in equilibrium with the solution phase. Rubino and Thomas (1990)
followed up this work and examined the influence of solvent composition on the solubility and
solid-state properties of these sodium salts. In many cases it was found that the solubility of the
salts in the mixed solvent (propylene glycol/water) were lower than that found in water alone.
Conversely, several other salts showed an increase in solubility in the solvent mixes. This was
shown not to be related to the intrinsic lipophilicity of the acidic form of the drug, but rather to
the hydrate formation. Moreover, it was found that those compounds with a low dehydration
temperature showed increased solubility in propylene glycol-water and vice versa. Thus, it
would appear that crystal hydrate formation plays a significant role in determining whether a
cosolvent can be used to enhance the solubility of sodium salts. For hygroscopicity, it is not
possible, again, to be specific with regard to the cation.

Modulation of chemical stability can also be a driver for salt formation. For instance, in a
study by Cotton et al. (1994), a salt selection procedure was carried out because of the inherent
instability of the free acid of L-649,923, an orally active leukotriene D, antagonist, which
rapidly hydrolyzed to a less active form of the compound. Therefore, to ensure that this did not
occur, the compound had to be isolated as a salt. The physical and chemical properties of the
sodium, calcium, ethylene diamine, and benzathine salts were evaluated, and the calcium salt
was selected as the most pharmaceutically acceptable form of the compound.

In most cases, the salt-forming species shown in Table 7 form the primary list from which
salts are selected. In 1987, Gu and Strickley described the physical properties of the tris
(hydroxymethyl)aminomethane (THAM) salts of four analgesic/anti-inflammatory agents
with sodium salts and free acids. They concluded that the THAM salts had superior
hygroscopicity properties compared to the sodium salt and did not show any loss in aqueous
solubility or intrinsic dissolution rate. The one exception to this was the THAM salt of
naproxen. Ketoralac is now marketed as the tromethamine (THAM) salt. Although in screens
tris salts may show better physicochemical properties, this should not be the only
consideration. For example, Wu et al. (2003) showed that THAM becomes unstable at
temperatures greater than 70°C, and therefore any long-term stability studies involving it
should be carefully monitored for degradation.

Fini et al. (1991) have investigated the N-(2-hydroxyethyl)-pyrrolidine (epolamine) salt of
diclofenac and found that it was more soluble and dissolved more rapidly than diclofenac
sodium. Furthermore, studies showed that this salt gave faster plasma levels when
administered orally; this has been marketed both for systemic and topical use (Giachetti et
al., 1996).

Salts of Weak Bases
As shown in Table 7, there are many more acids that can be used to form salts with weak bases.
However, in terms of usage, the hydrochloride is by far the most frequently used, and hence
this salt should be used as a benchmark for comparison. Engel et al. (2000) highlighted that of
the NCEs approved by the FDA over a five year period, up until 2000, 20% were mesylate salts.
However, there has been some concern about sulfonic acids with the production of potential
genotoxic impurities (PGIs) in the presence of alcohols (Snodin, 2007). For example, in mid-
2007, Roche had to recall nelfinavir mesylate (viracept) tablets because of high levels of
methane sulfonic acid ethyl ester produced after cleaning with ethanol (P] article, 2007).
According to Gould (1986), to form a salt of a basic compound, the pK, of the salt-forming
acid has to be less than or equal to the pK, of the basic center of the compound. Thus, for very
weakly basic compounds having a pK, of around 2, they will only form salts with strong acids
such as hydrochloric, sulfuric, and toluene sulfonic acids. Bases with higher pK,s have a greater
range of possibilities for salt formation, as shown by the range of weaker acids in Table 8.
Increasing or decreasing the solubility of a compound are two of the most important
reasons for salt selection. One of the major factors determining the solubility of a salt is the pH
of the resultant solution. That is, the salts of the stronger acids will produce slurries with a
lower pH, thus promoting the dissolution of the base. For example, the pK, of HCl is -6.1, and
so on dissolution of a hydrochloride salt, the resultant low solution pH will promote a high
solubility of the basic drug. However, other factors may also play a part in solubility
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modulation through salt formation. For instance, a reduction in the melting point of the salt, or
improved hydrogen bonding, may also contribute to the process. In this respect, hydroxyl
groups, for example, in the conjugate acid to increase hydrogen-bonding capacity of the salt
can be of use, and it is best to avoid conjugate acids with hydrophobic groups or those that
contain long alkyl chains (Gould, 1986).

Salt formation, however, does not always offer a panacea, and may result in causing
other issues with the material. For instance, it is not always a successful strategy for increasing
the solubility of compounds as exemplified by Miyazaki et al. (1981), who showed that the
formation of hydrochloride salts does not always enhance solubility and bioavailabilty due to
the common ion effect in gastric fluid, which is rich in chloride ions. Salts can also affect the
dissolution properties of a compound, even though solubility characteristics may be similar.
This was illustrated by Shah and Maniar (1993), who examined these properties for
bupivacaine and its hydrochloride salt. The difference in the intrinsic dissolution behavior
was explained as being due to the pH of the diffusion layer, that is, when solid dissolves, there
is a stagnant film where the pH is different compared with the bulk dissolution medium. Thus,
when the base is dissolved in an acidic medium, for example, pH 1 to 5, the pH will be
increased to 6 to 7 because of self-buffering. In alkaline solutions, however, the pH will not
change because ionization will be suppressed because of the pK, of drug being 8.2. In the case
of the salt, however, the opposite occurred, that is, in acid the pH remained unchanged and
alkaline pHs were reduced to about 5 to 7. The reduction in pH arose because of the release of
HCI, as the salt dissolved. Li et al. (2005a) have investigated the effect of chloride ion
concentration on the intrinsic dissolution rates of the mesylate, phosphate, and hydrochloride
salts of haloperidol and found that the dissolution of the hydrochloride was decreased in the
presence of the chloride ion (0.01M HCI). They found that the nonhydrochloride salts converted
to hydrochloride salt during dissolution studies with discs, but when experiments were
performed using a powder, the dissolution was complete before conversion could take place,
suggesting that the nonhydrochloride salts would be better from a dosage form perspective.

Often the solubility modulation of salts is utilized to increase the solubility or dissolution
rate of drugs. However, salts with lower solubilities may offer some advantages such as taste
masking, slower dissolution, and increased chemical stability. An example of salt formation to
decrease dissolution rate is described by Benjamin and Lin (1985) who prepared a range of
salts of an experimental antihypertensive. These in vitro tests showed that there were
significant differences in the dissolution rate when the experiments were performed in water
and buffer. However, the difference in the IDRs of the salts were similar in 0.1M HCI. Hence it
was recommended that the ebonate, 3-hydroxynapthoate, or napyslate salts, should be
formulated as enteric-coated dosage forms, thus avoiding dissolution in the stomach acid,
which could cause local GI irritation and still provide release of the compound.

The results of an investigation into the effect of salt formation on the solubility of a
development compound in water and saline is shown in Table 9. Although there was the
expected range of solubilities of the free base and the salts in water, the solubility values were
reduced when the experiment was conducted in isotonic saline.

Table 9 Solubility of a Free Base and Selected Salts in Water and Isotonic Saline

Solubility (mM)

Salt Water Saline Melting point (°C) pH?

Free base - 0.46

Hydrochloride 10.9 0.74 201 4.52
0.66

Tartrate 23.2 1.34 160 2.95
1.07

p-Toluenesulfonate (tosylate) 1.39 1.77 170 5.39

1-Hydroxy-2-napthoate (xinafoate) 0.11 0.14 176 6.00

Hemisuccinate 1.36 2.15 182 5.96

Hexanoate 2.97 3.85 131 5.87

3Saturated suspension of compound.
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The relationship between the pH of the suspensions and the resulting solubility is shown
in Figure 11; however, the scatter of results indicated that the solubility was not simply due to
pH but was also influenced by the nature of the conjugate base. O’Connor and Corrigan (2001)
prepared and characterized a range of basic salts of diclofenac, a nonsteroidal anti-
inflammatory drug. With regard to solubility, they found that there was a correlation between
the inverse of the melting point of the salt and the log of the aqueous solubility. They
concluded from this study that solubility of the salts were a combination of lattice strength and
the pH of the saturated salt solution. In saline, the mechanism of the reduction in solubility is
less clear. The decrease observed for the hydrochloride salt is most probably due to the
common ion effect as noted above.

The possibility of producing slowly dissolving salbutamol salts for delivery to the lung
was investigated by preparing its adipic and stearic acid salts (Jashnani et al.,1993). The
aqueous solubilities of the adipate and stearate salts were 353 and 0.6 mg/mL compared to the
free base and sulfate, which had solubilities of 15.7 and 250 mg/mL, respectively. In terms of
the intrinsic dissolution rate, the stearate dissolved much more slowly than the other salts and
free base. This was due to the deposition of a stearate-rich layer on the dissolving surface of the
compacted salt.

In another study Walkling et al. (1983) found that xilobam, as the free base, was sensitive
to high humidity and temperature. In an effort to overcome this problem, the tosylate,
1-napsylate, 2-napsylate, and saccharinate salts were prepared and assessed with respect to
their solid-state stability by storing samples at 74% relative humidity (RH) and 70°C for up to
seven days. In addition to the stability studies, the dissolution of tablets made from the salts
was investigated. These data and the results from the dissolution studies showed that not only
was the 1-napsylate most stable it also exhibited faster dissolution properties.

Saesmaa and Halmekoski (1987) have reviewed the slightly water-soluble salts of the
f-lactam antibiotics. This paper consists of much information on the early literature of these
compounds. As examples, they described the use of the benzathine salts of penicillin G and V
for depot injections. The benzathine salt of penicillin V has also been used to mask the taste of
the antibiotic for pediatric use. In another example, they quoted a comparison of the napsylate
and hydrochloride salts of talampicillin. As a direct consequence of its lower water solubility,
the napsylate had more acceptable organoleptic properties (when formulated as a syrup)
compared with the hydrochloride salt and had comparable blood levels to a tablet formulation
of the hydrochloride.

It is worth adding a note of caution with regard to salt formation. In a series of
benzathine and emboate salts of the f-lactam antibiotics, ampicillin, amoxicillin, cephalexin,
and talampicillin studied by XRPD (Saesmaa et al., 1990), the results showed that the emboate
salts of ampicillin, amoxicillin, and cephalexin were nearly identical in structure with that of
the stiochiometric physical mixture of the two starting materials. Furthermore, the XRPD of
benzathine amoxicillin and amoxicillin trihydrate were identical. In contrast, the benzathine
salts of ampicillin and cephalexin were formed, illustrating that formation of the salt should
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Figure 12 DSC and TGA profile of a dihydrochoride salt illustrating the thermolabile nature of an HCI salt of a
very weak base. Abbreviations: DSC, differential scanning calorimetry; TGA, thermogravimetric analysis.

always be confirmed by a solid-state characterization technique such as XRPD or Raman
spectroscopy.

Stability of the salt could also be an important issue. For example, Nakanishi et al. (1998)
found that the hydrochloride of the anticancer drug, NK109, was less stable than the sulfate
salt. This was thought to be due to the low pK, (5.3) of the basic moiety and the volatility of
HCI. When NK109 was stressed (at 70°C under reduced pressure), it was found that the
chloride changed color from orange to amber and was accompanied by decrease in purity
(99.45 to 98.78) compared with the sulfate, which showed no change. Furthermore, salts of
weak bases from volatile counterions such as HCl could also result in the possibility of
thermally or mechanically induced disproportionation. This phenomenon has been demon-
strated by an AstraZeneca development compound, selected as a dihydrochloride salt. The
counterion associated with the weaker of the two basic moieties of the drug was shown to be
labile to thermal and mechanical stress. Figure 12 illustrates the thermal properties of this
dihydrochloride salt, which crystallized as a monohydrate.

Thermal disproportionation of the labile salt was shown to occur at around 70°C (with an
associated loss by thermogravimetric analysis of 7.1% w/w HCl corresponding to 1M
equivalent) with implications to the robustness of the material. As part of the salt selection
process, an assessment into the robustness of the material to manufacture, storage, and
processing is important. In this particular example, small-scale assessments on the impact to
storage at various elevated temperature conditions and mechanical processing such as
grinding or compression showed a variation in the loss of the labile salt, as summarized in
Table 10. Analysis of the TGA loss of the labile HCI coupled with total chloride level analysis
indicated that thermal and mechanical manipulation resulted in varying degrees of
disproportionation, thus indicating that the progression of the dihydrochloride salt was not
desirable.

Hydrolysis of a salt back to the free base may also take place if the pK, of the base is
sufficiently weak. As an example, a hydrochloride salt of an investigational compound was
prepared from a weak base containing a pyridine moiety with a pK, of 5.4. When this salt was
slurried in water or subjected to high humidity, hydrolysis back to the free base was induced.
Figure 13 shows the DSC thermograms of the hydrochloride, the free base, and a sample of the
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Table 10 Assessment of the Levels of Labile HCI Following Thermal and Mechanical Treatment of a
Dihydrochloride Salt (No Loss Corresponds to the Fact that All the Labile HCI Has Been Removed During the
Treatment Process)

TGA loss of labile Chloride analysis

Process HCI (% w/w) (% w/w)
Recrystallized from water 71 13.8

Heated to 80°C for 24 hr No loss observed 7.7

Heated to 120°C for 24 hr No loss observed 7.7

Heated to 60°C for 1 hr 5.8 12.9

Ground with 10% H,O and dried at 80°C for 1 hr 3.7 11.1

Direct compression ~5 12.8

Abbreviation: TGA, thermogravimetric analysis.
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Figure 13 DSC thermograms of a free base, its hydrochloride salt (+ physical mix), and the effect of slurrying in
water. Abbreviation: DSC, differential scanning calorimetry.

hydrochloride slurried in water. A DSC thermogram of a physical mix of the base and the
hydrochloride is also shown.

Hydrochloride salts may also have disadvantages compared to other salts in terms of
tablet production. For example, Nururkar et al. (1985) reported that a hydrochloride salt of an
investigational compound caused the rusting of tablet punches and dies. Thus, while salts offer
the advantage of a simple process to modulate properties, a certain degree of caution needs to
be exercised to determine whether material properties will compromise the studies for which it
is intended.

Cocrystals

In contrast to salt formation, which is accompanied by proton transfer from an acid to a base,
cocrystals are crystalline materials where two or more neutral molecules are hydrogen bonded
to each other. Childs et al. (2007) have argued that both salts and cocrystals are both part of a
continuum of multicomponent crystals linked by the extent of proton transfer. Indeed there is a
gradation of properties such that, for example, norfloxacin forms both salts (succinate,
malonate, and maleate) and a cocrystal (isonicotinamide) (Basavoju et al., 2006).
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However, as with salt formation, the goal of cocrystal formation is to alter or improve the
properties of the parent compound; thus, the choice of whether to take a salt or cocrystal into
development should not represent a concern so long as the cocrystal meets the criteria set for
selection (Aakerdy et al.,, 2007). For example, cocrystal formation was used to control the
hygroscopicity of caffeine with the oxalic acid cocrystal showing complete stability even at
high relative humidities (Trask et al., 2005b). Similarly, the same group showed that the
physical stability of theophylline, with regard to moisture uptake, could be enhanced through
cocrystal formation (Trask et al., 2006). Moisture uptake as a method of producing co-crystals
has been reported by Jayasankar et al. (2007). By using a variety of substances (e.g.,
carbamazepine—saccharin), they formed the cocrystal by exposing it to very high levels of RH,
which caused deliquescence followed by cocrystal formation. Microscopically, it was observed
that after excessive moisture uptake the compounds dissolved to form a solution from which
the cocrystal underwent nucleation and growth.

In vivo studies comparing the bioavailability of anhydrous carbamazepine with its
saccharin cocrystal showed that the cocrystal had the same chemical stability, superior
suspension stability, and bioavailability comparable to an immediate-release tablet (Hickey
et al., 2007a). A glutaric acid cocrystal with a development compound (a potential sodium
channel blocker) was shown to improve its bioavailability (MacNamara et al., 2006). As noted
above, cocrystals can contain more than two components, and as an example Karki et al. (2007)
have reported the cocrystal between theophylline, citric acid, and water in the ratio 1:1:1.

In production, cocrystals have been produced by a variety of means, for example, dry
grinding and solvent-assisted grinding are popular. Zhang et al. (2007) have communicated a
slurry/suspension method for screening cocrystal formers. In essence the screen extends that
for hydrate screening. The basic equation pertaining to cocrystallization is given below.

Dyotig + nCCFsqlution or solid < CCiolid (25)

where D is the API, CCF is the cocrystal former, 7 is the stoichiometry, CC is the cocrystal formed
by the reaction, and K. is the formation constant. As with the hydrate/anhydrate phase transformation,
there is a critical CCF (between 0 and 1) where D and CC are in equilibrium. Thus, when the activity
of the CCF is higher than the activity of the API, then the cocrystal is more stable than the API and
thus will form: if it exists. Clearly, this approach will lend itself to high-throughput techniques and
thus allow pharmaceutical scientists other options with respect to solid form selection. Lara-Oochoa
and Espinosa-Pérez (2007) have discussed some of the issues surrounding the patentability of
cocrystals, and the reader is referred to this paper for further information.

Solvates

Solvates are materials where solvent or water molecules (in either stoichiometric or
nonstoichiometric amounts) are incorporated in the crystal lattice or in interstitial voids or
channels. It has been described by some authors by the term pseudopolymorphism; however,
there has been some debate about whether this is the meaningful description and its use
should now be avoided (Desiraju, 2004; Seddon, 2004). Generally speaking, four main roles
are fulfilled by solvents in crystal structures (van der Sluis and Kroon, 1989). These are:
(1) participation as acceptors and/or donors in hydrogen-bonding schemes, (2) filling void
spaces, (3) completing coordination around metal ions, and (4) bridging polar and nonpolar
regions in the crystal. Specific interactions can take place through hydrogen bonding, and
Bingham et al. (2001) have classified the space filling solvates as inclusion phases and the
hydrogen-bonded species as cocrystals. Another type of inclusion solvate, known as clathrate,
has been defined where the solvent is located in isolated lattice sites with no significant
interaction to the host molecule; for example, Kemperman et al. (2000) have reported the
clathrated f-naphthol structures of a range of cephalosporin antibiotics. Furthermore, Sheth
et al. (2002) have pointed out that these guest molecules lie trapped in closed, three-
dimensional cavities formed by the crystalline structure of the host. By using this definition
and a determination of the crystal structure, they showed that the material supplied as
“warfarin sodium clathrate” (with 2-propanol) was in fact a solvate.
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If the crystal has large empty crystallographic channels or holes, their nature will
determine which solvent will be included and the structure of the resulting solvate. From a
structural point of view, the inclusion of a variety of solvates can show regularity. For example,
Hosokawa et al. (2004) have reported the isostructurality of the 2:1 benzene, cyclohexane, 1,4
dioxin, tetrahydrofuran, tetrachloromethane, and chloroform solvates of phenylbutazone.

In thermodynamic terms, Senthil Kumar et al. (1999) have described the formation of
solvates in the following terms: “If solute-solvent interactions are unusually important, say
because of multipoint recognition, the entropic advantage associated with solvent expulsion
into the bulk may be overridden by these additional enthalpic factors, resulting in retention of
some solvent in the crystal.”

Although solvates can show higher solubilities and dissolution rates compared to
nonsolvated species (Stoltz et al., 1988; Suleiman and Najib, 1989), solvates cannot normally be
used in the pharmaceutical arena because of the intrinsic toxicity of the solvent itself.

Gorbitz and Hersleth (2000) have mined the CSD for information on the inclusion of
solvent molecules in the crystal structures of organic compounds. It should be noted that the
crystal lattice can hold more than one solvent (heterosolvates). For example, Shirotani et al.
(1988) found that the cell dimensions of griseofulvin 1-bromo-2-chloroethane and bromoethane
solvates were almost equal, and when griseofulvin was recrystallized from different molar
ratios mix of the two solvents, a mixed solvate resulted. According to Gorbitz and Hersleth
(2000), the most common heterosolvate is the methanol-dichloromethane combination, with up
to four different solvents having been observed in a single structure!

The remarkable capacity of sulfathiazole to incorporate solvent has been reported by
Bingham et al. (2001). In this paper, it was claimed that sulfathiazole has the ability to form
over 100 solvates, with over 60 crystal structures being solved. Structure property relationships
were attempted, and the results indicated that a solvent containing an aromatic carbocyclic
group did not give solvates, as did those solvents containing a hydroxy group, with the
exception of n-propanol, which was unstable. Other solvents were incorporated into the crystal
lattice, and on the basis of this study they proposed that two types of structure could be
classified. These were (1) clathrates or inclusion phases, where the solvent fills space or is
weakly H-bonded in the structure and (2) cocrystals, where the solvent is hydrogen bonded in
the structure.

Usually solvates arise in the manufacturing process. Typically, solvates are formed at
lower temperatures such that the temperature solubility curves will show temperature regions
where solvates and unsolvated species are stable. The number of solvates that can be formed is
a matter of experimentation, and clearly, high-throughput crystallization studies now yield
many previously undiscovered solvates. Recently, Johnston et al. (2008) have employed a
classification technique known as Random Forest classification to target crystallization of novel
carbamazepine solvates.

If the solvate cannot be avoided from a process point of view, then it is important that
solvates are desolvated before use. Typically, vacuum drying is used; however, it has been
noted for several compounds that solvated alcohol can be removed more quickly by exposure
of the solvate to water vapor (Pikal et al., 1983). However, in the case of warfarin sodium 2-
propanol solvate, this approach was found to be unsuccessful (Sheth et al., 2004). When this
solvate was exposed, elevated relative humidities deliquescence took place, which did not
change the underlying solvate structure. Associated with the desolvated solvate there may be
residual solvent, which must be controlled. Perhaps a more direct and complete method of
desolvation is to suspend the solvate in water. For example, Mallet et al. (2001) was able to
exchange DMSO for water by suspension in water, which proceeded by way of a destructive-
reconstructive mechanism. Similarly, Wang et al. (2007) transformed the acetone solvate of
erythromycin to the dihydrate by slurrying the solvate in water.

When the solvent is removed from the crystal lattice, which retains its three-dimensional
order, a so-called isomorphic desolvate is created (Stephenson et al., 1998). The desolvated
structure is highly energetic and reduces this situation by simply taking up moisture from the
atmosphere or undergoing a certain degree of structural collapse to reduce the unit cell
volume. Petit et al. (2007) have investigated the mechanism of a range of cortisone acetate
solvates. They identified two main mechanisms by which the solvent was lost. The dihydrate
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and the tetrahydrofuran solvate lost their solvent anisotropically, which was followed by a
cooperative structural rearrangement to an anhydrous polymorph. In contrast the dimethyl-
formamide and dimethylsulfoxide solvates desolvated via a partial dissolution of the internal
part of the crystals.

Residual solvents have been classified by the ICH into three classes:

Class I solvents: Solvents to be avoided
Known human carcinogens, strongly suspected human carcinogens, and
environmental hazards, for example, benzene, carbon tetrachloride, 1,2 dichlor-
oethane

Class II solvents: Solvents to be limited
Nongenotoxic animal carcinogens or possible causative agents of other
irreversible toxicity such as neurotoxicity or tetrogenicity, for example,
acetonitrile, cyclohexane, toluene, methanol, and N,N-dimethylacetamide
Solvents suspected of other significant but reversible toxicities

Class III solvents: Solvents with low toxic potential, for example, acetic acid, acetone,
ethanol ethyl acetate, and ethyl ether
Solvents with low toxic potential to man; no health-based exposed limit is
needed. Class 3 solvents have PDEs of 50 mg or more a day

While the use of solvates is not usual (because of toxicity), it is interesting to note that
according to Glaxo’s British patent 1,429,184, the crystal form of beclomethasone dipropionate
used in the metered-dose inhaler is the trichlorofluoromethane solvate. By using the solvate, it
was found that crystal growth due to solvation of the propellant CFCs was prevented. Of
course, CFC12 is now being phased out from use because of their ozone-depleting properties.

Hydrates

The most common case of solvation is the incorporation of water molecules, and they are almost
always involved in hydrogen bonding. Indeed, it is the hydrogen-bonding network that
contributes to the coherence of the crystal, such that they usually show, for example, slower
dissolution rates compared with the corresponding anhydrates. Byrn (1982) has illustrated the
importance of this topic by stating that there are more than 90 hydrates listed in the USP. It should
be noted that not only the APIs but excipients also have the potential to form hydrates, for
example, magnesium stearate (Bracconi et al., 2003). As shown by Salameh and Taylor (2006),
excipients can also have an effect on the stability of hydrates. For example, when PVP12 was mixed
with theophylline monohydrate and carbamazepine dihydrate, it dehydrated both hydrates.

A full understanding of the hydration state of compounds is not only important from a
scientific perspective, it can also be important from an intellectual property point of view. This
was exemplified by the case where a generic company, Apotex, which was successful in
demonstrating noninfringement of the patent on paroxetine hydrochloride. GSK marketed an
anhydrous form of the compound and Apotex came forward with an abbreviated new drug
application (ANDA) for a hemihydrate. Without detailing the legal or scientific arguments
presented by each side, the final result was the loss of exclusivity by GSK (Gardner et al., 2004).

In a search of structures in the CSD performed in 1999 (Senthil Kumar et al.), only 25% of
all reported crystals of small organic molecules were solvates. This observation was attributed
in part to the increase in free energy of the structure if solvents were included (as a result of
loss of entropy by including solvent molecules), particularly if scope for favorable
intermolecular interactions exists in the parent structure. The formation and occurrence of
hydrates, as with all other processes, results from a fine thermodynamic balance, that is,
compensation between enthalpy and entropy of the system. Generally, the formation of
hydrates is governed by a net increase in favorable intermolecular interactions and the
requirement of water is to satisfy specific roles to stabilize the crystal structure. Furthermore,
the presence of water may serve to increase packing efficiency within the three-dimensional
framework, thus maintaining a stable low-energy structure in accordance with the edict on the
stability of the structure being related to density (Kitaigorodskii, 1961).
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Gillon et al. (2003) have performed a more recent review of the hydration of organic
molecular crystals using the CSD. By using the data from 3315 structures, they found that the
two most common ways that water interacted was through the formation of three or four
H-bonds with neighboring molecules. Infantes et al. (2007) used the CSD in an attempt to
define which factors were important in their formation. Statistically, they found the donor/
acceptor ratio and the molecular weight of the compounds, proposed earlier as factors, to be
predictors of hydrate formation. Rather they found that the total polar surface increased the
propensity for hydrate formation. Work has also started in the prediction of organic hydrate
crystal structures. For example, Hulme and Price (2007) were successful in predicting the
structures within 5 kJ/mol of 5-azauracil monohydrate.

Inclusion of water of crystallization can alter the free energy of a crystal structure and
consequently, as with polymorphism, can have a profound impact on physicochemical
properties such as solubility, dissolution (and hence bioavailability in the case of
pharmaceuticals), and stability. An understanding of the properties and stability of hydrates
relative to any parent anhydrate is important to rationalize material selection. Knowledge of
the structural disposition to form hydrates would also impact on crystal-engineering
developments (i.e., identification of chemistry and isolation procedures to maximize material
properties).

In instances for which water plays a crucial role in maintaining the crystal structure via
the formation of a hydrogen-bonding network, dehydration can often lead to complete
structural collapse, giving rise to an amorphous anhydrate, as observed with eprosartan
mesylate dihydrate (Sheng et al.,, 1999). In this particular case, the water of crystallization
forms a hydrogen-bonding framework directly to the parent drug and the salt counterion.
Dehydration results in an amorphous material, which becomes annealed upon heating, giving
rise to a crystalline hydrate. Such hydrates are considered to be very stable and represent
developable materials.

Hydrates in which water acts as a “space filler” occupying voids or crystallographic
channels can dehydrate to give isomorphous anhydrates or undergo a change of structure to
give a more densely packed arrangement. Examples of these types of hydrates include
cephalexin (Kennedy et al., 2003), erythromycin A, and cefaclor (Stephenson et al., 1997), all of
which give rise to isomorphous anhydrates as determined by XRPD analysis. Generally, these
types of hydrates are nonstoichiometric and the number of equivalent water molecules in the
structure is directly related to the water activity (a,,) in the surrounding environment. The
geometry and size of the solvent channels in these structures can vary significantly from long,
wide rigid structures that are maintained by a robust hydrogen-bonded framework to small
interweaving arrangements for which the water may interact with the “host” structure.
Dehydration from the long rigid channels results in minimal structural disruption and hence
the resultant hydrate is structurally identical to the parent. Instances in which dehydration
occurs from interweaving channels can give rise to disruption of the structure, creating a high-
energy arrangement that may undergo relaxation in the form of anisotropic contraction of the
lattice, evident by a shift in the XRPD lines from larger to smaller d-spacings, as observed in
cephalexin (Stephenson et al., 2000). In both cases however, the parent anhydrate is regarded
as a hygroscopic material. Typically, this category of hydrates is regarded as less stable and
less desirable as a developable material.

Authelin (2005) has classified hydrates into two types, stoiochiometric and non-
stoichiometric. By definition, stoichiometric hydrates, for example, mono-, di-, and trihydrates
have well-defined moisture contents, and their crystal structures are different from the
anhydrated form of the compound. Nonstoichiometric hydrates, on the other hand, exhibit a
moisture content that is variable in nature. From a structural point of view, any uptake of
water is usually accompanied by an anisotropic expansion of the crystal lattice.

Further classifications of hydrates have been described by Morris (1999) and Vippagunta
(2001). These are as follows:

1. Isolated lattice site water. In this situation, the water molecules are not in contact with
each other, that is, they are separated by the drug molecules. These are sometimes
termed “pocket hydrates.” These are quite stable, unless heated; however, heating
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can result in crystal collapse to an amorphous form. These are often stoichiometric in
nature. Two isomorphic clathrates of the cephalosporins, cefazolin sodium
pentahydrate (z-form) and FKO041 hydrates, have been reported by Mimura et al.
(2002b).

2. Lattice channel water. As can be surmised, the water molecules lie hydrogen bonded in
channels and perform a space-filling role and are generally nonstoichiometric. They
are frequently unstable, and the water is easily lost on drying. Crystallinity is
maintained on drying, however. Indeed, if water is not important to the stability of
the crystal lattice, the structure may be the same as the parent hydrate, albeit with
some crystal lattice contraction. The isomorphic structures are often very hygro-
scopic and rapidly rehydrate under ambient relative humidities. An example of a
channel hydrate is cephalexin (Kennedy et al., 2003). Mimura et al. (2002a) has
further classified the behavior of this type of hydrate:

i. Class A: Desorption of the water molecules leads to collapse of lattice to yield an
amorphous solid. The water molecules show strong interaction with the APL

ii. Class B: Desorption and/or adsorption of water promotes transition to a new
crystal form. As with a class A, there is a strong interaction with the APL

iii. Class C: As above, but the lattice expands to accommodate the water or contacts
when it loses it. Cromolyn sodium is an example of this type of structure
(Stephenson and Disroad, 2000).

iv. Class D: No significant change in the crystal structure takes place when water is
adsorbed or desorbed. The water molecules occupy definite positions in lattice
channels, but their interactions are rather weak in nature. A number of
compounds have been reported to exhibit this type of behavior, for example,
dirithromycin (Stephenson et al., 1994).

3. Metal ion—coordinated water. This arises in the salts of weak acids, for example, calcium
salts where the metal ion coordinates with the water molecules and is included in the
growing lattice structure. These show both stoichiometric and nonstoichiometric
behavior, for example Fenoprofen sodium is an example of a stoichometric hydrate
(Stephenson and Disroad, 2000).

4. In some structures, both (2) and (3) can occur together, for example, nedocromil
sodium trihydrate (Freer et al., 1987) and show both metal coordinated water and
channel water.

Hydrates can also exhibit polymorphism. For example, amiloride hydrochloride
dihydrate is present in two polymorphic forms. By milling or compressing both forms, it
was shown that form A was more stable than form B. Moreover, it was shown that the
anhydrate rapidly rehydrated to form A dihydrate on exposure to atmospheric RH
(Jozwiakowski et al., 1993). Niclosamide also exists as two monohydrated forms and an
anhydrated phase (van Tonder et al., 2004). It was found that suspension formulations of the
anhydrate readily converted to thick suspensions of monohydrate. Rapid solution-mediated
conversion to a hydrate can often result in the formation of an unusable thixotropic
formulation. In addition to this complication, in situ formation of a hydrated phase may
modify dissolution and hence bioavailability of the material. For these reasons, it is important
to assess the propensity for hydrate formation in formulation vehicles as part of the material
selection program. In another instance, during prenomination studies of one of the MCT-1
compounds reported by Guile et al. (2005), a compound was undergoing safety studies as a
suspension formulation. The integrity of the suspension formulation showed a high degree of
variability, with some aliquots of this formulation (when stored at subambient temperatures
from a chemical stability perspective) giving rise to the formation of a thixotropic gel. Analysis
of the resultant gel-like material revealed the presence of an interweaving network of crystals
that were thin and fibrous in nature (as illustrated in Fig. 14), which were later identified as a
hydrated form of the anhydrous starting material. Rapid solution-mediated conversion to a
hydrated phase can also be illustrated by caffeine, which almost immediately converts to its
monohydrate when suspended in water (Fig. 15).
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Figure 14 Pictures of a suspension formulation following rapid solution-mediated transformation of an anhydrate
to an hydrate showing (A) visual image of the integrity of the formulation and (B) scanning electron micrograph of
the material showing formation of a dense network of fine crystals.

Figure 15 Conversion of caffeine to caffeine hydrate by suspension in water.

For the selection of the best form to progress into development, Bray et al. (1999) have
described experiments suitable to characterize the properties of a number of hydrates based on
the example of the fibrinogen antagonist L-738,167. Four solid-state forms of the compound
were identified using XRPD, DSC, and moisture uptake studies. The four forms were a
pentahydrate, a trihydrate, and two others where the stoichiometry was determined to be 2.41
and 0.59. The trihydrate was shown to convert to the pentahydrate above 50% RH and hence
was rejected as a candidate. From suspension studies it was found that the 0.59 hydrate
converted to the pentahydrate; however, the 2.41 hydrate did not. Thus, the pentahydrate and
2.41 hydrate were recommended with the caveat that additional formulation and processing
experiments should be carried out to choose which of these hydrates should be used in a solid-
dosage form.

The hydration state of a hydrate depends on the a,, in the crystallization medium, as
shown by Zhu et al. (1996), using theophylline and its hydrate (as crystallized from organic
solvent-water mixtures). However, the relative amount of water to water-miscible organic
solvent is critical and is often only assessed in a semiempirical way. Results obtained using
methanol-water and isopropyl alcohol (IPA)-water mixtures showed that the anhydrate was
obtained at a,, values of less than 0.25, independent of whether the solid was anhydrate or the
hydrated form of the drug. The monohydrate was obtained at a,, values of 0.25. As an
extension of this type of approach, Variankaval et al. (2007) showed that the phase boundary
between the anhydrate and the hydrate was independent of the nature of the cosolvent such
that it was not necessary to determine the phase equilibria in each cosolvent system.

Polymorphic hydrates add a further complexity to the isolation procedure, as
exemplified, for instance, by talterelin, a compound that exhibits two polymorphic forms of
a tetrahydrate (Maruyama and Ooshima, 2000). Although the a-form of the compound showed
good isolation behavior, the f-form was the thermodynamic stable form of the compound,
especially in the presence of methanol. At low-methanol concentrations (0-10% w/w
methanol), there was a conformational change that led to crystallization of the a-form, even
though the crystallization may have been seeded with the stable f-form. At 30% methanol,
crystallization of the f-form dominated to the extent that it grew on the surface of the a-form.
Llinas et al. (2008) have described the situation where two polymorphic trihydrate have
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crystallized concomitantly from solution. Often a larger degree of prework is required to
evaluate the conditions that represent the stability domains of the anhydrate and hydrated
phases, as described by Sacchetti (2004), who used a slurry equilibration method to determine
under which conditions the anhydrate and monohydrate of GW2016 were stable (between 0.04
and 0.11 mole fraction water in methanol or 7% and 15% RH).

Li et al. (2008) have examined the a,, on the transformation between the anhydrate and
hydrate of carbamazepine, and Qu et al. (2007) have examined the effect of additives on the
conversion. It was found that hydroxypropyl methylcellulose (HPMC) had a strong inhibitory
effect on transformation, and this property might be useful from an early safety assessment
point of view where compounds may be formulated using HPMC as a suspending agent.

Amorphous Phases

Amorphous phases are noncrystalline materials that possess no long-range order, but can
exhibit a certain degree of short-range order (Yu, 2001; Bhugra and Pikal, 2008). Amorphous
phases represent highly energetic, unstable materials largely because of this lack of three-
dimensional or long-range order found in crystalline materials. This lack of three-dimensional
periodicity is reflected in the materials’ inability to diffract X rays constructively; as such
analysis of an amorphous sample by XRPD gives rise to a diffuse profile devoid of the
characteristic peaks observed for crystalline phases. However, it must be borne in mind that
there are some samples that when analyzed by XRPD also give rise to a diffuse profile, but are
shown by other methods (such as the presence of a discrete melting event) to be crystalline.
Such phases are termed X-ray amorphous and represent micro- or nanocrystalline structures.

The amorphous phase can be thought of as a frozen or supercooled liquid, but with the
thermal fluctuations present in a liquid frozen to a greater or lesser extent, leaving only largely
static structural disorder (Elliot et al., 1986). According to the USP, the degree of crystallinity
depends on the fraction of crystalline material in the mixture, and this is termed the two-state
model. Another way of viewing this situation is that the crystallinity can have a value that
ranges from 100% for perfect crystals (0 entropy) to 0% (noncrystalline or amorphous); this is
known as the one-state model. Yu (2001) has reviewed the characteristics and significance of
the amorphous state with regard to pharmaceuticals.

The amorphous state can be characterized by the glass transition temperature (T), where
the molecular motion is faster above and slower below this transition (Zhou et al., 2002). The Tg
can be thought of as similar to a second-order phase transition, but the glassy state is regarded
as far from being in thermal equilibrium. In their paper, Hancock and Shamblin (2001)
addressed the question of how the molecular mobility of the material influences its
performance. By using DSC, they argued that most pharmaceutical glasses should have a
similar relaxation time around the T,.

The T, can probably be best visualized through its thermal behavior and can be
measured using DSC as a second-order transition, as shown in Figure 16. Furthermore, it can
also be assessed in terms of impact to volume or density as a function of temperature, as
illustrated in Figure 17.

One consequence of heating through the glass transition is that the sample, as the density
and viscosity become reduced, may have sufficient mobility to crystallize, and then when
heated further may show complex polymorphic transitions induced by heating (Bhugra and
Pikal, 2008). In general, for chemical and physical stability, a high T, is preferred (>100°C).
Amorphous materials typically exhibit a higher degree of hygroscopicity, and the glass
transition is sensitive to moisture. An increase in moisture content tends to lower the T, and
has the potential to render the material more chemically and physically unstable.

It should be noted that the glass transition is variable in nature and is a function of the
preparation conditions of the amorphous phase and any subsequent pretreatment to analysis.
Since salt evaluation is an integral part of the pharmaceutical material selection process, it is
interesting to note that Tong et al. (2002) examined the influence of the alkali metal counterion
on the Tg of amorphous indomethacin salts. They found that there was as an increase in the T,
that was inversely proportional to the ionic radius of the cation. The Li salt had the highest T;
however, this is not used in pharmaceutical formulations and hence only the sodium and
potassium salts would normally be considered in this series.
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Figure 16 DSC second-order transition (glass transition). Abbreviation: DSC, differential scanning calorimetry.
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Figure 17 Schematic showing the density relationship as a function of temperature of some equilibrium and
nonequilibrium phases.

Fragility (defined by equation 26) is a term that has been used to describe temperature
dependence of the molecular motions in the region of the glass transition (Hancock et al., 1998),
and is also considered an important measure that reflects the stability of the amorphous phase
in relation to short- and intermediate-range order (Moura Ramos, et al. 2002).

AH

=7 26
" = 2303RT, (26)

where AH is the activation energy for the molecular motions at T\, and R the gas constant. Thus, if m
has a large value, this corresponds to a change of molecular motion of 10 times for every 10 K change
in temperature, the glass can be considered fragile. Smaller values of m correspond to stronger glasses.
For example, sorbitol, with a value of m = 95, was considered to be fragile, while zinc chloride, with
m = 30, was considered to be a strong glass. In the latter case the molecular motion was calculated to
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change by 10 times for every 25 K change in temperature. This could be calculated by performing
DSC experiments at different scan rates in which the log of the scan rate was plotted as a function of
the reciprocal T,. The slope of the line thus corresponded to the activation energy, AHP®C, so that
equation (26) can be used to calculate the fragility. Crowley and Zografi (2001) have reported the use
of the Vogel-Tammann—Fulcher (VTF) fragility parameters for a range of pharmaceuticals, and
proposed D values from 7 to 15 covered the majority glass formers.

Numerous studies have been undertaken to correlate the physical stability of amorphous
materials with the prevalence of molecular mobility. Generally speaking, by increasing the
temperature, there is a decrease in molecular density and viscosity (that does not necessarily
follow Arrhenius’s behavior), allowing a higher degree of molecular mobility. This increased
level of mobility is associated with the occurrence of nucleation and crystal growth at or
around the T, (Sun et al., 2008). Interestingly, there have been several reports of crystallization
of amorphous phases at temperatures significantly lower than the T. An example of this is the
assessment of the crystallization of amorphous indomethacin following different pretreat-
ments (Carpentier et al., 2006). Rapid quenching of the amorphous state to below the T,
resulted in the crystallization of the metastable a-phase, while slow cooling close to the T,
resulted in the formation of the more stable y-phase. Evaluating the molecular mobility of the
different phases by dielectric and 'H NMR spectroscopy showed variation in the mobility of
the glassy states obtained by the different pretreatment processes. The investigations
demonstrated that in each case the subsistence of molecular mobility and relaxation processes
to a differing extent led to the formation of precursor molecular self-assemblies, which resulted
in the crystallization of different polymorphs.

The existence of multiple amorphous states has been discussed extensively (Shalaev and
Zografi, 2002; Hancock et al., 2002; Hedoux et al., 2004). The term polyamorphism has been
used to describe systems that possess multiple supercooled liquid states, representing different
and discrete phases that are thermodynamically separated by distinct phase transitions
(Hancock et al., 2002). Such discrete phases are thought to possess different physical and
chemical properties in accordance with the conditions of isolation and pretreatment. However,
glassy amorphous states that have discrete properties, but are not related by discrete
transitions between one state and another, have been referred to as “pseudopolyamorphs.”

Methods for the production of the amorphous state include quenching the melt of a
compound, rapid precipitation from solution by, for example, addition of an antisolvent, freeze
and spray-drying (Ueno et al., 1998), dehydration of crystalline hydrates, and grinding/milling
(Wildfong et al., 2006; Chieng et al., 2008). One consequence of a disordered structure is that
amorphous phases are thermodynamically unstable, and, therefore, they are the most energetic
forms of a compound. The tendency of amorphous phases is thus to revert to a more stable,
crystalline form. According to Bhugra and Pikal (2008), the predisposition to crystallize
appears to be related to the degree of similarity between any short-range order in the
amorphous phase and a crystalline phase (Hancock and Shamblin, 2001). However, the
crystallization kinetics may be reasonably slow at room temperature, and it is the average
rate of molecular motion that is the most important aspect of an amorphous solid, and this can
be used to explain and predict the stability of an amorphous phase. By utilizing this
knowledge, storage conditions can be selected to prevent degradation (Crowley and Zografi,
2001). For a material to progress into development, the robustness in the mode of preparation
or manufacture, storage, formulatability, and performance needs to be demonstrated. The
inherent physical and chemical instability associated with amorphous phases renders them
less desirable. The main issues surrounding instability arise from spontaneous crystallization
upon storage of the drug (e.g., especially if there are fluctuations in temperature and moisture
content), crystallization or chemical instability in formulations, and secondary processing. As
such, attempts should be made to find a crystalline form of the compound through
crystallization experiments or salt formation. One consequence for some compounds with a
low degree of crystallinity is a decrease in stability, and this is particularly true for freeze-dried
materials. In the case of the antibiotic imipenem, a method of freeze crystallizing the
compound was developed, thus avoiding the problems induced by the amorphous nature of
the compound after freeze-drying (Connolly et al., 1996). As an exception, it has been reported
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that amorphous insulin is more stable than the corresponding crystalline state (Pikal and
Rigsbee, 1997).

In spite of the inherent stability issues, it should be borne in mind that amorphous
phases, where kinetic stability has been demonstrated, can offer some advantages over the
crystalline phase. For example, a stabilized amorphous form of novobiocin was found to be
10 times more soluble and therapeutically active compared with the crystalline form
(Haleblian, 1975). However, for amorphous material, it is often difficult to obtain a measure
of the true solubility. Attempts have been made to correlate predicted thermodynamic
solubility data with actual solubility data, treating the amorphous state as a pseudoequilibrium
solid (Hancock and Parks, 2000). From this study it was found that the predicted solubility
ratio between crystalline and amorphous states ranged from 10-fold up to approximately 1700.
However, the observed solubility ratio was closer to the range 4 to 25. The competition
between solubility and crystallization during the solubility measurements is thought to largely
describe this discrepancy. That having been said, the increase in in vivo exposure for some
drugs is attributed to the advantages obtained in terms of dissolution kinetics rather than
solubility. For example, it has been found that MK-0591 was poorly absorbed when
administered as the crystalline sodium salt. However, the freeze-dried form, which was
amorphous, showed a much higher aqueous solubility and was very well absorbed and found
to be stable over a long period of time, for example, no crystallization was observed after six
months’ storage at 30°C at 75% RH (Clas et al., 1996). The lack of crystallization was attributed
to two factors: (1) the high glass transition of the compound (~125°C) and (2) the formation of
liquid crystals in solution at concentrations greater than 60 mg/mL. Thus, because of its high
glass transition, its liquid crystalline properties indicated that this compound, in its lyophilized
state, would be suitable for an oral formulation. Lyophilized amorphous acadesine, however,
has been found to crystallize when exposed to water vapor (Larsen et al.,, 1997). By using
isothermal calorimetry, they showed that below 40% RH crystallization never occurred.
However, above 50% RH samples always crystallized after 1.5 hours. Interestingly, the
crystalline phase obtained was anhydrous, but was produced via a metastable hydrate, which
apparently decomposed to give the crystalline anhydrate.

ASSESSMENT OF THE ORGANIC SOLID STATE

There are many analytical techniques available to characterize the salts and polymorphs of CDs
(Threlfall, 1995; Clas, 2003; Giron, 2003; Giron et al., 2004). Indeed, in polymorphism studies it is
particularly advisable to analyze the modifications by more than one technique. The principal
physicochemical techniques that could be used to characterize the compounds are:

¢ X-ray diffraction (XRD) (powder and single crystal) (Stephenson, 2005)

® Microscopy [optical (Nichols, 1998); electron (Tian et al.,, 2006); and atomic force
(Hooton, et al. 2006)]

¢ Thermal analytical techniques, for example, DSC, TGA [with MS or Fourier transform

infrared (FTIR) for effluent gas analysis (Rodriguez and Bugey, 1997)], and hot-stage

microscopy (HSM) (Vitez et al., 1998)

Isothermal microcalorimetry (Phipps and Mackin, 2000)

Solution calorimetry (Gu and Grant, 2001)

Mid- and near-IR spectroscopies (Threlfall and Chalmers, 2007)

Raman spectroscopy (Fini, 2004)

Cross polarization magic angle spinning (CP MAS) solid-state NMR (Harris, 2007)

Hygroscopicity measurements (Kawakami et al., 2005)

Phase solubility analysis (Sheikhzadeh et al., 2007)

Intrinsic dissolution rates (Pereira et al., 2007)

Byrn et al. (1995) have proposed a strategic conceptual approach to the regulatory
considerations regarding the characterization of pharmaceutical solids. This is based on flow charts
for (1) polymorphs, (2) hydrates, (3) desolvated solvates, and (4) amorphous forms. Figure 18
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shows a simplified flow diagram illustrating a solid-state form generation, assessment and control
procedure. A few examples are given here to show the utilization of these techniques:

® Exploring long-range order
¢ XRD methods

Single Crystal Structure Determination
The crystal structure of a compound is regarded as the “gold standard” for all solid-state
studies, since this provides the following information:

Molecular identity

Basic crystal information such as bond lengths and angles and space group
Molecular conformations

Absolute configuration of chiral molecules (R or S)

Molecular disorder

Hydrogen-bonding motifs

Other data can be derived from single-crystal data, such as the true density, the
calculated XRPD pattern and the morphology. Together these data provide an absolute proof
of structure that can be presented in investigational new drug (IND) and new drug
applications (NDAs).

Brittain (2000b) has presented an introductory paper on the use of single-crystal XRD
(SXRD) to study polymorphism and psuedopolymorphism, and a good introductory text is
that by Glusker et al. (1994). Clegg’s (1998) primer on the subject is also a good starting place
for the novice. Datta and Grant (2004) have reviewed the advances in the determination,
prediction, and engineering of crystal structures.

X rays are short wavelength, high-energy beams of electromagnetic radiation between
0.1 and 100 A. X rays are generated when a beam of electrons are accelerated against (usually) a
copper target (anode) where the electrons are stopped by the electrons of the target element and a
broad band of continuous radiation is emitted (bremsstrahlung—braking radiation-white
radiation), superimposed on which are discrete wavelengths of varying intensity (X rays). The
former is due to collisions between the electrons and the target, and the latter is due to ionization
of the metal atoms, which lose an inner shell electron. The Cu K,;, K> doublet has an energy of
approximately 8.05 keV, which is equivalent to a wavelength of 1.541 A. For high-resolution
work, the K, radiation should be monochromatized to use only the K,; radiation. Needless to say,
white radiation is of little value and needs to be eliminated or reduced. Other anodes can be used,
for example, cobalt, which has a K,; wavelength of 1.788965 A.

For laboratory single-crystal structure determinations, a good quality crystal of a suitable
size, for example, 0.1 x 0.1 x 0.1 mm?’, and perfection is required (De Ranter, 1986). However,
larger crystals can also be used, for example, Gorbltz (1999) used a single crystal of the glycl-
L-serine with dimensions 2.2 x 2.0 x 0.8 mm’ and found that with a CCD diffractometer a
complete and good-quality data set was obtained in less than 25 minutes. Very small crystals, on
the other hand, usually need synchrotron radiation for their solution. For example, Clegg and
Teat (2000) were able to determine the structure of tetracycline hydrochloride with a crystal of size
0.04 x 0.03 x 0.02 mm® with synchrotron radiation with wavelength 4 = 0.6883 A. van der Sluis
and Kroon (1989) have described some general strategies to obtain suitable single crystals of low-
molecular-weight compounds for X-ray structure determination. These methods include
evaporation, batch crystallization, liquid-liquid diffusion, sublimation, gel crystallization, etc.

The structure determination is a two-step procedure, including an experimental and
computational part. For laboratory determinations, a suitable well-diffracting single crystal must
be available. The best size is about 0.1 to 0.2 mm in 3D with smaller single crystals, synchrotron
radiation can be used. The crystal is mounted on a goniometer head and placed in the X-ray beam
of the single-crystal X-ray diffractometer. The unit cell parameters are deduced from the
scattering that is, the diffraction pattern. These parameters describe the dimensions of the
repetitive unit in the crystal. The reflection intensities are measured using a CCD area detector.
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Figure 19 Crystal structure of remacemide HCI.

After the experiment, the intensity data are processed and reduced. The structure is
solved using various mathematical and statistical relationships (“direct methods”) to produce
a structure model. Subsequent refinement of the structure model against the observed
diffraction data gives a measure (reliability index or R factor) of how well the model agrees
with the experimental data. A low R factor of say 0.1 is desired. After the refinement has
converged and the structure seems reasonable, the geometrical parameters can be calculated
and interpreted and graphical illustrations of the molecule and its crystal packing can be
produced. Figure 19 shows the crystal structure some crystal data for remacemide HCI (Lewis
et al., 2005).

Visualization of crystal structures held in the CSD, which contains in excess of a quarter
of a million crystal structures (Allen, 2002), can be implemented using free software (Mercury)
that can be downloaded from the Internet (Bruno et al.,, 2002). The powder pattern can, of
course, be calculated from the single-crystal data (normally an R of <5% is required). This can
be done using the SHELXTL-PLUS program. If additional peaks are found in the experimental
diffraction pattern, this may indicate the presence of other solid phases, for example,
polymorphs that have nucleated and grown from solution (Coquerel, 2006).

XRPD

The book by Jenkins and Synder (1996) is particularly recommended as an excellent
introduction to the science of XRPD. Some of the salient points made in this book and other
sources are presented later in the chapter.
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X rays are part of the electromagnetic spectrum lying between UV and y rays, and they
are expressed in angstrom units (A). Diffraction is a scattering phenomenon, and when X rays
are incident on crystalline solids, they are scattered in all directions. Scattering occurs due to
the radiation wavelength being in the same order of magnitude as the interatomic distances
within the crystal structure.

Bragg’s law describes the conditions under which diffraction will occur. Diffraction will
occur if a perfectly parallel and monochromatic X-ray beam of wavelength 4 is incident on a
crystalline sample at an angle 0 that satisfies the Bragg equation (equation 27),

nA = 2dsin 6 (27)

where 1 is the order of reflection (an integer, usually 1), A the wavelength of X ray, d the
distance between planes in crystal (d-spacings), and 0 the angle of incidence/reflection.

An X-ray diffractometer is made up of an X-ray tube generating X rays from, for
example, Cu K, or Co source and a detector. The most common arrangement in pharmaceu-
tical powder studies is the Bragg—Bentano reflection 0-0 or 0-20 configurations (Fig. 20). These
arrangements are summarized in Table 11.

The powder pattern consists of a series of peaks that have been collected at various
scattering angles, which are related to d-spacings such that unit cell dimensions can be
determined. In most cases, measurement of the d-spacings will suffice to positively identifying
a crystalline material. If the sample does not show long-range order, that is, it is amorphous,
the X rays are incoherently scattered leading to the so-called halo pattern. Figure 21 shows an
example of a crystalline, amorphous and a partially crystalline phase. In addition to
amorphous phases of a compound, the existence of disordered nanocrystalline phase should
be included (Bates et al., 2006). Those samples that exhibit continuous peak broadening are
nanocrystalline in contrast to amorphous phases that do not show this effect. The observation
of glass transition during DSC analysis of a sample would be sufficient confirmation to
distinguish it from a nanocrystalline sample.

Ly= L,

E Detector
X-ray source L Lo

< Sample holder (spinning) "

Figure 20 Bragg-Bentano geometry used in XRPD experiments. Abbreviation: XRPD, X-ray powder diffraction.

Table 11 X-Ray Tube and Detector Arrangements

Type Tube Specimen Receiving slit L4 Lo

Bragg—Bentano 0-260 Fixed Varies as 0 Varies as 20 Fixed =L4
Bragg—Bentano 6-6 Varies as 6 Fixed Varies as 0 Fixed =L4
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Figure 21 Typical XRPD patterns of crystalline, amorphous, and partially crystalline forms.

It is often observed that the diffraction peaks obtained are not sharp. This broadening is
due to a number of factors. Coquerel (2006) has exemplified these as being due to:

Poor long-range order

Very small particles

The presence of solid solutions

Disorder, for example, static and dynamic

Although XRPD analysis is a relatively straightforward technique for the identification of
solid-phase structures, there are a number of sources of error. These include the following;:

1.

Variations in particle size. Large anisotropic particles can lead to nonrandom
orientation and so particles less than 10 um should be used, that is, the sample
should be carefully ground. However, if the size is too small, for example, 1 um, this
may lead to broadening of the diffraction peaks (known as the Scherrer effect).
Indeed, if the crystal sizes are sufficiently small, then the sample may appear to be
amorphous (as discussed earlier).

Preferred orientation (Davidovich et al., 2004). If a powder consists of anisotropic
polycrystalline materials, for example, needle- or plate-shaped particles, these tend to
become aligned parallel to the specimen axis, and thus certain planes have a greater
chance of reflecting the X rays. To reduce the errors due to this source, the sample
should be lightly ground in a mortar and pestle to ensure a more random-shaped
sample, which is then rotated in situ to increase the randomness of the sample
(Campbell Roberts et al., 2002b; Cheung et al., 2003). Alternatively, the sample can be
packed into a capillary. Figure 22 shows some examples of preferred orientation. As
noted by Stephenson (2005), poor particle statistics and preferred orientation effects are
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Figure 22 Examples of preferred orientation: (A) One peak dominates the diffraction pattern.(B) Two batches
have apparently different XRPD patterns.(C) Effect of grinding both samples in (B). Abbreviation. XRPD, X-ray

powder diffraction.

probably at their worst from samples obtained from high-throughput crystallization

experiments, and this should be borne in mind when analyzing these data.

The magnitude of statistical errors depends on the number of photons counted.
To keep these small, scanning should be carried out at an appropriately slow speed.
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Table 12 Possible Causes for Compositional Variations Between “As-Received” and Ground Samples (JCPDS
Data Collection and Analysis Subcommittee, 1986)

Induced by grinding Induced by irradiation Special problems

Amorphism Polymerization Hydration, carbonization

Strain Decomposition Loss of water in vacuum
Decomposition Decomposition at high temperature

Polymorphic change
Solid-state reactions
Contamination by the mortar

Source: From Jenkins et al., 1986, with permission from Powder Diffraction.

3. Sample height. The literature states that a thick sample with random orientation will
produce less accurate peak positions, but more reliable intensities. Samples should
be prepared at the correct height, that is, level with the top of the holder, since the
diffraction peaks will shift on the 20 scale. Thus, if the sample is too low, the pattern
shifts down the 20 scale and vice versa. It should be remembered that the shift is not
linear and increases with decreasing 20, as described by equation (28).

Aog — (2scos€> (28)
R

where A20 is the change in displacement (in radians), s the specimen displacement (in mm), 0
the angle (in degrees), and R the radius of goniometer.

This is one of the most common errors in XRPD experiments, and every effort should be
to eliminate it through sample preparation. The sample should be at level with the top of the
holder. If the sample height is too low, the pattern shifts down the 20 scale, and if it is too high,
it moves up the 20 scale.

Sample preparation procedures for XRPD have been reported (JCPDS Data Collection
and Analysis Sub-committee, 1986). Possible causes for compositional variations between as-
received samples and those prepared (by grinding) for X-ray analysis are given in Table 12.

The greatest potential source of problems is due to grinding, which can introduce strain,
amorphism, and polymorphic changes. Furthermore, the atmosphere surrounding the sample
can create problems because of loss or gain of moisture or carbon dioxide. This is particularly
true if a heating stage is used.

As already mentioned, the limited availability of compounds in early development can
be problematic. However, modern powder diffractometers can use so-called zero-background
holders (ZBH). These are made from a single crystal of silicon that has been cut along a
nondiffracting plane and then polished to an optically flat finish (Misture et al., 1994). Thus,
X rays incident upon this surface will be negated by Bragg extinction. By using this technique,
a thin layer of grease is placed on the ZBH surface, and the sample of ground compound is
placed on the surface. The excess is removed such that only a monolayer is examined. The total
thickness of the sample and grease should be of the order of a few microns. According to
Misture et al. (1994), it is important that the sample is deagglomerated so that the monolayer
condition is met. By using this technique, the diffraction pattern of approximately 10 mg of
compound can be obtained. One disadvantage of the ZBH is that any weak reflections may not
be readily detectable because of the small sample size used.

The XRPD can be calibrated using a variety of standards. These are available from the
Laboratory of the Government Chemist (LGC) in the United Kingdom or National Institute of
Standards and Technology (NIST) in the United States. The types of standards used in XRPD
are shown in Table 13 (Jenkins and Snyder, 1996).

Analyzing one or two peaks of LaBg, at least weekly, should give confidence in the
diffractometer performance and alert the user to any problems that may be developing.

Nonambient studies with XRPD
In addition to collecting and analyzing data at ambient temperature for phase identification,
XRPD can be used be used to determine a variety of phenomena under nonambient conditions,
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Table 13 Standards Used in X-Ray Diffraction Studies

Type Use Standard
External 20 standards Silicon
o-Quartz
Gold
Internal d-spacing standards Primary Silicon
Primary Fluorophlogopit
Secondary Tungsten, silver, quartz, and diamond
Internal intensity standards Quantitative Al,O3
Intensity o- and f-silicon nitride
Respirable Oxides of Al, Ce, Cr, Ti, and Zn
Quartz o-Silicon dioxide
Cristobalite
External sensitivity standards Al,O3
Line profile standards Broadening calibration LaBg

Source: From Jenkins and Snyder (1996).
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Figure 23 Temperature-XRPD pattern of a compound undergoing a polymorphic change. Abbreviation: XRPD,
X-ray powder diffraction.

for instance, phase transformations (Evans and Radosavljevi¢, 2004). A heating stage may be of
value for investigating thermal events detected during DSC experiments (Krajalaininen et al.,
2005). By using the Anton Parr TTK temperature attachment, the compound can be
investigated between subambient temperatures and several hundred degrees. Figure 23 shows
the diffraction patterns obtained on heating a sample (obtained by desolvating a methanol
solvate followed by micronization). The accompanying DSC thermograms show the
corresponding sequence investigated in the temperature XRPD experiment. Prior to the start
of the XRPD experiment, the compound was partially amorphous due to desolvation and
micronization. However, as the sample was heated, the XRPD peaks became sharper and
stronger, indicating an increase in crystallinity; this corresponds to the annealing exotherm
observed in the DSC thermogram. This DSC experiment showed a melt-recrystallization-melt
polymorphic transformation, which is also shown by the XRPD, whereby a change in crystal
structure was evident as the sample was heated, followed by a diffuse pattern from the final
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melt. These data were collected using a position-sensitive detector (PSD). The PSD collects data
simultaneously over all angles, which allows a higher count rate, enabling significantly faster
data acquisition. This type of attachment is well suited for high-throughput crystallization
screening, as described by Florence et al. (2003). Kishi et al. (2002) have described a combined
XRPD-DSC, which they used to study the dependence of thermal dehydration behavior of
nitrofurantoin monohydrate on humidity.

In a similar way the sample can be exposed to varying degrees of humidity in situ and
the diffraction pattern determined using, for example, an Anton Parr TTK-450 variable
temperature/humidity stage (Vogt et al., 2006; Linnow et al., 2007). The mechanism of
dehydration of theophylline monohydrate using a two-dimensional XRPD and synchrotron
radiation has been reported by Nunes et al. (2006).

Reutzel-Edens et al. (2003) found three dehydrates of olanzapine, which could be
produced from a “fragile” higher hydrate that was only observed in wet cakes of the
compound. According to Storey et al. (2003), this behavior is typical when the solvent or water
occupies positions in the crystal lattice without any significant hydrogen bonding. As the
solvent evaporates, this loosely bound solvent is lost and hence the lattice contracts so as to fill
the space left by the departed solvent/water. This phenomenon can be easily followed by
allowing a wet cake to dry in air on an XRPD plate and assessing the change in the diffraction
pattern with time.

Analytically, XRPD can be used to quantify mixtures of polymorphs (Iyengar et al., 2001;
Byard et al., 2005) and amorphous in crystalline (and vice versa) (O’Sullivan et al., 2002);
Sarsfield et al., 2006). Operationally, it appears to be difficult to obtain accurate results below
5% amorphous content; however, a 1.8% limit of quantitation (LOQ) of crystallinity with limit
of detection (LOD) of 0.9% has been reported for sucrose (Surana and Suryanaryanan, 2000).

Synchrotron Radiation

Synchrotrons utilize accelerated electrons traveling close to the speed of light to generate
electromagnetic radiation. This radiation has the advantage of high-intensity radiation, a
continuous range of wavelengths (radio frequency, but also in the IR, UV, and X ray, which
means a monochromator is needed), and low divergence, which gives sharp diffraction spots
and intensity data. This leads to greatly enhanced resolution in the diffraction pattern, that is,
narrow peak widths and highly accurate measurements of peak positions and intensities. As
an example of the power of a synchrotron source, it has been calculated that the Grenoble
facility in France produces X rays that are one trillion times brighter than those produced by a
laboratory diffractometer. Furthermore, there is a very high resolution in 260, with an
instrumental contribution to the peak width of only ~0.006° at 0.6A.

Because of the quality of the diffraction pattern, obtaining the unit cell parameters by
indexing, using the common indexing programs such as ITO, TREOR, and DICVOL, is easier
when compared to laboratory data, where peak overlap is common. Very small crystals can be
examined. Figure 24 shows the synchrotron data obtained from a sibenedit hydrochloride at
two temperatures and the corresponding laboratory data. The superior peak resolution
afforded by the synchrotron data is evident.

Although data collection using synchrotron radiation perhaps offers a greater oppor-
tunity for solving the structure from powder data, the solution of structures from laboratory-
generated X rays is not unknown. For example, Johnston et al. (2004) solved the structure of
AR-C69457CC from powder data (using DASH) collected on a laboratory diffractometer using
the powder contained in borosilicate glass capillary.

Ab Initio Crystal Structure Solution From XRPD Data

As discussed previously, it is recognized that single-crystal data are one of the most powerful
solid-state analytical techniques available to pharmaceutical scientists. However, one limita-
tion is the availability of single crystals of suitable size and perfection. Additionally, it can be
almost impossible to obtain and analyze crystals of metastable phases at ambient temperature.
A further advantage of obtaining the crystal structure directly from the polycrystalline sample
is that it is representative of the powder rather than of one specific single crystal selected for
analysis.
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Figure 24 XRPD synchrotron data for sibenedit hydrochloride and corresponding laboratory data. Abbreviation:
XRPD, X-ray powder diffraction.

The protocol used to establish the crystal structure (either directly from single crystals or
from powder data methods) involves data collection from a good-quality sample, followed by
unit cell determination, space group assignment, and structure solution, and finally, structure
refinement. In the case of SXRD, the structural information is distributed in three-dimensional
space, whereas for XRPD, the three-dimensional diffraction data are compressed into one-
dimensional space (i.e., the powder pattern). As a consequence, the powder diffraction pattern
often has severe peak overlap, leading to difficulties in reliable peak intensity (I;x;) extraction.
Furthermore, peak overlap may also give rise to ambiguities in indexing the powder pattern
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(to define the unit cell parameters), and space group assignment. The data should be collected
from a powder sample that exhibits random orientation of the crystallites. Polycrystalline
samples that exhibit plate or acicular morphologies have a tendency to align with the plane of
the sample holder. This gives rise to a disproportionate increase in relative intensity of the
reflections from these orientations, an occurrence known as preferred orientation effects. To
ensure that the collected data are devoid of preferred orientation effects, it is important to take
appropriate measures. The extent of preferred orientation in a sample can be tested using a
simple diffraction procedure prior to high-resolution data collection (Cheung et al., 2003).

While synchrotron X-ray analysis offers one avenue for structure determination from
very small crystals, it is not suitable for routine use within a laboratory situation. However, it is
now possible to solve crystal structures from laboratory XRPD data. The process of solution of
crystal structures from XRPD data can be described as follows:

1. Determination of the unit cell parameters (a, b, ¢, o, f, 7) from analysis of peak
positions in the powder diffraction pattern. The pattern can be indexed using the
programs such as DICVOL91 (Boultif and Louer, 1991), TREOR (Werner et al., 1985),
and ITO. All these techniques measure the peak positions of about the first 20 peaks;
for example, TREOR searches for solutions in index space by varying the Miller
indices. It has been noted that ITO and TREOR need accurate low-angle data because
of the use of the first 20 lines in the indexing routine (Werner, 2002). DICVOL, on the
other hand, is less sensitive since the data errors are independent of the diffraction
angle. Therefore, it makes sense to use more than one indexing program since each
has its own strengths and weaknesses. For example, Werner (2002) suggested that
ITO would find it impossible to index a pattern, which had many nonsystematic
absences. Another point made in this paper was that it would be a mistake to use
more than 20 to 25 lines when using DICVOL and TREOR; the optimal number of
lines for ITO is 35. In terms of computing, time speed of solution has been ranked
as ITO <TREOR90 < DICVOLO91. A newer indexing algorithm, X-Cell, has been
reported by Neumann (2003). This author claims that it has a high success rate and
handles all the phenomena encountered, for example, peaks from other solid-state
forms, peak overlap, and peak-positioning errors.

Difficulties in indexing can arise from a number of sources, for example, peak
overlap, contamination by another polymorph, poor crystallinity, or insufficient
instrumental resolution. On a practical note, monochromatic K,; X rays should be
used to index the pattern using the compound packed into a capillary or using a 0-20
reflection stage. Indexing is a most important step in the structure determination
process, that is, if the diffraction pattern cannot be indexed, then any subsequent
structure solution will be impossible (Florence et al., 2003).

From experimental 20, values, we can obtain djy from which we must
determine the lattice parameters. However, the relationship is usually expressed in
terms of the reciprocal lattice parameters a’, b’, ¢, o, f, 7.

2. Unit cell refinement, intensity extraction, and space group determination. There are
two approaches that have been developed for this purpose: Pawley (1981) and Le
Bail (1988) fitting methods. The least squares refinement procedure involves
assessment of cell parameters, position of the zero point, peak shapes, and areas
(the Le Bail method extracts peak area data by accounting for the contribution of
structural factors). In the first instance, the space group is assigned manually on the
basis of systematic absences. The final discrimination and assignment involves least
squares refinement and assessment of the goodness of fit of the extracted powder
pattern, and the newly calculated cell is then assessed against the experimental
data. The problem of peak overlap can limit unambiguous assignment. Conse-
quently, several space groups may have to be considered in the structure solution
calculations.

3. Structure solution.

4. Structure refinement.



Preformulation Investigations 75

However, there are a number of problems associated with the use of XRPD data, and
these are as follows:

¢ Information from XRPD results from three-dimensional information being compressed
into one dimension. The net effect of this operation is that the peaks severely overlap at
high 20 angle, which leads to a loss of information.

® Preferred orientation effects; however, this can be overcome by performing data
collection experiments with a capillary instead of a flat plate.

¢ Fall off intensity, that is, the scattering intensity falls off at higher 20 values. This can be
overcome by counting for longer at the higher angles.

The crystal structure is defined by a series of structure factors (which are proportional to
the electron density), Fj, of each atom or molecule type in the unit cell. Fj can be split into
two components: the factor amplitude |Fyy!| and the phase component oyy. The amplitude
values can be obtained form the powder diffraction data, but the phase data are not so readily
attainable. This is known as the phase problem and, as such, direct solutions of the crystal
structure are not possible. Several methodologies exist that allow structure solution from
powder data to be performed. These encompass traditional approaches and direct-space
methods. The traditional approaches, such as Patterson or direct methods, involve extraction
of the intensities of individual reflections Iy directly from the powder diffraction pattern.
These methods then use algorithms to calculate and refine an electron density map using either
Fourier summation or probability distribution-based logic (Christensen et al., 1985; McCusker,
1991; Cheetham et al., 1991; Harris and Tremayne, 1996).

Direct-space methods involve the generation of trial structures in direct space, and using
the extracted powder patterns of these trial structures, a goodness of fit against the
experimental powder pattern is assessed (Harris and Cheung, 2004). This protocol bypasses
the need to use the diffraction-integrated intensities and the phase problem on the basis that
from any trial structure the diffraction pattern (the |Fj)| data) can always be determined
accurately. Algorithms that utilize the direct-space approach include the entropy max-
imization method and the likelihood ranking (Gilmore et al., 1993), simulated annealing
(Newsam et al., 1992), Monte Carlo (Harris et al., 1994; Harris and Tremayne, 1996) and
combined Monte-Carlo/simulated annealing (Engel et al., 1999; David et al., 1998), and a
genetic algorithm method (Harris et al., 1998; Kariuki et al., 1999). A number of software
packages are commercially available. One is now commercially available from the CSD and
marketed as DASH (David et al., 2002, 2006). Another is marketed by Accelrys Inc. and is
known as Reflex, which is part of their Materials Studio package. Harris and Cheung (2004)
have also described the procedure. Notwithstanding these limitations, XRPD allows assess-
ment of structures for which growth of a suitable single crystal is not feasible.

EXPLORING SHORT- AND MEDIUM-RANGE ORDER
SPECTROSCOPIC TECHNIQUES

Mid-Infrared Spectroscopy

In addition to being used as a chemical identification technique, mid-IR spectroscopy can also
be used to distinguish different solid-state structures of compounds. It is complementary to
XRD; but in contrast to XRD, it provides short-range information. Vibrational spectroscopy
techniques such as Fourier transform infrared (FTIR) spectroscopy provide information on
quantized vibrational energy levels in a molecule. Subjecting a sample to monochromatic incident
radiation (of frequency vy) results in a perturbation of the system, for example, by absorption of
the incident radiation. The absorption spectrum arises from the coupling of the incident radiation
with a specific type of motion associated with the bonds in a molecule. For a vibration to be IR
active (i.e., for a strong absorption band to be observed), the vibration must produce an oscillating
dipole moment, which interacts with the oscillating electric field of the incident radiation,
provided the frequency of the incident radiation equals that of the vibration. Homo-atomic bonds
(such as C-C bonds) possess a poor dipole moment and hence either give rise to a weak
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absorption band or are IR inactive. This technique therefore provides information on mainly
hetero-atomic interactions and is useful in extracting details such as hydrogen-bonding
arrangements. IR spectroscopy using standard FTIR spectrometers allows information to be
extracted from 4000 to 500 cm™'. Variations in the spatial arrangement of atoms in the solid state
will lead to differences in local symmetry, and this in turn leads to different stretching frequencies
useful in distinguishing polymorphic forms of a compound. In addition, the inclusion of solvent
or water can be detected using this technique, for example, the broad -OH stretch associated with
water will be seen as will the stretch of the carbonyl group at around 1700/cm. Because of its
ability to probe the structural configuration of the molecules in the solid state, it is a routine tool in
the study of polymorphism; for example, Ayala et al. (2006) characterized the polymorphs of
olanzapine using IR and Raman spectroscopy. Among other techniques, Zupancic et al. (2005)
used IR spectroscopy to characterize the hydrates of pantoprazole sodium.

Experimentally, IR spectroscopy can be performed in a number of ways, by Nujol mull,
KBr disk, or the diffuse or total reflectance technique. The KBr diskc technique is a
transmission method in which the compound (1-3 mg) is mixed with the KBr (~350 mg) and
compressed into a disk (at around 12,000 psi) using a press and die. This can be a disadvantage
if the compound undergoes a polymorphic transformation under pressure (Chan and Doelker,
1985). However, in some cases extremes of pressure may have little or no impact on phase
transitions as exemplified by the polymorphs of famotidine, which were not affected by
pressurization when subjected to up to 106 kN in an IR hydraulic press (Német et al., 2005).
One way to overcome this problem is to use the diffuse reflectance infrared Fourier transform
(DRIFT) technique, whereby a few milligrams of compound are dispersed in approximately
250 mg of KBr and the spectrum obtained by reflection from the surface.

Increasingly, the attenuated total reflectance (ATR) technique is used, whereby the
sample is gently ground and the spectrum is collected via a diamond sensor element. The
principle of ATR is based on measuring the changes, which occur in totally internally reflected
IR when it comes into contact with the sample. The IR beam is focused onto an optically dense
crystal with high refractive index, which gives way to a so-called evanescent wave. This wave
only protrudes approximately 0.5 to5 pm from the diamond surface so that a good contact
between the crystal and the sample is essential. Other materials are also available for ATR
measurements, for example, zinc selenide and germanium; however, diamond has the best
durability and chemical resistance. In summary, the ATR technique offers faster sampling,
improved inter-sample reproducibility, etc.

The FTIR spectra of two polymorphs, an amorphous form and a methanol solvate of
AR-C69457AA, are shown in Figure 25. As can be seen, the spectrum of the amorphous form of
the compound is less well defined and reflects the multitude of molecular environments present
in this form of the compound.

Variable temperature experiments are also possible using IR spectroscopy. Bartolomei
et al. (1997) used variable temperature IR spectroscopy to confirm that a solid-solid transition
took place on heating two forms of fluocinolone acetonide. The spectrum at 230°C showed
frequency shifts characteristic of form A transforming into form B. However, these did not
match the frequencies of form B. The analytical potential of FTIR thermo-microscopy of
sulfaproxiline and diflupredate has been studied by Ghetti et al. (1994). Spectra were recorded
for every 2°C increase of temperature, and in case of sulfaproxiline, for example, between
184°C and 186°C, the NH bands at 3140 and 2870 per cm disappeared and a broadband at
3280/cm appeared. This is characteristic of the melt phase of this polymorph. At 190°C this
band was replaced by a strong band at 3300/cm that was distinctive of form I of the
compound. Chan et al. (2007) have described experiments using an FTIR-imaging system with
respect to temperature and humidity in a high-throughput situation. This system utilized a
focal plane detector (FPA), which consisted of 4096 small detector elements, which captures an
IR spectrum from different locations of the sample. This has obvious advantages with respect
to screening purposes.

The quantitative analysis of polymorphs using FTIR has been reported by Kipouros
(2006). In essence characteristic bands are necessary, which should not overlap between the
polymorphs or solvated/hydrated species. Like all analytical investigations sample prepara-
tion is key, this being particularly true for the calibration samples.
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Figure 25 IR spectra of a number of solid-state forms of AR-C69457AA. Abbreviation: IR, infrared.

Near-IR Spectroscopy

Dziki et al. (2000) used near-IR spectroscopy (NIR) to distinguish sarafloxacin hydrate batches
that exhibited differences in granulation processability. These differences were not evident
using conventional solid-state analytical techniques. Since the XRPD patterns were identical,
the batches were structurally identical; however, the NIR was able to show that the samples
subtly differed in how the molecules were held in the lattice, which in turn, resulted in
differences in wetting.

Terahertz Spectroscopy

Terahertz-pulsed spectroscopy works in the 0.1 to 3.0 THz region of the electromagnetic
spectrum (Taday, 2004), and the main information gleaned from spectrum is rotational. It has
been used by a number of authors to examine polymorphs (Strachan et al., 2005) and hydrates
(Zeitler et al., 2007).

Solid-State Raman Spectroscopy

Raman spectroscopy, as with IR spectroscopy, provides information on quantized vibrational
energy levels in a molecule, with subjected incident radiation being scattered by the sample.
Raman spectroscopy relies on molecular polarizability; a bond must be anisotropically
polarizable for the vibration of the bond to be Raman active. The distortion of a bond in an
electric field gives rise to an induced dipole, the magnitude of which is determined by the
extent of polarizability. As this polar state is more energetic than the relaxed state, spontaneous
relaxation is accompanied by a release of energy. It is this relaxation or emission of radiation
that is termed scattering. A high degree of polarizability (such as that found in most homo-
atomic bonds) gives rise to Raman active bands. Furthermore, the Raman spectrometer design
allows information to be obtained in the frequency region 4000 to 100 per cm, thus allowing
lattice vibrational modes (i.e., translation and rotation motions of the entire molecule within
the crystalline lattice) to be evaluated (Bugay, 2001).
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As with IR spectroscopy, the Raman spectrum provides a unique fingerprint of the
compound being studied. Since the method is based on the vibrations of the molecule, it is
sensitive to small changes in the molecular structure (such as conformations) that affect
vibrational behavior. As an example of its use, Variankaval et al. (2000) examined the
polymorphs of B-estradiol. A and B were easily distinguishable; however, C and D were almost
identical. Maherns et al. (2005) have provided a method of analysis based on descriptive statistics
and analysis of variance (ANOVA) methods to address these subtle differences in the Raman
spectra of polymorphs.

Low-wavelength Raman spectroscopy in the region of 10 to 150 cm ™' can also be used to
detect molecular skeletal deformations, libations, and translations (Ayala, 2007). From an
experimental viewpoint it has some advantages over more conventional methods of
polymorph analysis. Usually the Raman spectrum is obtained by collecting backscattered
laser light from a powder or formulation. Bolton and Prasad (1981) listed the advantages
(griseofulvin and its chloro- and bromoform solvates) as follows:

No special sample preparation is involved.

Small amounts of material are required.

Short data collection time period is required.

Thermal, for example, desolvation studies can be carried out.

Low-level laser light can be used that permits work on highly colored species.

Gk W=

Like many other techniques used in the analysis of the organic solid state, heating
experiments can be conducted (Gamberini et al., 2006). In addition, Raman spectroscopy has
been used to measure the transition temperature and conversion kinetics for the enantiotropic
polymorphic transitions for flufenamic acid slurries (Hu et al., 2007). As with the other solid-
state analytical techniques, Raman spectroscopy can be used for quantifying mixtures of
polymorphs. For example, Kachrimanis et al. (2007) have described the quantitative analysis of
polymorphs of paracetamol in powder mixtures using multivariate calibration techniques. An
earlier paper by Campbell Roberts et al. (2002a) used a more conventional method of peak
intensity ratios to determine the relative concentrations of the polymorphs of mannitol.

Solid-State NMR

NMR spectroscopy was invented in the 1940s and, within 10 years of the first detection of
signals, became established as a crucial technique for chemical structure analysis (Abraham
et al., 1988). Notwithstanding the fact that NMR spectroscopy is most familiar as a high-
resolution spectroscopic technique for the study of liquids and solutions, primarily to
determine molecular structure, solid-state NMR has seen a steady increase in use. The initial
lack of utility of solid-state NMR was attributed to an inherent deficiency in spectral resolution
of a solid sample placed in a conventional high-resolution spectrometer suitable for liquids.
The onset of ancillary techniques and subroutines enabled higher resolution to be achieved,
resulting in a proportional increase in the use and application of solid-state NMR (SSNMR)
spectroscopy (Duer, 2002). However, SSNMR spectra are composed of broader lines, that is,
13C NMR line broadening is still typicallsy of the order of 30 to 60 Hz for a crystalline organic
solid, as compared with typical solution '°C NMR line widths of only a few Hertz. Nevertheless,
it remains a very powerful technique for investigating the solid state, and the resulting spectra
are, in principle, far more information rich than those of solutions (Harris, 2006).

In addition to gleaning information on molecular structure, SSNMR is recognized as an
important adjunct to powder diffraction studies in the elucidation of crystal structure from
powder data. For instance, this technique can be used to provide insights into the number of
molecules present in the asymmetric unit and also information on site symmetry within the
crystal structure. Furthermore, SSNMR can be used to assess the incidence and mechanism of
dynamic disorder within the ordered solid state—a property that is not amenable to
exploration using diffraction studies (data from which indicate a time-averaged representation).
Dynamic processes can be studied by SSNMR using, among other methods, the measurement of
relaxation times as a function of temperature.
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In the case of SSNMR it is necessary to consider certain important interactions
encountered by a nuclear spin within a solid. These include dipole-dipole and quadrupolar
interactions together with chemical shift anisotropy. These interactions, while also being
present in the solution state, are either averaged to zero (for the direct dipole-dipole and
quadrupolar interactions) or averaged to their isotropic value (for the chemical shift and
indirect spin-spin interaction). The reduction or complete elimination of these anisotropic
interactions in the solution state is due to rapid isotropic molecular motion, which is restricted
or absent in the solid state. In pharmaceutical R&D, there are a number of nuclei that can be
used to probe the solid-state chemistry of drugs, for example, 3¢, 31p, 1N, 25Mg, and *Na.
Geppi et al. (2008) have provided an excellent review on the applications of various SSNMR
investigations on pharmaceutical systems, using both low- and high-resolution techniques to
explore structure, dynamics, and morphological aspects of various solid-state materials.

As an example of structural assessment, Chen et al. (2000) have reported the SSNMR and
IR analyses of the hydrates of nedocromil sodium (Fig. 26). In this paper they reported the
spectra of the amorphous phase, heptahemihydrate, trihydrate, monohydrate, and a previously
unreported methanol/water-mixed solvate. The spectra were significantly different, allowing
identification of each phase.

The chemical shift of the carbon atom at position “a” atom appears to be sensitive to the
conformation of the left-sided carboxylate group, that is, when the left-sided carboxylate carbon
is out of the tricyclic plane, the position “a” carbon is shifted upfield. This is also linked to the
color of nedocromil sodium such that when it is in plane, nedocromil sodium heptahemihydrate
is intensely yellow, whereas the trihydrate is pale yellow (out of plane). In the trihydrate, the Cy;
and Cg; resonances show two peaks indicating that there is more than one molecule in the
asymmetric unit. In the heptahemihydrate, however, all carbon atoms have one resonance,
indicating the likelihood of only one molecule in the asymmetric unit. The methanol/water
solvate has three molecules per assymetric unit, which leads to the observation of multiple
resonances. The monohydrate is only slightly changed from the trihydrate spectrum.

Cosgrove et al. (2005) reported the crucial role SSNMR played in the understanding of
dynamic disorder, leading to polymorphism, in the structure of sibenidet hydrochloride before
the crystal structure was determined using synchrotron radiation. As shown in Figure 27,
sibenidet has a long chain structure, and using various SSNMR techniques [variable
temperature NQS, spin-lattice (T1) relaxation] the polymorphism was shown to be associated
with variations in local symmetry around the C;5 and Cy atoms. In addition, the terminal
phenyl group was shown to be dynamically disordered, undergoing, most probably, ring
flipping.

Figure 28 shows the SSNMR spectra of a number of phases of AR-C69457AA—a
potential D,/f, agonist from the same series of compounds that generated sibenidet
hydrochloride. These spectra show that the spectra for forms I and II are significantly
different. In particular, the spectrum of form II shows that the resonances are doubled
indicating the presence of more than one molecule in the asymmetric unit. It has been
estimated that between 8% and 11% of organic solids exhibit this phenomenon (Steiner, 2000).
The amorphicity introduced by desolvating the methanolate gives rise to much broader
resonance peaks.
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Figure 28 Solid-state NMR spectra of a number of solid-state forms of AR-C69457AA. Abbreviation. NMR,
nuclear magnetic resonance.

In terms of using SSNMR in a quantitative manner, Apperley et al. (2003) have described
its use with the system formoterol anhydrate and dihydrate. Using relaxation time measurements
they were able to build a quantitative analytical method for their determination in mixtures with
lactose (formoterol fumarate is delivered in dry powder inhalation devices where lactose is an
excipient) down to a mass ratio of 0.45%.
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INITIAL SOLID-STATE STABILITY

The solid-state degradation of CDs, particularly in the candidate selection phase, is an
important consideration since degradation rates as slow as 0.5% per year at 25°C may affect the
development of the compound. Monkhouse and van Campen (1984) have reviewed solid-state
reactions and highlighted that decomposition in the solid state will be different from that in a
liquid insofar that the concepts of concentration and order of reaction are less applicable.
Moreover, solid-state degradation reactions can be complex and can involve both oxidation
and hydrolysis together. As with solutions, solids can also exhibit instability due to light. This
is further complicated by the fact that in solids these reactions usually occur only on the
surface. Hickey et al. (2007b) surveyed the solid-state reactivity of the hydrates of the B-lactam
antibiotics and concluded that the rate of their hydrolysis diminished quickly because the
reaction was diffusion limited—the water molecules are required to diffuse through the layer
that has already reacted before they could promote further decomposition. .

Figure 29 shows a potential scheme for the solid-state degradation of a drug. Simon et al.
(2004) have published a screening method for the determination of the oxidative stability of
pharmaceuticals using a nonisothermal DSC methodology, which relies on an induction
period for the decomposition. Since this accelerated test takes approximately two days, this
improves on the conventional stability testing protocol usually performed.

Three phases have been identified: the lag, acceleration, and deceleration. Depending on
the conditions of temperature and the humidity to which the solid is exposed, the acceleration
phase may follow zero, first, or higher orders. A general equation (the Ng equation) has been
proposed to describe the decomposition process (equation 29).

@
dt

where « is the fraction of the reaction that has occurred at time ¢, such that & = 0 when t =0, and
o=1att = co; kis the rate constant; and x and y are constants characteristic of the reaction rate
law, that is, when x = y = 1, the reaction is zero order; if, however, x = 1 and y = 0, the reaction
is first order. If x and y have fractional values, the reaction will be autocatalytic.

To accelerate the degradation so that the amount degraded becomes quantifiable in a
shorter period of time, elevated temperatures are used, and the amount of degradation is
typically calculated using the Arrhenius equation. The assumption made during these studies
is that the mechanism of degradation is constant over a wide temperature range. However, this
need not be the case, and a nonlinear Arrhenius plot may be an indication of change of
mechanism as a function of temperature. Furthermore, many compounds that exist as hydrates
dehydrate at higher temperatures, which can change the degradation mechanism in the solid
state.

= ko' (1 — o) (29)

Lag

100

% drug

A Acceleration phase
remaining

Deceleration phase

h

Time Figure 29 Typical solid-state decomposition curve.



82 Steele and Austin

In terms of the chemical stability of compounds with respect to moisture uptake, the
following descriptions have been used to describe classes of surface moisture (Cartensen and
Li Wan Po, 1992).

® Limited water: The water is used up during the degradation reaction, and there is not
enough present to degrade the compound completely.

® Adequate water: Sufficient water is present to decompose the compound completely.

® Excess water: This is an amount of water equal to or greater than the amount of
moisture necessary to dissolve the drug. As such, this may develop as the mass of
intact drug that decomposes with time.

In terms of crystallinity, it should be noted that amorphous materials are generally less
stable than the corresponding crystalline phase. For amorphous solids the net effect of water
sorption is to lower the T, and hence plasticize the material. In turn this increases molecular
mobility and therefore increases the potential for chemical reactivity (Ahlneck and Zografi,
1990). Often, amorphous phases crystallize with exposure to moisture. In prenomination
studies a useful protocol to assess the effects of these factors is as follows:

The compound is accurately weighed into each of six open glass vials. These are then
placed (in duplicate if possible) under the following conditions: Light stress (5000 lux, 25°C)
and conditions of 40°C/75% RH and 30°C/60% RH. Typically materials would be sampled at
regular intervals up to a three-month time point to determine its stability. After each time point
all samples are assessed visually and with a suitable HPLC (or LC-MS) method that can detect
degradation products. In addition, DSC and XRPD can be used to detect phase changes.

Photostability

As illustrated in the book Drugs Photochemistry and Photostability, edited by Albini and Fasani
(1998), a wide range of drug types can undergo photochemical degradation. Theoretically, CDs
with absorption maxima greater than 280 nm may decompose in sunlight. However, instability
due to light will probably only be of concern if it significantly absorbs light with a wavelength
greater than 330 nm and, even then, only if the reaction proceeds at a significant rate (Albini
and Fasani, 1998). Light instability is a problem in both the solid and solution state and if
highlighted would mean that formulations therefore need to be designed to protect the
compound from its deleterious effects. Like many aspects of pharmaceutical discovery and
development, the photostability of pharmaceuticals is covered by the ICH guideline Q1B
(Aman and Thoma, 2003).

The number of compounds showing photo-instability is large; for example, Tonnesen
(2001) has stated that more than 100 of the most commonly used drugs are unstable with
respect to light. There are a number of chemical groups that might be expected to give rise to
decomposition. These include the carbonyl group, the nitroaromatic group, the N-oxide group,
the C=C bond, the aryl chloride group, groups with a weak C-H bond, and sulfides, alkenes,
polyenes, and phenols (Albini and Fasani, 1998).

It is therefore important to establish the propensity of a CD to decompose due to light as
soon as possible in preformulation studies, since this can have ramifications for its formulation
and packaging (Tgnnesen, 2001). The first evidence that compounds are light sensitive is
usually discovered during LO studies. CDs should therefore be assessed in the prenomination
phase with respect to light stability to alert the formulation experts as to whether
precautionary measures are needed to protect the drug from light. Indeed, this could be
used as a selection criterion in many cases to reject unsuitable compounds as potential CDs.

A guideline for the photostability testing of new drug substances and products has been
published in the European pharmacopeia (1996) and the ICH. This states that photostability
testing should consist of forced degradation and confirmatory testing. The forced degradation
experiments can involve the CD alone, in solution or in suspension using exposure conditions
that reflect the nature of the compound and the intensity of the light sources used. The samples
are then analyzed at various time points using appropriate techniques, for example, HPLC. In
addition, changes in physical properties such as appearance and clarity or color should be
noted. Confirmatory studies involve exposing the compound to light whose total output is not
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less than 1.2 million lux hours and has a near-UV energy of not less than 200 W hr/m? Light
sources for testing the photostability include artificial daylight tubes, xenon lamps, tungsten-
mercury lamps, laboratory light, and natural light (Anderson et al., 1991). According to Aman
and Thoma (2003), natural light varies between 389 and 500 W/m? on a sunny day and 50 and
120 W/m? on a cloudy day.

In terms of the kinetics, light degradation in dilute solution is first order; however, in
more concentrated solution decomposition approaches pseudo—zero order (Connors et al.,
1986). The reason for this observation is that as the solution becomes more concentrated,
degradation becomes limited because of the limited number of incident quanta and quenching
reactions between the molecules. It should be noted that ionizable compounds, for example,
ciprofloxacin, showed large differences in photostability between the ionized and unionized
forms (Torniainen et al., 1996). The extent of the photodegradation can also be influenced by
the solvent.

Solids can undergo photolysis and oxidation (Glass et al., 2004). For example, de Villiers
et al. (1992) showed that form II of furosemide was less stable to light than form I, particularly
in the presence of oxygen. As noted earlier the decomposition showed more complex behavior.
The reaction consisted of a number of steps. The first occurred on the surface, which was
followed by a gas phase mass transfer step. After this the reaction proceeded by diffusion via a
porous-reacted zone and chemical reaction at the boundary. Investigations by Aman and
Thoma (2002) into the light stability of nifedipine and molsidomine showed that particle size
had a considerable effect on their photostability. It was found that after two hours of
irradiation, decomposition was approximately 5% to 10% higher in the smaller-size ranges of
the compounds.

The Hanau sun test is a constant intense light source, thus using 10 uM of the CD in
pH 7.4 at room temperature, the degradation is measured. Under these conditions if the
compound shows a half-life of greater than five hours, it is classified as stable. If the compound
has a half-life of less than five minutes, it is classified as very photolytically unstable.

Solution Calorimetry

Solution calorimetry provides a direct measure of the thermodynamics (and kinetics) of
dissolution. On mixing a material with an appropriate solvent, heat flow is measured (Royall
and Gaisford, 2005) as a function of time and integrated to give the molar enthalpy of solution
(AsoiH ). The cumulative enthalpy of solution encompasses a measure of the energy associated
with wetting, breaking of lattice bonds, and solvation. Classification of thermodynamic stability
by solution calorimetry relies upon the energetics of wetting and solvation across polymorphs to
be constant, thereby providing a measure of lattice “strength” or energy. While the component
associated with heat of solvation may be correctly regarded as constant between polymorphs, the
heat of wetting may vary as a function of crystal habit and changes in surface characteristics, thus
giving rise to some variability.

There are two types of solution calorimetry systems: isoperibol and isothermal. In the
former technique, the heat change caused by dissolution of the solute results in a change in
temperature of the solution. This results in a temperature-time plot from which the heat of
solution is calculated. By contrast, in isothermal solution calorimetry (where, by definition, the
temperature is maintained constant) any heat change is compensated by an equal, but
opposite, energy change, which is then the heat of solution (Gu and Grant, 2001). Furthermore,
microsolution calorimetry can be used with as little as 3 to 5 mg of compound. Experimentally
the sample is introduced into the equilibrated solvent system, and the heat flow is measured
by a heat conduction calorimeter such as thermal activity monitor (TAM).

The relative stability of polymorphs can be investigated by assessing the magnitude and
sign (endothermic/exothermic) of the enthalpy of dissolution. For instance, a more
endothermic (or less exothermic) response indicates that the energy of solvation of the solute
does not compensate for the breaking of lattice bonds, and it is therefore the more stable solid
or polymorph (Goa and Rytting, 1997). Solution calorimetry was used by Pikal et al. (1978) to
determine the heats of solution of different forms of some B-lactam antibiotics. It has also been
used to quantitate binary mixtures of three crystalline forms of sulfamethoxazole (Guillory and
Erb, 1985). Solution calorimetry, in conjunction with thermal analysis, was used by Wu et al.
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(1993), to examine the two polymorphs of losartan. The heats of solution for polymorphs I and II
were measured in water and N,N-dimethylformamide. However, the heats of transitions were
insignificant (AHt = 1.72 kcal/mol). Gu and Grant (2001) used isoperibol solution calorimetry
(in addition to solubility measurements) to estimate the transition temperature of the
polymorphs of sulfamerzine at any one temperature. They validated their method by a bracketing
technique for assessing the solution-mediated transition of the polymorphs around the predicted
transition temperature.

One problem commonly encountered with lipophilic drug molecules is around
wettability in aqueous media. Poor wettability often leads to a broadening of the dissolution
process to such an extent that, in some cases, integration of the data to determine the enthalpy
of dissolution becomes intractable. To deal with this problem surfactants can be used, as
exemplified by the solution calorimetry assessment of cimetidine polymorphs (Souillac et al.,
2002). The surfactants sodium dodecyl sulfate (1% w/v) and polysorbate 80 (3% w/v) were
used at concentrations significantly above their critical micelle concentrations (cmcs) to aid the
wetting process. Positive results were obtained with regard to wettability, and they were able
to demonstrate that form A of cimetidine was the most stable polymorph.

Hendriksen (1990) used solution calorimetry to investigate the crystallinity of calcium
fenoprofen samples. The more perfect the crystals, the higher the heat of solution. Lattices with
higher levels of disruption, conversely, gave lower heats of solution. Coquerel (2006) has
discussed the issue of structural purity and the range of analytical techniques (including
solution calorimetry) used to assess the aspect of the organic solid state. Solution calorimetry
can also be used to evaluate amorphous-crystalline compositions in binary mixtures.

Solution calorimeters are calibrated using KCl in water (for endothermic processes) and
tris-HClI in 0.01M HCI (for exothermic processes) standards. For example, the heat of solution
(AH®) of KCl at 25°C (298.15 K) is 235.86 + 0.23 J/g. Similarly, the AH® for tris-HCl at 25°C is
—29.80 kJ/mol (Kilday, 1980). Further work by the NIST has examined the enthalpy of solution
of sodium chloride and reported further work on KCl as a standard (Archer and Kirklin, 2000).
Yff et al. (2004) have investigated a number of methods used for solution calorimetry
calibration. In this study, experiments were performed using 50, 100, and 200 mg of KCl in
water, tris, and sucrose as calibrants. They found that 200 mg of KCl gave the best results and
that although the tris data was more variable, it was still acceptable. Similarly, sucrose was
found to be acceptable although less robust than KCl.

Intrinsic Dissolution

During the preformulation stage, an understanding of the dissolution rate of a drug candidate
is necessary, since this property of the compound is recognized as a significant factor involved
in drug bioavailability. Dissolution of a solid usually takes place in two stages: solvation of the
solute molecules by the solvent molecules followed by transport of these molecules from the
interface into the bulk medium by convection or diffusion. The major factor that determines
the dissolution rate is the aqueous solubility of the compound; however, other factors such as
particle size, crystalline state (polymorphs, hydrates, etc.), pH, and buffer concentration can
affect the rate. Moreover, physical properties such as viscosity and wettability can also influence
the dissolution process.

Ideally dissolution should simulate in vivo conditions. To do this it should be carried out
in a large volume of dissolution medium, or there must be some mechanism whereby the
dissolution medium is constantly replenished by fresh solvent to mimic the dynamic in vivo
state. Provided this condition is met, the dissolution testing is defined as taking place under
sink conditions. Conversely, if there is a concentration increase during dissolution testing, such
that the dissolution is retarded by a concentration gradient, the dissolution is said to be
nonsink. While the use of the USP paddle dissolution apparatus, for example, is mandatory
when developing a tablet, the rotating disc method has great utility with regard to preformulation
studies. The intrinsic dissolution rate is the dissolution rate of the compound under the condition
of constant surface area. The rationale for the use of a compressed disk of pure material is that
the intrinsic tendency of the test material to dissolve can be evaluated without formulation
excipients.
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Intrinsic dissolution rates of compounds obtained from rotating disks have been
theoretically reported by Levich. Under hydrodynamic conditions, the intrinsic dissolution
rate is usually proportional to the solubility of the solid. However, as predicted by Levich, the
dissolution rate obtained will be dependent on the rotation speed. Jashnani et al. (1993) have
reported the validation of an improved rotating disk apparatus after finding that the original
apparatus gave nonzero intercepts when the experiments of albuterol disks were conducted at
various rotation speeds.

In the Wood’s dissolution apparatus experiments, a disk is prepared by compression of
~200 mg of the CD in a hydraulic press—an IR press is ideal, and this gives a disk with a
diameter of 1.3 cm. It should be noted that some compounds do not compress well and may
exhibit elastic compression properties, that is, the disk may be very weak, might cap and
laminate, rendering the experiment impossible. In addition to poor compression properties,
another complication is that some compounds can undergo polymorphic transformations due
to the application of pressure. This should therefore be borne in mind if there is insufficient
compound to perform post-compaction investigations such as by XRPD. Persson et al. (2008)
has described the design and characterization of a miniaturized intrinsic dissolution
apparatus. The disks in this apparatus amount to 5 mg, which makes them amenable for
screening purposes in early development.

If the disk has reasonable compression properties, it is then attached to a holder and set
in motion in the dissolution medium (e.g., water, buffer, or simulated gastric fluid) at rotation
speeds of around 100 rpm. A number of analytical techniques can be used to follow the
dissolution process; however, UV-visible spectrophotometry and HPLC with fixed or variable
wavelength detectors (or diode array) appear to be the most common. The UV system employs
a flow-through system and does not require much attention; however, if HPLC is used, then
any aliquot taken should be replaced by an equal amount of solvent. The intrinsic dissolution
rate is given by the slope of the linear portion of the concentration versus time curve and has
the units of mg/min cm?. The use of ATR UV-visible spectrophotometry has also been used by
Florence and Johnston (2005). The advantage of the ATR technique is that the measurements
can be done in situ in the dissolution flask. This relies on the occurrence of a short-lived wave
in the suspension medium compared with crystals where the radiation is propagated due to
internal reflection. Since the penetration of this wave is of the order of the wavelength of the
radiation (dp), then it is supposed that there is no interaction with the particles and hence can
be used to measure the, much higher, solution concentration of the solute (Schlemmer and
Katzer, 1987).

Figure 30 shows the increase in absorbance due to dissolution of approximately 200 mg
of the sodium and calcium salts of nedocromil in water. The sodium salt, which is soluble to
approximately 300 mg/mL, dissolved much more rapidly than the calcium salt, whose
solubility is only 1.4 mg/mL. Similarly, Li et al. (2005b) compared the intrinsic dissolution
profiles of haloperidol and its hydrochloride and mesylate salts. They found that the
dissolution rates (at constant pH) of the mesylate were much higher than either the freebase or
hydrochloride (except at pH <2). At higher pH values the HCl salt showed a higher rate such
that a diffusion layer pH effect could be used to explain the rank order of dissolution. With
respect to the presence of water in the crystal lattice, Pereira et al. (2007) showed that the
intrinsic dissolution rate of the anhydrate of nevirapine was 1.5 times faster than that of the
hemihydrate in 0.01M HCl.

Yu et al. (2004) have investigated the feasibility of using this technique to determine the
BCS solubility class of drugs. They determined the intrinsic dissolution rates of six low
solubility and nine high solubility model drugs at three pHs (1.2, 4.5, and 6.8) under a variety
of experimental conditions, for example, compression force and dissolution medium volume.
Since these parameters had no effect on the dissolution rates of the test compounds, they
recommended that investigations be carried out at 2000 psi (compression), 900 mL (dissolution
medium volume), 0.5 in. (die position), and 100 rpm (rotation speed). Although the test
compounds gave rise to a good correlation between the dissolution rate and the BCS solubility
classification, the authors highlighted that further work was needed before it could be utilized
as a regulatory test.
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Figure 30 Plot of increase in absorbance versus time for a sodium and calcium salt of nedocromil undergoing
intrinsic dissolution in water.

CRYSTAL MORPHOLOGY ASSESSMENT

The external shape or morphology of a crystal is termed the crystal habit, and a variety of
shapes have been defined in the USP. These include acicular, which are needlelike crystals,
whose width and thickness are similar and is typical of that crystallized by many
pharmaceutical compounds (Puel et al., 2008). Needlelike crystals present many difficulties
in both the primary and secondary manufacturing arenas. For example, they may be difficult
to filter and dry once crystallized and in formulation terms may have poor bulk densities and
flow properties (Variankaval et al., 2008). Other morphologies defined are columnar, flake,
plate, lath, and equant. In addition to the habit of individual crystals, the crystals may come
together in aggregates or agglomerates where they either adhere or fuse together. The habit of
a crystal is determined by the way in which the solutes orientate themselves during
crystallization and growth (Gadewar et al, 2004). Therefore, the general shape of a crystal is the
result of the way individual faces grow, and during growth the fastest growing faces are
usually eliminated.

Crystal morphology or habit is important, since it can influence a number of formulation
properties of the compound (Tiwary, 2003). For example, powder flow properties (Banga et al.,
2007), compaction (Rasenack and Miiller, 2002) and stability have all been found to be largely
dependent on crystal morphology. As another example of the effect of the crystal habit on a
formulation, Tiwary and Panpalia (1999) examined the effect of the crystal habit on the
suspension stability and pharmokinetics of trimethoprim. They found that crystals (produced
under different crystallization conditions) with the most anisotropic shape exhibited the best
physical stability; however, the pharmacokinetics of each crystal habit examined showed
equivalent pharmacokinetics.

Since solvents can preferentially adsorb to crystal faces during the growth process,
crystals of a substance produced under different crystallization conditions may exhibit an
entirely different physical appearance, even though they still belong to the same crystal system
(Stoica et al., 2004). This arises due to the fact that strong solvent-solute interactions inhibit the
development of specific faces of the growing crystal leading to a different morphology. Of
course polymorphs can exhibit different morphologies (Coombes et al., 2002). Figure 31 shows
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Figure 31 Morphologies of two polymorphs of a
| development compound.

two morphologies obtained after crystallization from IMS-water and heptane. The sample
obtained from heptane exhibited a platelike morphology, and the second sample, more tabular
and agglomerated, was obtained from an IMS-water mixture.

If a compound exhibits a particular morphology that may cause formulation problems, it
is worthwhile investigating ways in which to change the habit via crystallization from different
solvents (Winn and Doherty, 2000). Additionally, the effect of impurities or additives on the
crystal habit should not be overlooked, as these can act as crystal poisons or promote growth in
a particular crystallographic direction. Figure 32 shows some scanning electron micrographs of
a variety of crystal habits found for some CDs.

The most accurate way of determining the symmetry of a crystal is to use an optical
goniometer to measure the angles between the crystal faces (Lechuga-Ballesteros and
Rodriguez-Hornedo, 1995). However, this technique requires a good-quality crystal of adequate
size, typically greater than 0.05 mm in each direction.

The Materials Studio software (Accelrys) can be used to model the morphology of
crystals as well as the effect of additives on morphology. Both the BFDH (Bravais, Friedel,
Donnay, and Harker) and attachment energy models, in conjunction with force field methods,
are used in the morphology prediction. The attachment energy approach gives the growth
morphology of the crystal studied, but it is also possible to calculate the shape of a small
particle in equilibrium with its growth environment by computing the surface energy of each
relevant face. Figures 33 and 34 show the predicted morphologies of a- and y-indomethacin
using the attachment energy models. Although reasonable comparison can be made it is clear
that for y-indomethacin, the crystals are less elongated than predicted by the model and points
to an interaction between the crystal and solvent of crystallization.

Deij et al. (2008) has presented a comparison of the morphology prediction methods of
the polymorphs of venlafaxine. In addition to the BFDH and attachment energy methods, they
also used a kinetic Monte Carlo growth simulation, which was compared to experimental
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Figure 33 Attachment energy morphology prediction «-indomethacin.

Figure 34 Attachment energy model morphology prediction y-indomethacin.
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observations of morphology. They showed that for three polymorphs the BFDH methodology
did not give good results. The attachment energy method showed better results, but still was
not in good agreement with those observed experimentally. In contrast the Monte Carlo method
showed much better concordance with the habits except for form III of this compound.

Surface interactions between solvent molecules and growing faces can also be modeled.
It is well known that the stronger the solvent binds to a particular face, the more it will inhibit
the growth of that face so that morphology will be affected. This can be computationally
simulated, for example, the interaction of paracetamol with ethanol has been reported (Green
and Meenan, 1996). The ability to predict crystal morphology, that is, to identify key growth
faces, combined with the ability to analyze the surface chemistry of each of the faces in detail
(including interactions with solvent molecules, excipients, and impurities) enables rational
control of morphology and crystal growth, for example, an undesirable morphology (a plate)
can be transformed into a more isometrical shape.

MICROSCOPY

Optical Microsocopy

The optical microscope is a powerful analytical technique (Cooke, 2000). Direct observation can
allow the investigating scientist to evaluate such things as, for example, crystal size, shape, and
birefringence. Often different polymorphs can have very different shapes, and this might be
the first clue that a change in crystallization conditions has produced another polymorph. For
example the o- and B-indomethacin polymorphs show needle- and platelike habits, respec-
tively (Figs. 33 and 34). In addition to morphological assessments of crystals, optical
microscopy can be used to measure their refractive indices. Watanabe et al. (1980) have shown
that to identify the crystal it is not necessary to measure the principal refractive indices. By
simply measuring two indices that are unique and reproducible is sufficient. These were
termed the key refractive indices that, according to these workers, are all that are needed to
identify any particular compound.

Birefringence is a phenomenon whereby polarized light is refracted through the crystal.
It occurs when a crystal separates a beam of light into two unequally refracted, polarized
beams because the velocity of the light beam through the crystal is not the same in all
directions. If crystals exhibit birefringence, this is a good indicator that the sample is crystalline
and thus is a quick and easy check if a crystallization process has been successful.

Different polymorphs have different internal structures so that they belong to different
crystal systems. Therefore, theoretically, polymorphs can be distinguished using polarized
light and a microscope. The crystals can be either isotropic or anisotropic. In the case of isotropic
crystals the velocity of light is the same in all directions, while anisotropic crystals have two or
three different light velocities or refractive indices. The refractive indices, along with some other
optical properties, of form I and II of paracetamol have been reported by Nichols (1998). From
these data it was concluded that form I of paracetamol could be optically distinguished from
form II due to its lower birefringence and strongly dispersed extinction. Its morphology was also
shown to be different.

Scanning Electron Microscopy

Often crystal sizes are so small that they cannot be seen easily using an optical microscope.
Under these circumstances scanning electron microscopy (SEM) becomes the method of choice
for imaging. An SEM is composed of a tungsten filament (the electron source), a column
(which contains a number of electromagnetic lenses), and a sample chamber. Since it uses
electrons as the source of illumination, far higher magnifications and resolutions can be
obtained.

After production, the electrons are accelerated along the path of the column, pass
through the electromagnetic lenses to give a fine beam of electrons, which impact the surface of
the sample. The sample is mounted on a stage contained in the chamber area, which can be
under high or low vacuum depending on the design of the microscope. The electron beam
rasters (scans) across to produce the image from the electrons generated at the surface
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Figure 35 SEM images of sibenadit HCI and low and high magnification. Abbreviation: SEM, scanning electron
microscopy.

(secondary electrons) or from deeper down in the sample (backscattered). Both secondary and
backscattered electrons arise from electrons being knocked out of orbit from the impact of the
accelerated electrons from the filament. Traditionally, to prevent charge build up on nonconductive
particles, samples need to be coated with gold or palladium and run under high vacuum.
However, over the last decade environmental scanning electron microscopy (ESEM) allows
the examination of samples surrounded by a low vacuum gaseous environment, that is, high
vacuum is not required and the specimen does not need to be conductive. These microscopes
are designed so that the electron gun and electron optical system are maintained under high
vacuum, while the sample chamber is maintained at a lower vacuum. A small aperture
connecting the two parts allows this differential pressure to be maintained.

In ESEM mode the primary electron beam on bombarding the specimen results in
secondary electrons being produced, which are attracted to the positively charged detector.
However, as the secondary electrons travel toward the detector, they collide with the nitrogen
molecules in the atmosphere, resulting in more electrons causing an amplification of signal and
ionization of the gas molecules. The positively charged gas ions are attracted to negatively
charged samples, neutralizing the charge. Likewise water vapor can be introduced into the
sample chamber, allowing wet samples to be examined.

These signals can provide information not only about the surface appearance or
topography of the sample but also its composition and microstructure. To obtain good images
the user needs to identify the optimum combination of accelerating voltage, spot size, vapor
pressure, and working distances, especially for small particles. Often, in such cases faster
turnaround times can be obtained using coated samples. Figure 35 shows two images obtained
of sibenadit HCl at low and high magnification. In the first image, obtained at a magnification
of 115x, only clusters of crystals are observable. However, when the magnification was
increased to 12000, the clusters were seen to be composed of very fine thin plates. The second
example (Fig. 36) shows a wet sample obtained using ESEM fresh from a filter cake after
deliquoring—this was an example of a fragile hydrate where the water content was greater
than 80%.

Atomic Force Microscopy
Atomic Force Microscopy (AFM), a high-resolution scanning probe microscope instrument,
operates by measuring attractive or repulsive forces between a cantilevered tip and the sample.
In its repulsive “contact” mode, the instrument lightly touches the end of a leaf spring or
cantilever to the sample. As a raster scans and drags the tip over the sample, a detection
apparatus measures the vertical deflection of the cantilever, which indicates the height of the
local sample. AFMs can achieve a resolution of 10 pm and, unlike electron microscopes, can
image samples in air or under water.

AFM has numerous uses including, for example, the characterization of polymorphs
(Muster and Prestidge, 2002; Danesh et al., 2001). The fact that AFM measurements can be
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Figure 36 ESEM of a fragile hydrate.
Abbreviation: ESEM, environmental scanning
electron microscopy.

performed under aqueous conditions allows both crystallization and dissolution processes to
be studied (Danesh et al. 2001, Wilkins et al. 2002). The AFM can also be combined with
thermal analysis. Known as scanning thermal microscopy (SThM), it has been used to
distinguish the polymorphs of cimetidine (Sanders et al., 2000).

HYGROSCOPICITY

Hygroscopicity is the interaction of a material with moisture in the atmosphere (Reutzel-Edens
and Newman, 2006 and Newman et al., 2007). The propensity of a compound to sorb moisture
is an important aspect to consider during the selection of a CD. Properties such as the crystal
structure, powder flow, compaction, lubricity, dissolution rate, and polymer film permeability
can be affected by moisture adsorption (Ahlneck and Zografi, 1990). As an example of its
importance in the inhalation area, Young et al. (2003) reported the effect of humidity level on
the aerosolization behavior of micronized sodium cromoglycate, salbutamol sulfate, and
triamcinolone acetonide. They found that the fine particle and delivered dose for both
salbutamol sulfate and sodium cromoglycate decreased with increasing relative humidities.
Moisture is also an important factor that can affect the stability of CDs and their
formulations. Sorption of water molecules onto a CD (or excipient) can often induce hydrolysis
(Yoshioka and Cartensen, 1990). The influence that moisture has on stability depends on how
strongly it is bound, that is, it depends on whether the moisture is free or bound moisture.
Generally, degradation arises as a function of free water, which may be due to its ability to
change the pH of the surfaces of CD and excipient (Monkhouse, 1984). The sorption of
moisture onto drug excipient mixtures may result in surface dissolution and alteration of the
pH. This in turn has the possibility of inducing degradation. For example, when remacemide
HCl salt was mixed with lactose, it was apparently stable even when stored at 90°C for
12 weeks. However, when the experiment was carried out in the presence of moisture,
extensive degradation by way of the well-known Maillard reaction took place (Table 14).
The measurement of free water is expressed as a,, or equilibrium relative humidity (ERH).
The a,, of a substance is thus defined as the ratio of the vapor pressure of water due to the
substance (Pqp,) to the vapor pressure of pure water (Pp,0) at a given temperature (equation 30).

Psub
Ay = —

= 30
Pro (30)
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Table 14 Compatibility Study Between Remacemide HCI and Lactose

Water Storage Storage Moisture Percent of drug
added (pL) temperature (°C) time (wk) Color by TGA recovered
0 25 1 White 2.6 101.2
4 White 2.6 99.4
12 White 2.6 102.8
70 1 White 2.6 105.0
White 2.6 101.8
12 Off-white 25 100.3
90 1 White 2.6 102.5
4 White 2.6 98.5
12 Off-white 2.2 100.2
25 25 1 White 2.6 93.6
White 6.8 102.6
12 White 5.0 88.4
70 1 Brown 3.2 91.4
4 Brown/black N/12 99.7
12 Brown/black N/I 74.4
90 1 Brown 4.0 98.5
Brown/black N/I 90.0
12 Black N/I 51.4

aThemogram not interpretable due to extensive sample degradation.

ERH is a,, expressed as a percentage (equation 31).
ERH = a,, x 100 (31)

Numerically ERH equals the RH generated by a substance in a closed system.

The ambient moisture level in the atmosphere will vary with time as shown by Figure 37;
these data were recorded in Loughborough, United Kingdom, in February 2001. As can be
seen, the temperature was relatively constant in the laboratory at around 22°C; however, the
RH varied from ~20% to 60% RH. Thus, information on the sensitivity of compounds and their
formulations to ambient RH is needed and indeed can be critical for the selection of compound
from the discovery phase.
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Figure 37 Temperature and laboratory relative humidity levels in Loughborough, United Kingdom, in winter.
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Table 15 Hygroscopicity Classification

Class 1: Nonhygroscopic Essentially no moisture increases occur at relative humidities below 90%

Class 2: Slightly hygroscopic Essentially no moisture increases occur at relative humidities below 80%

Class 3: Moderately hygroscopic ~ Moisture content does not increase more than 5% after storage for 1 wk at
relative humidities below 60%

Class 4: Very hygroscopic Moisture content increase may occur at relative humidities as low as 40-50%

Source: From Callaghan (1982).

When compounds interact with moisture, they retain the water by either bulk or surface
adsorption, capillary condensation, chemical reaction, and, in extreme cases, formation of a
solution (deliquescence). It has been shown that when moisture is absorbed to the extent that
deliquescence takes place at a certain critical relative humidity (CRH), the liquid film
surrounding the solid is saturated. This process is dictated by vapor diffusion and heat
transport rates (Kontny et al., 1987). The converse of deliquescence is efflorescence, and this
occurs when the crystal loses water of crystallization below a critical water vapor pressure. For
example, Griesser and Burger (1995) found that caffeine hydrate lost its water of crystallization
even at 61% RH. It has also been observed that the three known polymorphs of oxytetracycline
have different hygroscopicity profiles (Burger et al., 1985). Bound water is not available if it is
(1) a crystal hydrate, (2) hydrogen bonded, or (3) sorbed or trapped in an amorphous structure.
Callaghan et al. (1982) have classified the degree of hygroscopicity of some excipients into
four classes (Table 15). Another classification system has been proposed by the European
pharmacopeia (1999).

Visalakshi et al. (2005) used the same approach to examine a range of 30 drugs. Using RH
conditions between 11% and 93%, they found that 23 were class I, 4 were class II, and 3 were
class III (which exhibited deliquescence). The same group also reported the apparent increased
uptake of moisture in the presence of light (Kaur et al., 2003). While the basis of these
observations was not explored, they concluded that this phenomenon should be borne in mind
for those products developed and packaged for countries with high levels of intense daylight.

If a CD or salt is moderately or very hygroscopic, it would normally be rejected.
However, the decision to proceed with a compound that takes up less water should be taken
on a case-by-case basis: experience indicates that around 2% to 3% is a sensible cutoff.
However, a compound may take up to 5% moisture and not be accompanied by any serious
effects, that is, may remain stable and free flowing despite a high level of surface moisture.
Moreover, there may be phase change to a hydrate, which may be beneficial in some
circumstances. For inhalation compounds, however, moisture sorption and desorption can
have serious deleterious effects on the formulation, and lower limits of moisture can be
tolerated. This is particularly true if the compound is a hydrate that takes up water from the
atmosphere nonstoichiometrically.

Hygroscopicity—Methods

Gravimetric Vapor Sorption

Measurement of the hygroscopic properties of a compound can be carried out on small
quantities of compound using, for example, a gravimetric vapor sorption (GVS) analyzer
(Roberts, 1999). The RH is generated by bubbling nitrogen through a water reservoir where it is
saturated with moisture. Using a mixing chamber the moist nitrogen is mixed with dry
nitrogen in a fixed ratio, thus producing the required RH. The moist nitrogen is then passed
over the sample, and the instrument is programmed such that the increase in weight due to
moisture is monitored with time using an ultrasensitive microbalance. The compound takes up
moisture and reaches equilibrium, at which point the next RH stage is programmed to start.
The sorption and desorption of moisture can be studied using this instrument, and, in
addition, the effect of temperature can be investigated. Using this technique, a quantity as
small as 1 mg can be assessed. As an extension to the use of this instrument to investigate the
propensity of compounds to from hydrates, it can also be used to determine whether
compounds form solvates. As example of this analogous behavior, Burnett et al. (2007)
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Figure 38 Moisture sorption-desorption profile of nedocromil sodium.

reported formation and desolvation of the acetone solvate of carbamazepine when subjected to
increasing or decreasing partial pressures of acetone.

Normally the moisture sorption-desorption profile of the compound is investigated.
From a practical point of view, we have found that a two-cycle regime starting at 40% RH,
increasing to 90% RH, decreasing to 0% RH, and then repeating the cycle can reveal a range of
phenomena associated with the solid. Starting the experiment at 0% RH is not recommended
since hydrates or solvates that are prone to desolvation at low RHs will proceed to dehydrate
before the start of the experiment proper and therefore may mislead the operator.

Alternatively there may be a larger uptake of moisture, which can indicate a phase
change. In this case, the desorption phase is characterized by only small decreases in the
moisture content (depending on the stability of the hydrate formed) until at a certain RH
the moisture is lost. In some cases, hydrated amorphous forms are formed on desorption of
the hydrate formed on the sorption phase. Figure 38 shows the moisture sorption-desorption
profile of nedocromil sodium (Khankari et al., 1998).

The crystal structure of nedocromil sodium (discovered and developed at AstraZeneca’s
R&D site in Loughborough, U.K.) shows that it is a stoichiometric channel hydrate [the crystal
structures of the trihydrate (Freer et al., 1987) and a heptahemihydrate (Khankari et al., 1995)
have been reported]. Figure 39 shows the crystal structure (viewed along the a-axis, with
sodium ions and oxygen atoms of the water molecules highlighted) obtained from the CSD
(code FUFJUL).

At ambient RH the compound exists as a trihydrate, which changes to a heptahemihy-
drate (7.5 mole equivalent H,O) when the RH exceeds 90%. The higher hydrate was found to be
stable to decreasing RH conditions until less than 10% RH was achieved, resulting in the loss of
all the sorbed moisture to generate a partially amorphous phase. Nedocromil sodium proceeds
from one hydrate to another at a defined RH and can be classified as a stoichiometric hydrate. The
uptake of moisture to form hydrates is a relatively common phenomenon observed for sodium
salts, and in some circumstances, the free acid or another salt may be preferred. Figure 40 shows
the moisture sorption-desorption profiles of the sodium salt and free acid of a development
compound. The sodium salt forms a dihydrate and tetrahydrate on exposure to increasing
relative humidities, whereas the free acid sorbs much less moisture from the atmosphere and
thus, from a development point of view, is the more attractive option.

In contrast, a compound in the MCT-1 series reported by Guile et al. (2006) exhibited a
number of polymorphic forms with very different moisture sorption and desorption profiles.
For example form I, which was obtained from ethyl acetate, showed low moisture uptake;
however, form III crystallized from water and formed a stoichiometric channel hydrate (shown
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Figure 39 Crystal structure of nedocromil sodium trihydrate. Source: 3D Search and Research Using the Cambridge
Structural Database, Allen, F. H. and Kennard O. Chemical Design Automation News, 8 (1) pp 1 & 31-37, 1993.

in Fig. 41) with a very narrow stability window between an anhydrated phase and a
tetrahydrate. The consequence of this behavior was that because of atmospheric RH changes,
the moisture content form could change from day to day, making form III a very unattractive
solid form.

In terms of salt selection procedures, the CRH of each salt should be identified. This is
defined as the point at which the compound starts to sorb moisture (Cartensen et al., 1987).
Clearly, compounds or salts that exhibit excessive moisture uptake should be rejected. The
level of this uptake is debatable, but those that exhibit deliquescence (where the sample
dissolves in the moisture that has been sorbed) should be automatically excluded from further
consideration.

One unusual case that is worth sharing is that of tert-butylhydroxylamine acetate. This
compound showed variable moisture content, but when investigated by GVS, in an attempt to
understand its moisture sorption properties, gave very strange mass change versus RH plots as
shown in Figure 42.

It was observed that the compound had an unusually high vapor pressure, which meant
that when subjected to the nitrogen flow in the GVS, it disappeared from the sample pan! To
overcome the tendency of this compound to evaporate, the flow rate of the nitrogen was
reduced from 120 to 5 cc/min: the temperature was also reduced from 25°C to 5°C in an effort
to control the mass loss due to the nitrogen flow. Even with these measures in place some
weight loss was noted; however, the results did point to the formation of a stoichiometric
hydrate (Fig. 43).

The automation of moisture sorption measurements is now a routine method of
characterizing the moisture sorption properties of compounds. Prior to this advance, moisture
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Figure 42 Moisture sorption and desorption profile for tert-butylhydroxylamine acetate under normal operating
conditions.

sorption of compounds (~10 mg) was done by exposing weighed amounts of compound in
dishes placed in sealed desiccators containing saturated salt solutions. Saturated solutions of
salts that give defined RHs (as a function of temperature) have been reported by Nyqvist
(1983). A typical range at 25°C is given in Table 16. The samples are then stored at a selected
temperature and analyzed at various time points for moisture and stability usually by TGA
and HPLC, respectively.

When conducting these experiments it is wise to analyze the solid phase during or after
the experiments to ascertain the effect of the moisture sorption and desorption process. For
example, Gift and Taylor (2007) modified their moisture sorption instrument to accommodate
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Table 16 Relative Humidities Generated by Various Saturated Salt Solutions

Salt solution Percent of relative humidity at 25°C
Silica gel 0
Potassium acetate 20
Calcium chloride 32
Sodium bromide 58
Potassium bromide 84
Dipotassium hydrogen phosphate 92
Water 100

Source: From Nyqvist (1983).



Preformulation Investigations 99

a Raman spectrometer. Using this combination of techniques, they were able to follow the
mechanism of a number of moisture sorption processes, for example, hydrate formation and
amorphous to crystalline transitions. Off-line analysis should also be undertaken; for example,
SEM, DSC, and XRPD can be used to examine whether a sample has changed after
hygroscopicity experiments.

While most companies use GVS as a compound classification technique for screening
purposes and selection, Willson and Beezer (2003) have explored the thermodynamic aspects
of the sorption process.

THERMAL ANALYSIS

There are a number of interrelated thermal analytical techniques that can be used to
characterize the salts and polymorphs of CDs. As noted earlier, the melting point of a salt can
be manipulated to produce compounds with desirable physicochemical properties for specific
formulation types. Giron (1995) has reviewed thermal analytical and calorimetric methods
used in the characterization of polymorphs and solvates. Of the thermal methods available for
investigating polymorphism and related phenomena, DSC, TGA, and HSM are the most
widely used. The combination of thermal analysis with other techniques has been described by
Giron (2001).

Differential Scanning Calorimetry

There are two basic types of DSC. The first is the heat flux type (e.g., Mettler and du Pont),
where sample and reference cells are heated at a constant rate, and thermocouples are used to
detect the extent of the differential heat transfer between the two pans. The other DSC system
is the power compensation type (e.g., Perkin—Elmer). With this type of calorimeter, if an
exothermic or endothermic event occurs when a sample is heated, the power added or
subtracted to one or both of the furnaces to compensate for the energy change occurring in the
sample is measured. Thus, the system is maintained in a thermally neutral position at all times,
and the amount of power required to maintain the system at equilibrium is directly
proportional to the energy changes that are occurring in the sample. In both instruments, a few
milligrams of the compound under study are weighed into an aluminum pan that can be open,
hermetically sealed, or pierced to allow the escape of water, solvent, or decomposition
products from pyrolysis reactions. The third type of DSC is the T,ero DSC marketed by TA
instruments, which is a hybrid of the power compensation and heat flux instruments (Dallas
et al., 2001). The T,ero accounts for the differences between the two types of instruments such
that the sensitivity and resolution is improved on a very flat baseline, which can be a
disadvantage of the power-compensated machines. In addition to these advantages, direct
measurement of heat capacity can be obtained.

There are a number of variables that can affect DSC results (van Dooren, 1982). These
include the type of pan, heating rate, the nature and mass of the compound, the particle size
distribution, packing and porosity, pretreatment, and dilution of the sample. Normally
experiments are carried out under a nitrogen atmosphere. Phenomena that can be detected
using this technique include melting (endothermic), solid-state transitions (endothermic), glass
transitions, crystallization (endothermic), decomposition (exothermic), and dehydration or
desolvation (endothermic). DSC can also be used for purity analysis (Giron and Goldbronn,
1995). However, this is restricted to those compounds that are greater than 98% pure. It may be
appropriate, if HPLC methods are not available, to use DSC to estimate purity, but it should be
emphasized that DSC is much less accurate than HPLC in this respect.

A heating rate of 10°C/min is a useful compromise between speed of analysis and
detecting any heating rate-dependent phenomena. If any heating rate-dependent phenomena
are evident, experiments should be repeated varying the heating rate to attempt to identify the
nature of the transition(s). These may be related to polymorphism, discussed earlier in this
chapter, or to particle size. Roy et al. (2002) have produced a paper regarding the establishment
of an experimental design for DSC experiments. Using benzoic acid and vanillin they
examined the effect of sample size, heating rates, atmosphere, crucible type, and RH. Their
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Figure 44 DSC showing particle size and heating rate effects on AR-C69457AA. Abbreviation: DSC, differential
scanning calorimetry.

study concluded that a small sample size (3-5 mg), a low-heating rate (2°C/min), a nitrogen
atmosphere, and a crimped crucible without a pinhole were the preferred experimental
conditions. Figure 44 shows the effect of particle size and heating rate on the polymorphic
transition of AR-C69457AA.

At 10°C/min the sample showed a single endotherm; however, when the sample was
milled, it gave a thermogram that showed a melt-recrystallization-melt transformation. By
reducing the heating rate it can be seen that rather than being due to a polymorphic
transformation induced by the milling process, the transformation was due to a reduction in
particle size.

There are a number of parameters that can be measured from the various thermal events
detected by DSC. For example, for a melting endotherm the onset, peak temperatures, and
enthalpy of fusion can be derived. The onset temperature is obtained by extrapolation from the
leading edge of the endotherm to the baseline. The peak temperature is the temperature
corresponding to the maximum of the endotherm, and enthalpy of fusion is derived from the
area of the thermogram. It is the accepted custom that the extrapolated onset temperature is
taken as the melting point; however, some users report the peak temperature in this respect.
We tend to report both for completeness.

Recycling experiments can also be conducted whereby a sample is heated and then
cooled. The thermogram may show a crystallization exotherm for the sample, which on
subsequent reheating may show a different melting point to the first run. In a similar way
amorphous forms can be produced by cooling the molten sample to form a glass.

Figure 45 shows the DSC behavior of the methanolate, the desolvated solvate, and two
polymorphs of AR-C69457AA. These thermograms are quite complicated and would be
difficult to interpret in the absence of other measurements and observations using TGA, HSM,
and XRPD.

1. This is the methanol solvate, which showed a desolvation endotherm between 75°C
and 100°C: TGA recorded a weight loss of 4.5%. A second much smaller endotherm
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Figure 45 DSC thermograms of a number of forms of the hydrochloride salt of AR-C69457AA. Abbreviation:
DSC, differential scanning calorimetry.

was detected at ~170°C; however, no thermal events at this temperature were noted
using HSM.

2. This thermogram was obtained after the methanol solvate was desolvated in an
oven. As can be seen, the thermogram contained a number of thermal events. The
first, at ~100°C corresponded to small weight loss (residual solvent) detected by
TGA. An exotherm corresponding to crystallization was noted at ~125°C, which
indicated that desolvation produced an amorphous form which on heating
crystallized. The noncrystalline nature of this phase was confirmed by XRPD. The
crystalline material produced by this heating process melted at ~160°C.

3. This is the DSC thermogram of the first polymorph of the compound, which
consisted of an endotherm corresponding to the melting followed by an exotherm
due to immediate recrystallization to form a higher melting form of the compound.

4. The second polymorphic form of the compound consisted of two thermal events. The
first of which was a solid-state transition, that is, a transformation without a melt.
The second was confirmed by HSM to be the melting endotherm.

In an interesting extension of using DSC for polymorph investigations, Park et al. (2003)
have developed a DSC technique for determining the solubility of forms I and III of
carbamazepine, o« and B-glycine and forms I and III of mefenamic acid. The small amount of
compound required is attractive—especially when it is in short supply during prenomination
studies. Ledru et al. (2007) have used a high-pressure DSC pressured up to 450 MPa to
investigate the pressure dependence of the melting of forms I and II of paracetamol. This work
experimentally confirmed the topological P/T diagrams used by Espeau et al. (2005) to
determine the I-II-liquid triple point for these polymorphs.

This clearly shows that DSC can be an extremely informative technique, but it should not
be used in isolation, that is, additional information from other techniques is almost always
required for complete interpretation of the results.
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Table 17 Standards for Thermal Analysis

Temperature (°C) Substance

0 Water

26.87 Phenoxybenzene
114.2 Acetanilide

151.4 Adipic acid

156.6 Indium

229 Tin

232 Caffeine

327.5 Lead

419.6 Zinc

Source: From Giron-Forest et al. (1989), with permission from Elsevier.

DSC Calibration

The goal is to match the melting onset temperatures indicated by the furnace thermocouple
readout to the known melting points of standards and should be calibrated as close as possible
to the desired temperature. The standards should have the following properties:

* High purity

¢ Accurately known enthalpies
¢ Thermally stable

® Nonhygroscopic

¢ Unreactive pan atmosphere

The calibration of a DSC employs the use of standards, and Giron-Forest et al. (1989)
have listed a number of materials that can be used (Table 17). In this respect ultrapure indium
and lead traceable standards are probably the most convenient for a two-point calibration. The
relevant data are

indium onset temperature = 156.61 + 0.25°C, AH = 28.45 + 0.50 J/g
lead onset temperature = 327.47 + 0.50°C, AH = 23.01 + 1.0 J/g

Archer (2006) has reported a number of new traceable NIST Standard Reference
Materials (SRMs) for DSC measurements, that is, SRMs 2234 (gallium) and 2235 (bismuth).

Hyper—DSCTM

Recently the use of Hyper-DSC (McGregor et al., 2004) or fast-scan DSC (FSDSC) (Riga et al., 2007)
has been advocated as a method to investigate polymorphic transitions and other thermal
phenomena. Riga et al. (2007) showed that for a range of standard pharmaceuticals FSDSC caused
little or no variation in the melting temperature and heat of fusion values. One advantage of
increased heating rate is obviously a shorter analysis time and increased throughput.

Modulated DSC
In modulated DSC (MDSC) experiments the heating program is applied sinusoidally such that
any thermal events are resolved into reversing and nonreversing components. This allows
complex and even overlapping processes to be deconvoluted (Coleman and Craig, 1996). The
heat flow signal in conventional DSC is a combination of “kinetic” and heat capacity responses,
and FT techniques are used to separate the heat flow component from the underlying heat flow
signal. The cyclic heat flow part of the signal (heat capacity, C, x heating rate) is termed the
reversing heat flow component. The nonreversing part is obtained by subtracting this value
from the total heat flow curve: It is important to note that all of the noise appears in the
nonreversing signal.

In MDSC experiments there are a number of experimental conditions that need to be
optimized.
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Samples should be small, thin, and completely encapsulated in the DSC pan. This
minimizes temperature gradients and maximizes conductivity during the heating and cooling
cycles. Good thermal contact must also be ensured between the pans and the DSC head.

The heat capacity heat flow contribution during the heating and cooling cycles is
completely reversible.

The limitations of MDSC have been described as follows (Craig and Royall, 1998).

The sample does not follow the heating signal. There needs to be a sufficient number of
cycles to cover the thermal event under investigation. Some samples may fluctuate in temperature
during the sinusoidal ramp in temperature.

Royall et al. (1998) have described its use in the characterization of amorphous
saquinavir. Using this technique the glass transition could be separated from a relaxation
endotherm that appeared as part of the transition. Although it is useful in this respect the
measurements can be affected by such instrumental parameters as temperature cycling and
modulation period.

Rabel et al. (1999) have investigated the use of MDSC in preformulation studies. Its use in
investigating glass transitions was discussed; however, this was extended to consider its use
with regard to desolvation and degradation. For example, they showed that MDSC could
deconvolute concomitant melting and degradation thermal events. The events were separated
as melt (endothermic), which was reversible, and decomposition, which was nonreversible.
Polymorphic transformations were also investigated. The solid-state transformation of losartan
was subjected to the MDSC program, and in this case the transition was seen in the
nonreversible heat flow, and almost no reversible transition was detected.

Manduva et al. (2008) have extended the technique by describing a quasi-isothermal
modulated temperature differential scanning calorimetric (QI-MTDSC) analysis of the
polymorphs of caffeine. It differs from the conventional MDSC experiments described above
whereby the temperature of the sample is modulated around a constant underlying
temperature for a specified time. After this the temperature is moved up or down to produce
a set of quasi-isothermal steps. The net effect of this procedure is to eliminate the effect of
heating programs and thus obtain heat capacity data.

Microthermal Analysis

Microthermal analysis (W TA) is the combination of scanning probe microscopy with thermal
analysis (Craig et al., 2002). Using this technique, a sample can be scanned for not only thermal
conductivity but also topography, allowing thermal analysis to be performed on specific
regions of a sample.

Thermogravimetric Analysis

TGA is a thermal analytical technique that can be used to detect the weight lost on heating
solvates and hydrates as well as for determining thermal stability (Czarnecki and Sestak, 2000).
It is based on a sensitive balance that records the weight of the sample as it is heated. Typically
5 to 10 mg of compound is examined, and, like DSC, the experiments are normally conducted
under flowing nitrogen.

As an example, Figure 46 shows the TGA profile of nedocromil sodium trihydrate. It can
be seen from this figure that the water is lost in two steps. The first two-thirds of the water is
lost relatively easily on heating and corresponds to “loosely bound” hydrogen-bonded channel
water. The remaining one-third of the weight loss clearly represents water held more tightly in
the structure and is the water associated with a sodium ion in the crystal lattice. Thus, TGA can
detect that water or solvent is held in different locations in the crystal lattice and therefore has
the advantage over Karl Fischer titrations or loss on drying experiments that can only measure
the total amount of moisture present.

When conducting TGA experiments, it is a good practice not to use too small a sample
weight in the analysis, as this may give rise to inaccuracies due to buoyancy and convection
current effects. The total amount of moisture lost in TGA experiments is not affected by the heating
rate; however, the temperature at which it occurs may vary (Fig. 47). In addition, the dehydration
mechanism and activation of the reaction may be dependent on the particle size and sample
weight (Agbada and York, 1994). Galway (2000) has comprehensively reviewed the dehydration
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Figure 46 TGA of nedocromil sodium trihydrate. Abbreviation: TGA, thermogravimetric analysis.
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Figure 47 Effect of heating rate on the weight loss during a TGA experiment. Abbreviation: TGA, thermogravimetric
analysis.

mechanisms of hydrates in general, and Gillon et al. (2005) have examined the mechanism of
water loss from inosine dihydrate. Reddy et al. (2007) have described a TGA method for
quantifying the amount of sodium pantoprazole monohydrate in the sesquihydrate.

To identify the effluent gases and vapors that are evolved during TGA experiment it needs to
be coupled to another analytical instrument such as an FTIR or mass spectrometry [e.g., Pan et al.
(2005) for a gas chromatography-mass spectrometry (GC-MS) study of the succinate salt of a CD].
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The TGA can be calibrated using magnetic standards (e.g., alumel, cobalt, nickel, and
three alloys of nickel and cobalt) (Gallagher et al., 2003). If sublimation studies are being
undertaken, benzoic acid has been proposed as a calibration standard (Wright et al., 2002).

Hot-Stage Microscopy

HSM is a thermal analytical technique whereby a few milligrams of material is spread on a
microscope slide, which is then placed in the hot stage and heated. The hot stage consists of a
sample chamber with windows that allows the light from the microscope to pass through the
sample. The sample can be heated at different rates in the sample chamber, and the
atmosphere can be controlled. Subambient work can also be carried out using liquid nitrogen
as a coolant. Thermal events can be observed using a microscopy; however, it is more usual to
record digital images as stills or movies. HSM is usually carried out in conjunction with DSC
and TGA to assist with the interpretation of the thermograms obtained from these experiments
(Vitez et al. 1998).

As an example, the DSC thermogram for carbamazepine (Fig. 48) shows a number of
thermal events that, without the aid of HSM, might be difficult to interpret.

Figure 48 shows the sequence of events that were recorded on heating a sample of
carbamazepine. It shows that on heating the carbamazepine sample melted, which
corresponded to the first endotherm recorded in the DSC thermogram. As the sample was
heated further, a second form of the compound recrystallized from the melt as acicular
crystals; however, this event was not detected by DSC analysis. The acicular crystals continued
to grow until the second crystal form of the compound melted, corresponding to the second,
large endotherm on the DSC thermogram (Fig. 49).

Isothermal microcalorimetry can also be used be to determine, among other things, the
stability and hygroscopicity of substances (Beezer et al, 2004, Yang and Wu, 2008). When
investigating hygroscopicity two ways of determining the moisture uptake can be used. For
example, in the ramp mode this technique can be used, like DVS, to examine milligram
quantities of compound. This instrument utilizes a perfusion attachment with a precision flow-
switching valve. The moist gas is pumped into a reaction ampoule through two inlets, one that
delivers dry nitrogen at 0% RH, and the other delivers nitrogen that has been saturated by
passing it through two humidifier chambers maintained at 100% RH. The required RH is then
achieved by the switching valve that varies the proportion of dry to saturated gas. The RH can
then be increased or decreased to determine the effect of moisture on the physicochemical
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Figure 48 DSC thermogram of carbamazepine. Abbreviation: DSC, differential scanning calorimetry.
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properties of the compound. In addition to examining the effect of moisture on compounds,
organic vapors can also be used (Samra and Buckton, 2004).

It is probably more popular to perform microcalorimetry in the static mode. In the so-
called internal hygrostat method described by Briggner et al. (1994), the compound under
investigation is sealed into a vial with an open pipette tip containing the saturated salt solution
chosen to give the required RH. This is shown in Figure 50.
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Figure 50 Internal hygrostat for microcalorimetry experiments.

P (uW)

60

40 -

0 10 20 30 Time (hour)

Figure 51 Microcalorimetric output for the hydration of nedocromil sodium using internal hygrostat experiment.

Figure 51 shows the heat output recorded when using an 84% RH internal hygrostat for
nedocromil sodium whose GVS isotherm is shown in Figure 38. In this example, there was a
transformation from a crystalline trihydrate to a heptahemihydrate.

Other examples of use include the stability testing of enalapril maleate and its tablets
(Simoncic et al., 2007). The data showed very good agreement of that obtained using HPLC
from which they concluded that microcalorimetry was a fast, predictive method of assessing
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Table 18 Heat of Solution for an Amorphous and Crystalline Substance

Determination Amorphous AgoH™ (kJ/mol) Crystalline AgoH* (kJ/mol)
1 -9.92 37.59
2 -11.60 37.89
3 —-10.42 37.47
4 -11.53 37.32
Mean -10.87 37.57
SD 0.72 0.21
C of V/% 6.60 0.56

stability at the preformulation stage of development and could be used to accelerate CDs to
market. Hamedi and Grolier (2007) have used isothermal microcalorimetry to determine the
solubility in a solvent-antisolvent system whereby the heat of dissolution of the compound
under investigation is measured after the addition of a solvent. It can also be used to
characterize polymorphs and related polymorphs via solution calorimetry (Urakami et al.,
2005). For example, Table 18 shows the enthalpy of solution of the amorphous and crystalline
forms of a compound (Fig. 52). The enthalpy of solution for the amorphous compound is an
exothermic event, while that of the crystalline hydrate is endothermic. The order of magnitude
of A;qH™ for the crystalline compound suggests that the disruption of the crystal lattice
predominates over the heat of solvation. In addition, the ready solubility of the compound in
aqueous media is probably governed by entropy considerations. Furthermore, assessments of
the heat flow as a function of amorphous-crystalline composition ratios is based on the
assumption that the dissolution kinetics of both phases was sufficiently similar (at infinite
dilution), thus allowing one cumulative thermal event to manifest.

P, uyW
200 +
Amorphous
exothermic
0+
\/— crystalline hydrate j
endothermic
-200 +
0 50 100 Time, min

Figure 52 Heat of solution of an amorphous and crystalline form of a development compound.
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HIGH-PERFORMANCE LIQUID CHROMATOGRAPHY

HPLC is now considered to be an established standard technique in most preformulation and
formulation laboratories. We use HPLC to assess the degradation of the compound in the solid
or solution state and, from our measurements, we should be able to determine, for example,
the kinetics of degradation. Furthermore, if we can identify the degradation products of the
reaction by combining this technique with mass spectroscopy, then it may also be possible to
elucidate the degradation mechanism. The advantages of HPLC lie in the combination of
sensitivity, efficiency, reliability, and speed of analysis of the technique. A brief guidance is
presented here—a more detailed discussion of HPLC methodology and applications are
beyond the scope of this book. For a recent review of up-to-date HPLC method development
methodologies in the early phases of pharmaceutical development (Rasmussen et al., 2007).
Prior to developing a HPLC method, its intended use must be carefully considered. For
example, if the analysis is required to obtain an approximate value for the amount of CD such
as for a solubility experiment, a “crude” method may be acceptable. Alternatively, if the HPLC
method is to separate and determine related substances, that is, synthesis intermediates and
degradation products, from the compound of interest, a more robust method will have to be
developed. Other considerations will include the amount of compound to be determined, from
what type of matrix (e.g., formulation, reaction mixture, drug substance), and how quickly and
the number of analyses to be performed.

For most assays, where the compound is easily detected and there are relatively high
concentrations in a simple matrix, isocratic elution is usually preferred, since it is simple and
no post-equilibration phase is required prior to the next analysis. However, where degradation
products (products of side reactions), excipients or synthetic intermediates of differing
lipophilicities are likely to be encountered a gradient elution may be used.

Gradient elution offers the advantage of sharper peaks, increased sensitivity, greater
peak capacity, and selectivity (increased resolving power). On the other hand, gradient elution
may lead to an extended analysis time due to post-run equilibration. In addition, the system
dwell times of different HPLC configurations may result in major differences in retention times
and selectivity.

The type of detector to be used is usually dictated by the chemical structure of the
compound under investigation. Since most compounds of pharmaceutical interest contain
aromatic rings, UV detection is the most common detection method. When using this
technique, the most appropriate wavelength is selected from the UV spectrum of the pure
compound and that of the system suitability sample. Usually, the A, is chosen; however, to
remove unwanted interference, it may be necessary to move away from this value. Where
possible, the use of wavelengths less than 250 nm should be avoided because of the high level
of background interference and solvent adsorption. In practical terms this requires the use of
far-UV grade solvents and avoidance of organic buffers.

Other types of detection include refractive index, fluorescence or mass selective
detectors. The use of other types of detector, such as those based on fluorescence, can be
used for assay of compounds that can be specifically detected at low concentrations in the
presence of nonfluorescent species. However, since few compounds are naturally fluorescent,
they require to be chemically modified, assuming they have a suitable reactive group, to give a
fluorescent derivative.

During the early stages of development, the amount of method validation carried out is
likely to be limited due to compound availability. At the very least, a calibration curve should
be obtained using either an internal standard or external standard procedure. The latter
procedure is commonly employed by injecting a fixed volume of standard samples containing
a range of known concentrations of the compound of interest. Plots of peak height and/or area
versus concentration are checked for linearity by subjecting the data to linear regression
analysis. Other tests such as the limit of detection, precision of the detector response, accuracy,
reproducibility, specificity, and ruggedness may be carried out if more extensive validation is
required.
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CONCLUDING REMARKS

The preformulation phase is a critical phase in establishing the properties of CDs that will
allow suitable risk assessment for development. Typically it begins during the lead
optimization phase, continues through prenomination, and on into the early phases of
development. Decisions made on the information generated during this phase can have a
profound effect on the subsequent development of those compounds. Therefore, it is
imperative that preformulation should be performed as carefully as possible to enable rational
decisions to be made. The quantity and quality of the drugs can affect the data generated as
well as the equipment available and the expertise of the personnel conducting the
investigations.

In some companies there are specialized preformulation teams, but in others the
information is generated by a number of other teams. Whichever way a company chooses to
organize its preformulation information gathering, one of the most important facets is the close
communication between its various departments. Preformulation studies should not be
conducted on a checklist basis. Rather, they should form the basis of a controlled investigation
into the physicochemical characteristics of CDs.
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INTRODUCTION

Administration via the oral route has been, and still is, the most popular and convenient route
for patient therapeutics. However, even though it is the most convenient route, it is not the
simplest route, as the barriers of the gastrointestinal (GI) tract are in many cases difficult to
circumvent. The main barriers of the GI tract to systemic delivery are the environment in
the stomach and intestinal lumen, the presence of different enzymes, the physical barrier of the
epithelium, and the liver extraction. These barriers are of functional importance for the
organism in controlling intake of water, electrolytes, and food constituents, and still remain a
complete barrier to harmful organisms such as bacteria, viruses, and toxic compounds.

Generally, drug absorption from the GI tract requires that the drug is brought into
solution in the GI fluids and that it is capable of crossing the intestinal membrane into the
systemic circulation. It has therefore been suggested that the drug must be in its molecular
form before it can be absorbed. Therefore, the rate of dissolution of the drug in the GI lumen
can be a rate-limiting step in the absorption of drugs given orally. Particles of drugs, for
example, insoluble crystalline forms or specific delivery systems such as liposomes, are
generally found to be absorbed to a very small extent. The cascade of events from the release of
the drug from its dosage form, that is, dissolution of the drug in the gut lumen, interactions
and/or degradation within the lumen, and the uptake of its molecular form across the intestinal
membrane into the systemic circulation, is schematically shown in Figure 1. For rapid and
effective design and development of new drug products, methods for drug absorption are
required that describe the different steps involved before and during the absorption process.
The need for such specific methods is determined by the information on the rate-limiting step
in the cascade of events (e.g., solubility, permeability, or metabolic instability limited). The
results from these methods act as a guide to a more efficient discovery process in which
resources are given to optimizing structures that lead to the selection of a good drug candidate
with well-defined pharmacokinetic and physicochemical properties. Multivariate analysis for
analyzing large data sets is nowadays used to obtain trends in a given parameter. Screening
and optimization of several parameters in parallel, for example, permeability, metabolic
stability, solubility, potency, duration, and toxicity, represent also a growing area for
rationalizing drug discovery using multivariate statistical models (Eriksson et al., 1999). The
importance of this is obvious: there is no point in using resources to increase the potency of an
oral drug candidate if the drug is not predicted to be orally bioavailable.

The dissolution rate and/or the aqueous solubility of the drug will also affect the
outcome of studies using biological methods, in very early phases of screening. If not dissolved
in the test system, low-solubility drugs will not appear on the receiver side/blood side of a
membrane or will show incomplete absorption in vivo. Consequently, the drug will be
considered a low-permeability drug and be discarded as being of no potential use as a
systemically active drug. The situation is even more complex, since there are also mechanistic
membrane processes that can give the same result. Such processes include drug efflux systems
that transport the drug from inside the epithelial cell to the lumen of the intestine [e.g., efflux
proteins (Hunter and Hirst, 1997)] or metabolism during transport and adhesion to plastics in
the test system (Table 1). The evaluation of the reason for low transport is therefore crucial for
the design of proper screening procedures.



130 Ungell and Abrahamsson
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Figure 1 Drawing showing the different steps in the absorption process including the dissolution of the
compound from the solid dosage form, interactions with the dissolved material in the gastrointestinal lumen, and
the uptake of the compound through the epithelial membrane.

Table 1 Suggested Reasons for Low Permeability Values During Transport Studies with In Vitro Models

Adhesions to plastics

Low solubility

Complexation with ions in the buffer

Metabolism in the lumen or in the intestinal segment

Low activity/viability of the tissue (active transport)

Analytical problems (analytical response limited)

Large unstirred water layer or mucus layer (unstirred models)
True low permeability

In the drug discovery process, the selection of a suitable drug candidate is the milestone
for continuing into a costly development and clinical phase. Some optimal absorption criteria
from a biopharmaceutical point of view are shown below:

* High-permeability coefficient (determined using in vitro assays such as Caco-2 cell
monolayers, Ussing chambers, intestinal perfusions, etc.; see below) throughout the GI
tract [extended release (ER) formulation]

® Passive diffusion—directed transport or known mechanism for carrier-mediated
transport or interaction

® High solubility in aqueous media and over a wide pH range (e.g., pH 1-7)

® No or low degradation/metabolism in intestinal luminal fluids, intestinal homoge-
nates, and/or microsomal preparations from the intestine and liver (i.e., low first-pass
metabolism)

® Complete absorption in the GI tract in vivo in several animal species

These criteria are usually difficult to achieve, and the relationship between the in vitro effect of
the drug (potency/concentration needed), therapeutic effect and index (acceptable variation in
plasma concentration from safety and efficacy point of view), and the rate and extent of
absorption must therefore be evaluated carefully for each project and drug. Furthermore, the
physicochemical characteristics (e.g., the ability of the drug to be formulated into a relevant
delivery system) of the drug as determined in preformulation studies also guide the selection
of a potential drug candidate.

The biopharmaceutical information gathered in the candidate drug selection process
regarding the characteristics of the drug molecule (e.g., dissolution, solubility, stability in
fluids at the site of administration, enzymatic stability, membrane transport, and bioavail-
ability) is also very useful as input to the subsequent formulation development. This
information is important, for example,

¢ to determine suitable formulation types and technologies, to set biopharmaceutical
targets for formulation development,

® to define initial biopharmaceutical test methods and studies needed to reach the
targets, and

® as background data for interpretation of different studies used in the development of a
formulation.
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Thus, a well-performed drug substance characterization minimizes the risk of a suboptimal
final formulation as a result of neglecting important biopharmaceutical prerequisites for a
certain drug substance. Furthermore, such information also allows an efficient development
process based on science, while trial-and-error approaches are avoided.

The ideal model for the biopharmaceutical assessment of drug transport, metabolism,
and dissolution should have certain characteristics, that is, should represent the main
physiological or physicochemical barrier as relevantly as possible to the human in vivo
situation. No single method can represent all barriers and at the same time give information
about the mechanisms underlying the absorption process. Furthermore, no single method can
provide all the information needed, from the synthesis of a series of compounds in the
screening phase (discovery) to the development of the specific formulation intended for
human use. Many different methods have been developed over the last 20 years for use in
different phases of drug discovery and development. This chapter will deal with some of
these techniques to gain a basic knowledge of drug absorption. Also, it will give a description
of related methods, and the functional use of the information provided by these methods to
aid in the selection of a candidate drug and the development of formulations intended for use
in humans.

DRUG DISSOLUTION AND SOLUBILITY

Drug dissolution is a prerequisite for oral absorption. Thus, a drug that is not fully dissolved
cannot be completely absorbed through the GI epithelium. It is thus extremely important to
understand drug dissolution and solubility in aqueous media, both in early drug discovery
studies and as a prerequisite for the subsequent formulation development. More specifically,
drug dissolution/solubility data give important information that provides answers to the
following biopharmaceutical questions during the discovery phase:

¢ Will the drug absorption be limited by the drug dissolution/solubility?

e Will the drug dissolution/solubility limit the bioavailability to an extent that
endangers the clinical usefulness of the drug?

* Which types of vehicles are needed in preclinical studies to provide the desired drug
exposure?

¢ Should the substance form be changed to improve dissolution (e.g., salt, polymorph,
particle size)?

After the choice of a candidate drug, solubility and dissolution data are used for guidance in
the following:

¢ Should dissolution rate-enhancing principles be applied in the formulation develop-
ment (e.g.,, wetting agents, micronization, solubilizing agents, solid solutions,
emulsions, and nanoparticles)?

® In the case of modified release formulations, which formulation principles are suitable
and which release mechanisms can be expected?

® Which test conditions should be used for in vitro dissolution testing of solid
formulations?

It should be emphasized that dissolution is the dynamic process by which a material is
dissolved in a solvent and is characterized by a rate (amount dissolved per time unit),
while solubility is the amount of material dissolved per volume unit of a certain solvent.
Solubility is often used as a short form for “saturation solubility,” which is the maximum
amount of drug that can be dissolved at equilibrium conditions. Finally, the term intrinsic
solubility is sometimes used as well, which is the solubility of the neutral form of a
proteolytic drug.
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Theoretically, the dissolution rate is most often described by the Noyes-Whitney equation
(equation 1)

dm D x A

7= (P < m
where D is the diffusion coefficient of the drug substance in a stagnant water layer around each
drug particle with a thickness h, A is the drug particle surface area, C; is the saturation
solubility, and C, is the drug concentration in the bulk solution. If C; in equation (1) is
negligible as compared with Cs, the dissolution rate is not affected by C. This state is denoted a
“sink condition” and is often assumed to be the case in vivo, owing to the continuous removal
of a drug from the intestine due to the absorption over the intestinal wall. A, C;, and / in
equation (1) will be time dependent, whereas the other variables are constants at a certain test
condition. The surface area (A) of a dissolving particle will be constantly reduced by time
(provided that no precipitation occurs); the thickness of the diffusion layer (i) is dependent on
the radius of the particle size; and the bulk solution will increase toward its maximum when the
total amount has been dissolved. In addition, no solid drug powder is monodisperse, that is, the
starting material will consist of a dispersion of different particle sizes with different surface areas
(A). Extensions of equation (1) have therefore been derived that take into account some or all of
these factors. A full review of such equations and underlying assumptions and a presentation
of some other less used theories for dissolution can be found elsewhere (Abdou, 1989). A
modification of equation (1) was recently presented, which takes into account all time-dependent
factors that can be useful for predictions of the dissolution rate (Hintz and Johnson, 1989).

Basic theoretic considerations and experimental methods regarding solubility are
reviewed in more detail in chapter 3.

The present chapter focuses on aspects of drug solubility/dissolution of specific
relevance for biopharmaceutical support in candidate drug selection and preformulation.
These aspects include solubility in candidate drug screening, physiological aspects of test
media, solubility of amphiphilic drugs, and substance characterization prior to solubility/
dissolution tests.

Aspects of Solubility in Candidate Drug Screening

Although drug solubility is an important factor in drug absorption in the GI tract, it has not
been extensively screened for as a barrier to absorption. Drug solubility should, however, be
complementary to models predicting drug permeability through the lipid membrane.
Solubility as a high-throughput screening (HTS) parameter has therefore been discussed
rather intensively. However, the importance of solubility as a selective tool during early
screening of hundreds of compounds, to choose a drug with a potential to be absorbed in vivo
in humans has not been fully evaluated. Several drugs that are very useful in the clinical
situation have very low water solubility. For example, candesartan cilexetil, an effective and
well-tolerated antihypertensive drug, has a water solubility of about 0.1 pg/mL. On the other
hand, more soluble drugs will minimize the risk of failure during the subsequent development
phase and may avoid delays, increased costs, or discontinuation of the project.

Another aspect of solubility is seen during screening for good pharmacokinetic
properties of candidate drugs. The HTS systems or in vitro assays are the critical point for
most drugs insoluble in water. This means that if the drug is not soluble in the buffer solution
used in the in vitro system, it cannot be properly experimentally evaluated. The most common
negative effect of this is that the concentration needed to induce transport across the epithelial
membrane in the in vitro model is too low to be detected on the receiver side (Table 1). For this
reason, vehicles known to increase the solubility of sparingly soluble compounds are used
(see section “Vehicles for Absorption Studies”). However, since these vehicles are based on
surfactant systems, toxic effects may be seen on the membrane (Oberle et al., 1995; Ingels et al.,
2007), and the permeability values obtained may be overestimated. New methods are now
available for screening large numbers of compounds for determining solubility in small
volumes [e.g., the nephelometer (BMG Lab Technologies GmbH)]. This method is based on
turbidimetric determinations and is therefore not an exact tool. It can, however, contribute
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substantially as a first estimate of solubility of sparingly soluble compounds and make it
possible to understand the results of the screening methods and to design specific experiments
using vehicles.

Determinations of Drug Dissolution Rate

The dissolution rate, rather than the saturation solubility, is most often the primary
determinant in the absorption process of a sparingly soluble drug. Experimental determi-
nations of the dissolution rate are therefore of great importance. The main area for dissolution
rate studies is evaluation of different solid forms of a drug (e.g., salts, solvates, polymorphs,
amorphous, stereoisomers) or effects of particle size. The dissolution rate can either be
determined for a constant surface area of the drug in a rotating disk apparatus or as a
dispersed powder in a beaker with agitation.

The rotating disk method is in most cases the technique of choice for determining the drug
dissolution rate of drug substances. Compressed disks of the pure drug without any excipients
are placed in a holder (Fig. 2A, B). The disk is immersed in a dissolution medium and rotated
at a high speed (e.g., 300-1000 rpm). The disk may be centrally or excentrally mounted to the
stirring rod. The dissolution process is preferably monitored by online measurements of the
dissolved drug. A more detailed description of the application of the rotating disk method in a
preformulation program can be found elsewhere (Niklasson et al., 1985).

The dissolution rate is determined by linear regression from the slope of the initial linear
part of the dissolution time curve. It is often expressed as the amount of drug dissolved per
time and surface area unit (G), for example, mg/cm?”ss, by dividing the rate by the surface area
of the disk. This dissolution rate is specific for the rotational speed (w) of the disk and is
linearly related to the square root of the rotational speed of the disk according to
hydrodynamic theories that have been experimentally verified (Levich, 1962). Thus, if
experiments are performed at several rotational speeds and the dissolution rate at each speed
is plotted versus the square root of the rotational speed, a linear relationship should be
obtained. It should be noted that this determination of dissolution rate is still dependent on
other experimental hydrodynamic conditions, such as positioning of the disk, shape of the
vessel, and viscosity. An equation has therefore been derived that allows for determination of
an “intrinsic dissolution rate” (k;) that is independent of the drug diffusion in the boundary
layer (Niklasson and Magnusson, 1985)

1 1 14
==t 5 05 (2)
G k 1 R x WY

where k' is a proportionality constant. The rotating disk must be mounted eccentrically at a certain

distance (R) from the center of the stirring rod to perform this evaluation. A plot is made between
1/G and (R x w") at different agitation rates, which should yield a straight line. The reciprocal of

Figure 2 (A) The rotating disc method: the disc holder and the compressed disc. (B) The rotating disc method:
experimental setup for the rotating disc.
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the intrinsic dissolution rate (1/k;) is determined by extrapolating the line to the y-axis. If G is
determined at different speeds, and laminar flow along the disk can be assumed, other theoretical
evaluations of the data can be made, such as determination of the diffusion coefficient of the drug
in the boundary layer around the solid particles and the thickness of the diffusion boundary layer
(Levich, 1962).

The main merits of the rotating disk apparatus are the well-defined hydrodynamic
conditions and constant surface area. These reduce the risk of artifacts in dissolution rate
determinations caused by nonideal test conditions. Furthermore, it is possible to determine an
intrinsic dissolution rate and to perform other mechanistic evaluations of the dissolution
process. The main limitation of the method is that it is not suitable for drugs that form fragile
or porous disks, since it is not possible to maintain a constant surface area.

The drug dissolution rate of powder may be determined by methods such as in a beaker
with appropriate agitation, as described in the pharmacopoeial methods. The dissolution rate
determined by such approaches will be method dependent, and it will not be possible to derive
an intrinsic value of the dissolution rate. The main reason for using this type of experimental
approach can be understood when the effect of the drug particle size must be considered.
Experimental errors and uncontrollable variations may occur for hydrophobic drugs because
of agglomeration in the test medium or because of floating. The use of a wetting agent in the
test medium [such as a surfactant in concentrations well below the critical micelle
concentration (CMC)] may be needed to avoid such undesired effects.

Biopharmaceutical Interpretation of Dissolution/Solubility Data

It is desirable to predict the influence of drug dissolution on oral absorption on the basis of
measurements of dissolution or solubility, both before the selection of a candidate drug, to
obtain a drug molecule with acceptable properties, and in the preformulation phase, to
determine the need for solubility-enhancing formulation principles. The primary variable for
judgments of in vivo absorption is the dissolution rate rather than the solubility. Drug
dissolution will limit the bioavailability when the dissolution rate is too slow to provide
complete dissolution in the part of the intestine where it can be absorbed. In addition, the drug
concentration in the intestinal fluids will be far below the saturation solubility, under the
assumption that “sink conditions” in the GI tract will be obtained because of absorption of
the drug. However, most often, solubility data are more readily available than dissolution rates
for a drug candidate, especially in early phases when the amount of drug available does not
allow for accurate dissolution rate determinations. Predictions of in vivo effects on absorption
caused by poor dissolution must thus often be made on the basis of solubility data rather than
dissolution rate. This can theoretically be justified by the direct proportionality between
dissolution rate and solubility under sink conditions according to equation (1). A list of
proposed criteria to be used to avoid a reduction in absorption caused by poor dissolution is
given in Table 2. These criteria are discussed in further detail in this chapter. A solubility in
water of >10 mg/mL in pH range 1 to 7 has been proposed as an acceptable limit to avoid
absorption problems, while another suggestion is that drugs with water solubility less than
0.1 mg/mL often lead to dissolution limitations to absorption (Kaplan, 1972; Horter and
Dressman, 1997). It should be noted that these limits may be conservative, especially in the
context of screening and selection for candidate drugs. For example, a drug with much lower
solubility, such as felodipine (0.001 mg/mL), provides complete absorption when adminis-
tered in an appropriate solid dosage form (Wingstrand et al., 1990). This may be explained

Table 2 Proposed Limits of Drug Dissolution on Solubility to Avoid Absorption Problems

Factor Limit References

Solubility in pH 1-7 >10 mg/mL at all pH Kaplan (1972)

Solubility in pH 1-8 and dose Complete dose dissolved in 250 mL at all pH  Amidon et al. (1995)

Water solubility >0.1 mg/mL Hérter and Dressman (1997)
Dissolution rate in pH 1-7 >1 mg/min/cm? (0.1-1 mg/nm/cm? Kaplan (1972)

borderline) at all pH
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Table 3 Biopharmaceutical Classification System

Class Solubility Permeability
| High High
Il Low High
] High Low
\Y Low Low

both by successful application of dissolution-enhancing formulation principles and by more
favorable drug solubility in vivo owing to the presence of solubilizing agents such as bile acids.

Another model for biopharmaceutical interpretation based on solubility data is found in
the biopharmaceutical classification system (BCS) (Amidon et al., 1995). Four different classes
of drugs have been identified on the basis of drug solubility and permeability as outlined in
Table 3. If the administered dose is completely dissolved in the fluids in the stomach, which is
assumed to be 250 mL (50 mL basal level in stomach plus administration of the solid dose with
200 mL of water), the drug is classified as a “high-solubility drug.” Such good solubility should
be obtained within a range of pH 1 to 8 to cover all possible conditions in a patient and exclude
the risk of precipitation in the small intestine due to the generally higher pH there than in the
stomach. Drug absorption is expected to be independent of drug dissolution for drugs that
fulfill this requirement, since the total amount of the drug will be in solution before entering
the major absorptive area in the small intestine and the rate of absorption will be determined
by the gastric emptying of fluids. Thus, this model also provides a very conservative approach
for judgments of dissolution-limited absorption. However, highly soluble drugs are advan-
tageous in pharmaceutical development since no dissolution-enhancing principles are needed
and process parameters that could affect drug particle form and size are generally not critical
formulation factors. Furthermore, if certain other criteria are met, in addition to favorable
solubility, regulatory advantages can be gained. Bioequivalence studies for bridging between
different versions of clinical trial material and/or of a marketed product can be replaced by
much more rapid and cheaper in vitro dissolution testing (FDA, 1999; EMEA, 1998).

The assumption of sink condition in vivo is valid in most cases when the permeability of
the drug over the intestinal wall is fast, which is a common characteristic of lipophilic, poorly
soluble compounds. However, if such a drug is given at a high dose in relation to the
solubility, C; (see equation 1) may become significant even if the permeation rate through
the gut wall is high. If the drug concentration is close to C; (see equation 1) in the intestine, the
primary substance-related determinants for absorption are the administered dose and C;
rather than the dissolution rate. It is important to identify such a situation, since it can be
expected that the dissolution rate-enhancing formulation principle will not provide any
benefits and that higher doses will provide only a small increase in the amount of absorbed
drug. As a rough estimate for a high-permeability drug, it has been proposed that this situation
can occur when the relationship between the dose (mg) and the solubility (mg/mL) exceeds a
factor of 5000 if a dissolution volume of 250 mL is assumed (Amidon, 1996). For example, if the
solubility is 0.01 mg/mL, this situation will be approached if doses of about 50 mg or more are
administered. It should, however, be realized that this diagnostic tool is based on theoretical
simulations rather than in vivo data. For example, physiological factors that might affect the
saturation solubility are neglected (described in more detail below).

To predict the fraction absorbed (F,) in a more quantitative manner, factors other than
dissolution, solubility, or dose must be taken into account, such as regional permeability,
degradation in the GI lumen, and transit times. Several algorithms with varying degrees of
sophistication have been developed that integrate the dissolution or solubility with other
factors. A more detailed description is beyond the scope of this chapter, but a comprehensive
review has been published by Yu et al. (1996). Computer programs based on such algorithms
are also commercially available and permit simulations to identify whether the absorption is
limited by dissolution or solubility (GastroPlus™, Simulations Plus, Inc., California, U.S.;
Simcyp, Simcyp Limited, Sheffield, UK.. As an example, Figure 3 shows simulations
performed to investigate the dependence of dose, solubility, and particle radius on the Fa for
an aprotic, high-permeability drug.
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Figure 3 Simulations of fraction of drug absorbed after oral administration for a high-permeability drug
(Pest = 4.5 x 10~*cm/s) for doses 1 to 100 mg, water solubilities 0.1 to 10 g/mL, and radius of drug particles 0.6 to
60 um. During the variations of one variable, the others are held constant at the midpoint level (dose 10 mg,
solubility 1 pg/mL, and particle radius 6 pum).

Physiological Aspects of Dissolution and Solubility Test Conditions
The dissolution of a drug in the gut lumen will depend on Iuminal conditions, for example, pH
of the luminal fluid, volume available, lipids and bile acids, and the hydrodynamic conditions
produced from the GI peristaltic movements of the luminal content toward the lower bowel.
Such physiological factors influence drug dissolution by controlling the different variables in
equation (1) that describe the dissolution rate. This is summarized in Table 4 adapted from
Dressman et al. (1998).

The test media used for determining solubility and dissolution should therefore ideally
reflect the in vivo situation. The most relevant factors to be considered from an in vivo
perspective are

* pH (for proteolytic drugs),

® jonic strength and composition,
® surface-active agents, and

® temperature.

Table 4 Physicochemical and Physiological Parameters Important to Drug Dissolution in the Gastrointestinal
Tract

Factor Physicochemical parameter Physiological parameter

Surface area of drug (A) Particle size, wettability Surfactants in gastric juice and bile

Diffusivity of drug (D) Molecular size Viscosity of lumenal contents

Boundary layer thickness (h) Motility patterns and flow rate

Solubility (Cs) Hydrophilicity, crystal pH, buffer capacity, bile, food
structure, solubilization components

Amount of drug already dissolved (C) Permeability

Volume of solvent available (C) Secretions, coadministered fluids

Source: From Dressman et al. (1998).
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Table 5 The pH and Concentration of Most Dominant lons in Different Parts of the Gastrointestinal Tract in
Humans

pH lonic concentrations (nM)
Fasting Fed Na* HCO3~ Cl-
Stomach 1-2 2-52 70 <20 100
Upper small intestine 5.5-6.5 140 50-110 130
Lower small intestine 6.5-8
Colon 5.5-7

@Dependent on volume, pH, and buffer capacity of the food.
Source: From Charman et al. (1997) and Lindahl et al. (1997).

The pH varies in the GI tract from 1 to 8 (Table 5), and the dissolution properties
should therefore be known over this pH range for orally administered drugs. A more thorough
review of intestinal pH conditions can be found elsewhere (Charman et al., 1997; Fallingborg
et al., 1989).

It may be argued that, for immediate release formulations intended to quickly dissolve in
the stomach, only the more acidic pH levels are of relevance. However, dissolution may occur
at higher pH levels for several reasons, for example, concomitant food intake, comedication,
diseases, or instant tablet emptying to the small intestine. In addition, since drug absorption
over the gastric wall is negligible, the drug will always enter the more neutral conditions in the
intestine.

Dissolution studies at pH 1 are generally performed in HCI, which is also present in the
stomach. However, to perform studies over the entire pH interval, different buffers are needed
to control the pH. In the intestine, pH is controlled by bicarbonate, which is not practical to use
in vitro because of the need for continuous bubbling with CO,. Non-physiological buffer
systems, such as phosphates, acetates, or citrates, are therefore often used. It is important to
note that the solubility may vary for different buffers at the same pH, because of different
“salting in” and “salting out” effects or differences in solubility products (chapter 3) when the
drug and buffer component are of opposite charges. If such effects occur, the solubility
parameters will also be dependent on the concentration of the buffer system, and the influence
of the buffer will increase at higher concentrations. Excessive buffer concentrations beyond
what is needed to control the pH should therefore be avoided.

The dominant ions in the GI tract are sodium, chloride, and bicarbonate (Table 5), and
their concentrations vary between luminal sites along the GI tract (Lindahl et al., 1997). The
total concentration of these ions, expressed as ionic strength, has been determined to be 0.10 to
0.16 and 0.12 to 0.19 in the stomach and small intestine, respectively. The presence of such ions
may affect solubility, especially by the common ion effect (chapter 3).

The presence of physiological surface-active agents in the stomach and small intestine
will influence the solubility and the dissolution of sparingly soluble drugs by improved
wetting of solid particle surface areas and by micellar solubilization. This has been reviewed in
more detail by Gibaldi and Feldman (1970) and Charman et al. (1997).

The main endogenous surfactants are the bile acids, which are excreted into the upper
jejunum by the bile flow. The bile acids—cholic acid, chenodeoxycholic acid, and deoxycholic
acid—are present as conjugates with glycine and taurine as the sodium salts. The total
concentrations of bile acids in the upper small intestinal tract are 4 to 6 mM in the fasting state
and 10 to 40 mM after ingestion of a meal. The bile acids are reabsorbed in the terminal small
intestine (terminal ileum) by active uptake. During normal physiological conditions, micelle
formation and solubilization may already occur at the lower bile acid concentrations in the
fasting state. The micelles formed not only contain bile acids but are a mixture with
endogenous phospholipids excreted by the bile (lecithin) and products from the digestion of
dietary fat, such as monoglycerides. The saturation solubility of a sparingly soluble drug has,
in some cases, been increased by several orders of magnitude by the addition of physiological
amounts of lecithin to a bile salt solution, whereas no solubility improvements are obtained by
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Figure 4 (A) The solubility of a poorly soluble compound (water solubility <1 pug/mL) at different concentrations
of sodium taurocholate (NaTC) mixed with lecithin in two different ratios, 2.5:1 and 50:1. (B) The dissolution rate of
a poorly soluble compound (water solubility <1 pg/mL) versus the saturation solubility obtained by testing in
different concentrations of NaTC mixed with lecithin at two different ratios, 2.5:1 and 50:1.

the formation of mixed micelles for others. It should also be noted that while the solubility of a
very sparingly water-soluble drug is increased by the formation of a mixed micelle, the rate of
dissolution might be decreased. This is exemplified in Figure 4A, B showing the saturation
solubility and the dissolution rate at different concentrations of lecithin in a bile acid solution
for a compound that has a water solubility of less than 1 pg/mL.

Bile acids not only affect the solubility by solubilization of sparingly soluble compounds,
they may also decrease the solubility by forming sparingly soluble salts or complexes with
drugs. Indications of such phenomena have been shown for a variety of drugs such as
pafenolol, tubocurarine, neomycine, kanamycine, nadolol, atenolol, and propranolol (Yama-
guchi et al., 1986a,b,c; Grosvenor and Lofroth, 1995).

Solubility or dissolution studies in the presence of physiological surfactants may provide
important information with respect to the in vivo absorption process of sparingly soluble
compounds, although it is hardly possible to reconstitute the full complexity and dynamics of
the in vivo situation in an in vitro model. While bile acids and lecithin are available in purified
forms, their use is somewhat limited by their high price. Much less well-defined ox bile
preparations are also available, which contain a mixture of conjugated bile acids and other
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Figure5 Solubility of an amphiphilic drug at different temperatures in a phosphate buffer, illustrating the effect on
solubility at the critical micelle temperature.

bile components. The closest test media to mimic the in vivo lumenal content have been the
suggested systems by Dressman et al., the FaSSIF and FeSSIF systems (Dressman et al., 2007,
and references therein).

The temperature in dissolution and solubility tests should preferably be identical to
the in vivo temperature at the site of administration, since the solubility is dependent on the
temperature. The most suitable temperature depends on the intended administration route.
For oral administration, testing at 37°C is the obvious choice.

Special Considerations for Surface-Active Drugs

Many drugs consist of both hydrophobic and hydrophilic structural groups, since these are
often needed to optimize oral absorption. It is therefore not surprising that surface-active
properties have been identified for a large number of drugs. Such drugs may provide
unexpected dissolution and solubility properties, owing to the formation of micelles or other
forms of self-aggregation. This is exemplified in Figure 5, which shows the solubility of an
amphiphilic drug at different temperatures in a phosphate buffer solution. The saturation
solubility is drastically increased at about 37°C because of the formation of micelles. The
temperature at which micelles are formed in a certain test medium is called the critical micelle
temperature (CMT).

If the drug substance is suspected to be surface active, which will be indicated by the
molecular structure, the surface-active properties should be further investigated during
the biopharmaceutical preformulation phase. The potential for micelle formation should be
investigated and, if relevant, the CMC and the CMT should be determined. CMC is
determined by measuring a colligative property such as conductivity, surface tension, or
osmotic pressure in water solutions of the drug in different concentrations. Typically, for all
methods, an increase or decrease is seen in the measured variable at increasing drug
concentrations, which is followed by a plateau level. The inflection point between the two
phases is the CMC. It should be noted that CMC and CMT are dependent on the composition
of the test medium. For example, salts, buffers, and the presence of other amphiphilic
compounds affect the micelle formation and thereby the solubility of an amphiphilic
compound.

Substance Characterization Prior To Biopharmaceutical Solubility/Dissolution Tests

Several substance properties can affect dissolution and/or solubility, such as purity; particle
size and distribution; surface area; and the presence of polymorphs, hydrates or other solvates,
or amorphous forms. To avoid misleading or inconclusive results in extensive solubility or
dissolution studies, it is important to characterize the drug substance form with respect to such
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properties, especially in the later biopharmaceutical preformulation phase. Methods for such
characterization are described in more detail in chapters 3 and 7.

LUMINAL INTERACTIONS

The rate and extent of drug absorption can be affected by degradation, metabolism, and
complex binding in the GI lumen. There is a general change in the composition of the luminal
fluid along the GI tract (Horter and Dressman, 1997; Dressman and Yamada, 1991). The
differences are mainly in the concentration and nature of ions, bile, proteins, osmolality,
surface tension, and lipids. The interaction of a drug with the luminal content can induce
precipitation of the drug with ions to form insoluble salts (Dakas and Takla, 1991; Horter and
Dressman, 1997) or binding to enzymes or proteins (Sjostrom et al., 1999) or simply a partition
of the drug into luminal compartments (micelles, cell debris). This will result in a reduction of
the effective concentration of the drug at the absorption site and will thus lower the flux of the
drug across the membrane. For instance, pH in lumen changes along the GI tract and is
different before and after a meal (Table 5), starting at pH 1 to 2 during fasting conditions in the
stomach, rising to 5 to 6.5 in the duodenum, and going slowly up to 7 to 8 in the ileum region.
It then decreases to 6 to 7 in the proximal colon and approaches 7 to 8 in the rectum
(Fallingborg et al., 1989). This luminal pH is especially important for the release of the drug
from the dosage form or the dissolution in the luminal media. The predicted absorption, based
on pH partition hypothesis, of some ionizable drugs was originally based on this luminal pH,
and actual values of absorption obtained from in vivo animal studies differed markedly. The
reason for this pH shift has been explained in different ways over the years but has been
accepted to be an acidic “microclimate region” adjacent to the mucosal membrane (McEwan
and Lucas, 1990). The pH during the actual transport of a drug through the epithelial
membrane in the intestinal mucosa is therefore approximately one pH unit lower. This
microclimate pH favors absorption of weak acids and weak bases (Fig. 6). This means that, for
an ionizable drug, the luminal pH is the most important pH for the release of the drug from
the dosage form and for dissolution/solubility. However, the pH at the surface of the
membrane (i.e., microclimate) will determine the rate of absorption of this drug through the
membrane. Both of these pH values vary along the GI tract.

A common phenomenon for drugs is decomposition at acidic pH. The drug stability
should therefore be investigated along the entire physiological range (pH 1-8) if such
degradation can be expected. Typically, the percentage of drug that remains is determined at
different times, and a first-order rate constant or half-life is determined for the degradation
process. This is exemplified in Figure 7 for omeprazole in a range of different pH values
(Pilbrant and Cederberg, 1985).

Complexation

Complexation of drugs in the GI tract can occur with the luminal content. Any nonmetallic
atom, whether free or contained in a neutral molecule, or an ionic compound that can donate

Bulk Acid microclimate
pH 6.5 pH5.5

W

Epithelial cell

Figure 6 Surface pH hypothesis for weak acids and
bases. A model for the influence of the microclimate pH
in rat proximal jejunum on weak electrolyte permeation.
The weak acid A~ is converted to neutral by the
presence of H* in the microclimate. The undissociated
form can easily be absorbed through the mucosa. In
contrast, the weak base B is protonated by the HT to
BH*, which is less absorbed through the membrane.
Source: From McEwan and Lucas (1990).
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Figure7 Omeprazol stability as a function of pH. Logarithm of the observed rate constant (ks 1/h) for the initial,
pseudo-first-order degradation of omeprazole in water solution at constant pH plotted as a function of pH. Source:
From Pilbrant and Cederberg (1985).

an electron pair, may serve as a donor. The acceptor is frequently a metal ion. In general,
complexes can be divided into two classes, depending on whether the acceptor component is a
metal ion or an organic molecule (Dakas and Takla, 1991; Horter and Dressman, 1997).
Complex formation with components of food, such as milk, can give precipitation of the drug
compound and reduce the bioavailability and fraction of the dose absorbed. Complex
formation of peptide-like compounds and enzymes in the GI tract lumen has also recently been
reported (Sjostrom et al., 1999), and a reduced bioavailability was observed.

The complex formation of a coumarin derivative with magnesium ions present in antacid
formulations has also been reported (Ambre and Fuher, 1973). The formation of a more
absorbable species of the coumarin derivative was found, that is, magnesium bishydrox-
ycoumarin (Dakas and Takla, 1991). Complex formation is therefore not just negative for drug
absorption but can also be used positively in formulation development for increasing the
solubility of a drug, for example, the use of cyclodextrins.

The composition and concentration of bile acids are different in different species and also
vary along the GI tract (Lindahl et al., 1997; Dressman and Yamada, 1991). The composition
will affect the wetting ability of the bile and may also give variations in interactions. Drug
interactions with bile have been reported (e.g., B-blockers) (Yamaguchi et al., 1986a,b,c;
Grosvenor and Lofroth, 1995) and involve binding to the bile acid dimers or micelles or
precipitation, which causes an unexpectedly low absorption in the GI tract.

Degradation and Metabolism

The gastric and intestinal fluids contain a multitude of different enzymes that can potentially
metabolize different drugs (Table 6). In addition, the microflora, being most significant in the
colon, also have a significant metabolizing capacity. A list of such metabolic reactions is shown
in Table 7.

Interaction with the luminal content may be a chemical or enzymatic/microbial degradation.
The chemical degradation is usually related to pH changes in the gut lumen but can also be a
result of the reductive environment (redox potential negative) produced by the presence of
anaerobic bacteria (Shamat, 1993).

Enzymes are present throughout the GI tract, both within the brush-border membrane
and in the lumen. The general gradient is decreased luminal degradation aborally to the small
intestine and increased brush-border and intracellular degradation. The main enzymes include
proteases, peptidases, esterases, cytochrome P(CYP) 450 enzymes, and conjugating enzymes
(Table 6). Some enzymes, such as CYP 450 isoforms, are especially involved in the
biotransformation of lipophilic compounds of both endogenous and exogenous origin, such
as steroids, bile acids, fatty acids, and prostaglandins (Arlotto et al., 1991). CYP 450 3A4 is
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Table 6 Enzymes Found in the Gastrointestinal Tract

Ungell and Abrahamsson

Source Enzyme Substrate

Salivary glands Amylase Starch

Stomach Pepsinogens/pepsins Proteins and polypeptides
Trypsin Proteins and polypeptides
Chymotrypsin Proteins and polypeptides
Elastase Elastin and other proteins

Exocrine pancreas

Intestinal mucosa

Carboxypeptidase A, B

Pancreatic lipase
Pancreatic amylase

Ribonuclease

Deoxyribonuclease

Phospholipase A

Enterokinase

Aminopeptidases

Dipeptidases
Maltase
Lactase
Sucrase
Isomaltase

Nuclease and related enzymes

Intestinal lipase

Cytochrome P450

Esterases

Proteins and polypeptides

Triglycerides
Starch

RNA

DNA

Lecithin
Trypsinogen
Polypeptides
Dipeptides
Maltose, maltotriose
Lactose

Sucrose

a-Limit dextrins
Nucleic acids
Monoglycerides
Steroids

Esters of prodrugs

Source: Adapted from Ganong (1975).

Table 7 Some Metabolic Reactions of the Intestinal Microflora

Reactions Example
Reductions
Nitro compounds Clonazepam
Sulfoxides Sulinac
21-Hydroxycorticoids Aldosterone
Double bonds Digoxin
Azo compounds Prontosil

Hydrolysis
Nitrate esters
Sulfate esters

Glyceryl trinitrate
Sodium picosulfate

Succinate esters Carbenoxolone
Amides Methotrexate
Glucuronides Morphine glucuronide
Glucosides Sennosides

Removal of functional groups

N-dealkylation Methamphetamine

Deamination Flucytosine
Other reactions

Heterocyclic ring fission Levamisole

Side-chain cleavage Steroids

Source: From Shamat (1993).

present mainly in the upper GI tract and is concentrated primarily at the villus tips (Paine
et al., 1997; Pascoe et al., 1983). CYP 3A is the most abundant isoform in the human intestine
(Paine et al., 1997), and among the CYP 3A, CYP 3A4 is often found in coexistence with
the MDR1 gene product, the efflux protein, and P-glycoprotein, and shares a significant
substrate specificity overlap (Wacher et al., 1998). The main CYP 450 isoforms in the intestine
vary with animal species and the intestinal region.
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Techniques for studying enzymatic degradation of compounds include

* homogenized intestinal segments, sometimes centrifuged into different subcellular
fractions after high-speed centrifugation [crude homogenates, S9 (supernatant fraction
constituting the cell plasma content), microsomal fraction (ER and other membrane
fractions)];

® degradation in luminal perfusates or fluids (chyme) and identification of metabolites
after transport across the intestinal membrane, as in the Ussing chamber model
(Ungell et al., 1992); and

¢ cell monolayers such as Caco-2 cells (Delie and Rubas, 1997; Ungell and Karlsson, 2003).

Caco-2 cells express the main enzymes involved in drug metabolism (Delie and Rubas,
1997; Artursson and Borchardt, 1997; Ungell and Karlsson, 2003) in quantities similar to those in
the human small intestine rather than as is present in colonocytes. However, the very important
CYP 450 3A family, which is the main CYP 450 in the human intestine, is absent in the Caco-2
cell monolayers, a fact that can explain differences in permeability between this model and
intestinal tissues for drugs that are substrates to this enzyme family. The existence of
metabolism can also be evaluated by incubation of the drug using pure enzyme preparations.

The bacterial content in the lumen of the GI tract varies with the region, starting with
approximately 102 organisms in the mouth and increasing to as much as 10'? in the colon.
Microbial degradation, therefore, increases aborally to the stomach and largely takes place in
the colon (Shamat, 1993). Illing (1981) and Coates et al. (1988) reviewed the techniques
employed for studying the role of the gut flora in drug metabolism. In general, incubations are
made with the drug and the gut content of an animal, or human, in a suitable medium under
anaerobic conditions. The degradation pathways are mainly reductive (of nitro compounds,
sulfoxides, corticoids, doubles bonds, and azo bonds), hydrolysis (of esters, amides,
glucoronides, and glucosides), N-dealkylations, and N-deamination (Shamat, 1993). Anaerobic
metabolism can also affect the formulation components, giving false release rates of the drug.
This mechanism has been used for targeting drugs to the colon using azopolymer bonds
(Saffran et al., 1986; van den Mooter et al., 1997). The degradation of compounds by the gut
flora in vitro seems not always to be correlated to the in vivo situation, and so in vivo
measurements must be performed (Shamat, 1993).

Enzymatic degradation of prodrugs to the active drug can occur in the intestinal lumen (by
the gut flora or by luminal or brush-border enzymes) or during transport across the intestinal
membrane (intracellular enzymes). Where the prodrug is degraded depends on the nature of
the prodrug bond, and the in vitro assay is very important for establishing optimal
biotransformation rates and regional absorption/degradation. In general, the most commonly
used in vitro models for the biotransformation of prodrugs are incubation with intestinal
fluids, liver or intestinal microsomal incubations, and plasma/blood incubations. It is also very
important to consider species differences in metabolic activity for prodrug activation.
Permeability models, such as Caco-2 cell monolayers, have also been used to evaluate the
importance of ester hydrolysis of prodrugs in parallel with transport (Narawane et al., 1993;
Augustijns et al., 1998). Care should be taken to study esterase-dependent prodrug activation
using the Caco-2 cell monolayers because of differences in substrate specificity of the
expressed carboxyl esterase in these cells compared with the intestinal cells in vivo. A report
by Imai et al. (2005) indicates that in the case of Caco-2 cells, the main carboxyl esterase is
identified as the hCE-1 and corresponds to the hepatic variant, while in the human intestine,
the most abundant carboxyl esterase is the hCE-2.

ABSORPTION/UPTAKE OVER THE GI MEMBRANES

Mechanisms of Drug Absorption

Several factors originating from the chemical structure and property of the drug molecule and
from the physiology within the environment in the GI tract affect the flow of molecules across
the intestinal membrane. These factors include solubility, partition coefficient, pK,, molecular
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Table 8 Physicochemical and Physiological Factors That Influence Drug Bioavailability After Oral Administration

Physicochemical Physiological
Hydrophobicity Surface area at the site of administration
Molecular size Transit time and motility
Molecular conformation pH in the lumen and at surface
pKa Intestinal secretions
Chemical stability Enzymes
Solubility Membrane permeability
Complexation Food and food composition
Particle size Disease state
Crystal form Pharmacological effect
Aggregation Mucus and unstirred water layer
Hydrogen bonding Water fluxes
Polar surface area Blood flow

Bacteria

Liver uptake and bile excretion

Source: From Ungell (1997).
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Figure 8 Schematic drawing of the mechanisms and routes of drug absorption across intestinal epithelia. Drugs
can be absorbed transcellularly (1) and paracellularly (2) by passive diffusion or transcellularly via carrier-mediated
transport (3) or endocytosis (4). Enzymes in the brush-border region or intracellular enzymes and the efflux
proteins, for example, P-glycoprotein (5), contribute to the elimination of harmful compounds.

weight, molecular volume, aggregate, particle size, pH in the lumen and at the surface of the
membrane, GI secretions, absorptive surface area, blood flow, membrane permeability, and
enzymes (for more factors, see Ungell, 1997, and Table 8). Complete absorption occurs when
the drug has a maximum permeability coefficient and maximum solubility at the site of
absorption (Pade and Stavchansky, 1998).

The uptake of drugs across the intestinal membrane can occur transcellularly across the
lipid membrane or paracellularly between the epithelial cells in the tight junctional gap (Fig. 8)
(Ungell, 1997). The transcellular route is generally via carrier proteins or by passive diffusion.
In addition, the transport across the cell membrane can be via endocytotic processes. Efflux
proteins carrying the drug from the inside back into the lumen (e.g., P-glycoprotein, MRP1-6,
etc.) have been proposed to be important for the overall absorption of drugs in the GI tract
(Saitoh and Aungst, 1995; Hunter and Hirst, 1997; Makhey et al., 1998; Doppenschmitt et al.,
1998; Anderle et al, 1998). Models have now been developed for specific studies of the
mechanism behind low permeability or active transport via carrier systems, such as
oligopeptide transporters, dipeptide transporters, amino acid transporters, and monocarbox-
ylic transporters (Tsuji and Tamai, 1996).

Apart from permeability of the intestine to molecules, the time the molecule spends in
the region of absorption, that is, transit time, becomes important. Generally, transit times in
humans are seconds in the esophagus, 0.5 to 1.5 hours in the stomach, 3 to 4 hours in the small
intestine, and 8 to 72 hours in the colon.
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Regionally, the different physiological factors will change, and thereby the potential
impact on the drug molecule will also change (Dressman and Yamada, 1991; Horter and
Dressman, 1997; Ungell et al., 1997). For developing extended oral drug release dosage forms,
knowledge of the regional differences in the absorption pattern becomes very important in
evaluation and success (Thomson et al., 1986; Ungell et al., 1997; Kararli, 1995; Pantzar et al.,
1993; Narawane et al., 1993). In addition, these mechanisms are also species different (Kararli,
1995) and must be correlated to the human situation. If the regional difference in absorption
probability of the drug is known (regional permeability and interactions), increased absorption
can be achieved by the use of an absorption window, for example, targeting the drug to a
specific region to avoid critical regions of enzymes or low permeability.

MODELS FOR STUDYING THE ABSORPTION POTENTIAL OF DRUGS

Models for studying drug absorption that are available in industry and at universities and
contract organizations are mainly (Hillgren et al., 1995; Ungell, 1997; Borchardt et al., 1996;
Stewart et al., 1995)

computational methods,

partitioning between water and oil,

cell cultures,

membrane vesicles,

intestinal rings or sacs,

excised segments from animals in the Ussing chamber,
in vitro and in situ intestinal perfusions,

in vivo cannulated or fistulated animals, and

in vivo gavaged animals.

All of these models have values that must be correlated to human data, mainly F,
(fraction absorbed) (Ungell, 1997; Lennernds et al., 1997; Artursson et al., 1993; Lennernés et al.,
1996; Artursson and Karlsson, 1991; Ungell and Karlsson, 2003) (Fig. 9). Correlations have been
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Figure 9 Schematic drawing of a screen ladder. The screen ladder can be used for understanding different
complexities in the results, using different screening models. Source: From Ungell (1997).
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made in different laboratories using different models (Ussing, perfusion, and Caco-2) (Matthes
et al., 1992; Rubas et al., 1993; Tanaka et al., 1995; Lennernas et al., 1997; Fagerholm et al., 1996)
and in different laboratories using the same model (Caco-2) (Artursson et al., 1996; Hayeshi
et al., 2008).

Methods to describe the process of transport over the GI membrane must describe
different mechanisms of absorption for a wide variety of molecules and must be predictive of
the absorption process in human. If a new chemical entity (NCE) cannot penetrate the
intestinal epithelium, it will not be successfully developed as a pharmaceutical product. This
also means that if the rate-limiting step in the absorption process of the drug molecule is not
described in the model, the result will be a false positive.

The literature mentions numerous nonbiological (biophysical and computational) and
biological in vitro and in vivo methods for screening barriers of absorption (for more
information see Borchardt et al., 1996; Kararli, 1989; Ungell, 1997; Hillgren et al., 1995; Lipinski
et al., 1996; Lundahl and Beigi, 1997; Yang et al., 1997; Hjort-Krarup et al., 1998; Quilianova et
al., 1999; Stewart et al., 1997; Lee et al., 1997; Altomare et al., 1997; van der Waterbeemd et al.,
1996; Winiwarter et al., 1998; Oprea and Gottfries, 1999). Each method describes a part of the
absorption process, mainly the transport through the lipid membrane. However, it is clear that
for drug discovery and rational drug development, there is no single ultimate method, but
instead, there is a need for more than one of these screening methods. It is also evident from
the literature that we need more information regarding the absorption mechanisms of the
particular drug entity and its analogues to be able to obtain structure/absorption relationships
and to design the most proper method for screening, for example, HTS. Below is a short review
of the different methods available for studying drug absorption.

Nonbiological Methods for the Prediction of Oral Drug Absorption

Passive diffusion through the lipid membrane of the GI tract is considered to represent one of
the main drug absorption mechanisms. This is a process generally thought to be governed by
physicochemical factors of the drug molecule, such as lipophilicity, surface charges, molecular
volume/molecular weight, and conformational flexibility (Navia and Chaturvedi, 1996). The
size of the molecule and the charge will also govern whether the molecule can passively pass
across the epithelium via the paracellular pathway and between the cells via the tight junctional
complex. However, it has been argued that the paracellular route is almost nonexistent and
seems to be important only for drugs with molecular weights below 200 g/mol and for nonionic
or cationic molecules (Karlsson et al., 1999, 1994; Lennernis, 1997).

The nonbiological models describing the transmembrane process are very rapid and
involve no use of animals. Computer-based models of structure/absorption relationships
belong to this group. They have recently become increasingly popular because of the use of
chemical libraries and possibilities for testing large sets of biological data, with multivariate
analysis models such as partial least squares (PLS) and principal component analysis (PCA)
(Eriksson et al., 1999). In fact, the nonbiological methods can, in many cases, replace the
biological methods and can be used in an HTS manner. The most challenging ideas for
industry today involve trying to avoid time and resource consuming synthesis of structural
analogues with no potential of being developed as pharmaceutical products; they therefore
focus more on the analogues that have such potential.

The most widely accepted parameter for predicting drug absorption is the partition
coefficient reflecting partitioning of the drug only into a lipid phase (e.g., octanol/water), the
log P (or log D) value (see chapter 3), and general rule-of-thumb models such as the Lipinski
rule (Lipinski et al., 1996). This rule states that molecules with a molecular weight of less than
500 g/mol, with a clog P of less than 5, with hydrogen donors fewer than 5, and acceptors
fewer than 10 will have greater possibilities for being orally available, and violation of at least
two of these rules will lower the potential for the drug to be absorbed. This rule is based on
historical data (up to 1997) from a vast number of drugs entering the investigational new drug
application (IND) phase, including drugs that fulfilled the criteria of pharmacological activity.
The rule is also based on several other assumptions: that the transcellular transport is
molecular weight dependent, the drug is only absorbed through passive diffusion, the four
parameters describe the molecular structure correctly, and the drug is not solubility restricted.
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Only the high value of the limit is set; the lower limit of, for instance, clog P is not within the
rule. In addition, the parameters in the Lipinski rule describe the two-dimensional structure of
the molecule but do not take into account the three-dimensional structure and the true
conformation of the molecule. However, regardless of the restrictions of the rule, it can be used
as a rule of thumb in the same way as log P or log D is being used, but is a better predictor than
lipophilicity alone.

The optimal range in lipophilicity that would reflect a good absorption potential has been
suggested to be a log P value between 0 and 3 (Navia and Chaturvedi, 1996) or above 3 (Wils et
al., 1994a), depending on the method used. This is a general rule of thumb because it means
that very hydrophilic drugs (log P < —3) and very lipophilic drugs (log P > 6) are often
associated with incomplete absorption in vivo (Navia and Chaturvedi, 1996; Wils et al., 1994a).
Drugs with log P values between —3 and 0 and a log P between 3 and 6 often give varying
results (Navia and Chaturvedi, 1996). However, the prediction of incomplete absorption for
hydrophilic and very lipophilic drugs has been argued. Hydrophilic drugs, such as atenolol
and sotalol, are absorbed from the GI tract, although their partition coefficients are low, and
very lipophilic drugs, such as fluvastatin, are completely absorbed (Lindahl et al., 1996). The
lack of correlation and the varying results obtained by this method are understandable, since
lipophilicity is far from being the only determinant of drug absorption.

Today, however, there is a more complex view of the factors governing the partitioning
into a lipid phase, for example, multiple molecular structure descriptors, including a number
of hydrogen bonds (acceptors and donors) (Burton et al., 1992), polar surface area (Palm et al.,
1996), polarity, integy moments, polarizability, and distances between functional groups of
importance (Oprea et al., 2000; Zamora et al., 2003; Norinder et al., 1997; Palm et al., 1997;
Cruciani et al., 2000; Goodford, 1985). Future quantitative structure activity relationship
(QSAR) models will therefore be based more on multivariate analysis, analyzing a complex set
of molecular descriptors.

Below is a short description of some of the nonbiological methods that can be used to
predict drug absorption. For more detailed information, see, for example, Ungell (1997),
Lipinski et al. (1996), Palm et al. (1997), Burton et al. (1992), Norinder et al. (1997), van der
Waterbeemd et al. (1996), and Cruciani et al. (2000).

Computer-Based Prediction Models

A good relationship has been established between the number of hydrogen bonds of small model
peptides and their permeability coefficients, determined using Caco-2 cell monolayers (Burton
et al., 1992). The method reflects the ability of the molecule to form hydrogen bonds with the
surrounding solvent. The more bonds the molecule forms with water (luminal fluid), the less
potential it has to diffuse into a lipid phase of a membrane.

The total number of hydrogen bonds in the molecule can easily be calculated, including
the bonds the molecule can form internally. This may be one of the reasons for the lack of
correlation seen for the drug fluvastatin, a very lipophilic drug (log P 3.8) that has a total of
eight hydrogen bonds (Lindahl et al., 1996), whereof several are internal within the drug
molecule. The total number of hydrogen bonds that should be the limit is five, according to the
Lipinski rule (Lipinski et al., 1996), if the drug is to be completely absorbed in the GI tract in
human (Lindahl et al., 1996).

Polar surface area is another important determinant of drug absorption, as first proposed
by Palm et al. (1996). The method was described as dynamic molecular surface properties.
These were calculated with consideration of all low-energy conformations of some B-blockers,
and the water-accessible surface areas, which were calculated and averaged according to a
Boltzmann distribution. They found a linear relationship between permeability coefficients,
measured both with Caco-2 cells and excised segments from the rat intestine, and percentage
polar surface area of B-blockers with different lipophilicity. According to the calculated values
of log Do at pH 7.4, there was not as good a relationship, with some additional impaired
ranking order between the substances [calculated according to the method of Hansch and
coworkers (Palm et al., 1996)]. Polar surface area has also recently been proposed to explain
why drugs with very high log D values are not absorbed (Artursson et al., 1996). The authors
suggest that these very lipophilic drugs, instead, show a high degree of polar surface area
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toward the environment, which will reduce their ability to diffuse through a lipid phase. This
was shown by a bell-shaped correlation between permeability coefficients determined in HT-
29 (18-C) monolayers and log D and, in contrast, a linear relationship between permeability
coefficients and calculated polar surface area (Artursson et al., 1996). A good correlation
between the fraction absorbed, and the polar surface area of a variety of drugs, as well as for
hydrogen acceptors and donors, has been proposed to exist (Palm et al., 1997).

QSAR Models

Several theoretical models attempting to predict the absorption properties from molecular
descriptors have been published in the last few years (Palm et al., 1996; Oprea and Gottfries,
1999; Norinder et al., 1997; Hjort-Krarup et al., 1998; Winiwarter et al., 1998). These theoretical
models can be based on several different experimental data sets from various absorption
models, such as Caco-2 cells, Ussing chambers, in vivo fraction absorbed, and permeability in
humans (Palm et al.,, 1996; Palm et al., 1997; Artursson et al.,, 1996; Norinder et al., 1997;
Winiwarter et al., 1998; Oprea and Gottfries, 1999). There are several new, recently published
approaches in this area for creating predictive models for drug absorption properties, the
MolSurf™ methodology (Norinder et al., 1997) being one. Another approach is to use the Grid -
methodology, a strategy designed by Goodford (1985) to study interaction fields of a molecule,
the target, with a small chemical group, the probe. The Grid™ methodology has been
successfully applied in the receptor-substrate interaction analysis. The VolSurf program
analyzes these interaction fields and obtains different surface properties and volumes to
describe the interaction (Zamora et al., 2003). Until recently, it was believed that computer-
based methods were only to be used for passive transcellular diffusion. Data have been
presented that also indicate the use of these methods for active transport and efflux via carrier
systems (Neuhoff et al., 1999; Ekins et al., 2001). The average time for the calculation of each
compound is, at the least, seconds, but this differs between models. The more complex and
flexible the structure becomes, the more time is required for the calculation. All of the methods
described above are computer-based models and do not require any synthesis of compounds.
This means that if they can be used in the early screening of thousands of compounds, the time
required for evaluating these compounds will be reduced enormously, compared with the
synthesis and determination of absorption by biological methods and difficult analytical
procedures.

Extraction into a Lipid Phase

Measurement of log P (or log D) usually uses a determination of a drug molecule extracted into
the lipid phase of an octanol/water or octanol/buffer extraction system (Palm et al., 1996;
Leahy et al., 1989; Mannhold et al., 1990; Leo et al., 1975). The predictive value of log P or log D
has been questioned. First, octanol is not the ideal lipid phase because of its own hydrogen
bonding capacity. A dlog P, determined between two lipid phases, has instead been suggested,
for example, between octanol/water and isooctane/water (Kim et al., 1993). Second, Leahy
et al. (1989) showed that there is no simple relationship between log P and drug absorption.
The curve is represented by a sigmoidal shape with a plateau (or even reported as a bell-
shaped form) (Wils et al., 1994a; Yodoya et al., 1994). The reason for this is not known, but it is
suggested to be a consequence of decreased aqueous solubility (Navia and Chaturvedi, 1996),
uncertainty in the evaluation of the value of log P (Palm et al., 1996), or a high degree of polar
surface area (Artursson et al., 1996).

Measurements of partitioning of drugs into lipid vesicles, liposomes, or cell membranes as
predictive models for drug absorption are also described in the literature (Hillgren et al., 1995;
Balon et al., 1999; Stewart et al., 1997). This may be due to the similarity of these systems to
biological membranes and the wish for a “pure membrane system” with the correct lipid and
protein composition, but without enzymes and carrier proteins.

Chromatography

Retention time measurements, k/, through different types of chromatographic systems have
recently become very popular, for example, immobilized artificial membrane (IAM) columns,
reversed-phase C18 columns, and liposome columns. IAM columns show a good correlation to
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the determined log D values and drug absorption in vivo in mice for a group of
cephalosporins. IAMs also predicted drug permeability through Caco-2 cells. The method is
based on the retention of molecules on a column consisting of a solid phase of immobilized
phospholipids tethered to a hydrocarbon string onto a silica column. In between the
phospholipid strings, C;p and Cj alkyl groups are bound to the column. The mobile phase is
100% aqueous. The substance is thought to be retained on the column mainly in the ranking
order of lipophilicity. The molecule interacts more with the polar head groups of the
phospholipids, which reflects the biological membrane, than in a separation on a HPLC
column would (Pidgeon et al., 1995; Yang et al., 1997).

The method is reported to be very simple and may be used for fast screening of a large
quantity of compounds. A good correlation has been reported between IAM chromatography
and the membrane partition coefficient for structurally related hydrophobic drugs, but not for
non-related compounds (Pidgeon et al., 1995).

The IAM method is similar to a separation on a HPLC column, which has been used for
screening substances for drug absorption (Pidgeon et al., 1995; Merino et al., 1995). The method
of Merino et al. (1995) is based on a fluorimetric reversed-phase HPLC method for
quantification of quinolones in absorption and partition samples. The retention times of two
of the quinolones correlated well with data obtained in vivo. The results of this type of
separation also reflect the membrane partition coefficient of drugs and can therefore be used
when the ranking order of related compounds is evaluated. However, drugs with a very large
gap between their lipophilicity will require a gradient system for elution, which can mislead
the interpretation. Non-related compounds will give different correlation lines with membrane
permeability and partitioning coefficients because of the different mobile phase polarity and
differences in the chemical structure (Rathbone and Tucker, 1991).

The chromatographic systems (as for log D or log P calculations or measurements) must
be correlated to a biological parameter, for example, permeability over Caco-2 cells or
intestinal segments in the Ussing chamber, for a better correlation to the absorption process.
However, if this can be done with a wide range of molecules, as was reported for IAM
chromatography (Pidgeon et al., 1995), before starting a large synthesis strategy, it might
improve, in terms of time and effectiveness, the finding of a drug with good absorption
potential.

Liposome chromatography has also recently been used as a tool for predicting
permeability (Lundahl and Beigi, 1997; Beigi et al., 1998). For most drugs tested, the method
does not predict drug absorption better than other chromatographic methods, such as
reversed-phase columns, but some additional knowledge can nevertheless be gathered. The
interaction between the drug and the lipophilic phase can be studied with this method, which
may play an important role in the determination of the retention factor. This was especially
evident when ionizable drugs were studied. Further evaluation is needed to understand
whether this information can also contribute to the overall understanding of the process of
drug transport across the lipid membrane.

Another method that should be mentioned here is capillary electrophoresis, which has
recently been reported as a new tool for predicting drug absorption using B-blockers (Ornskov
et al., 2001). This method can very easily be used as an HTS instrument if it can also be proved
useful for other types of drug structures.

In Vitro Biological Methods
Many drugs will not perform only according to physicochemical rules, and their absorption
cannot be predicted properly using biophysical methods. These are the drugs that are
susceptible to any of the carrier-mediated processes (both in absorptive and secretory
directions) or the molecules that are degraded during transport. The transport processes used
by these drugs must be studied by biological methods, and information is also needed
regarding cofactors and scaling factors to predict the fraction absorbed in humans.
Biological methods are therefore used when the mechanisms of absorption (paracellular,
transcellular, or carrier mediated) and the enzymatic degradation or regional difference in
permeability are to be evaluated. A short description of the best-known biological in vitro
methods follows, and more detailed information on each of the methods can be found in, for
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example, Ungell (1997), Stewart et al. (1997), Hillgren et al. (1995), Borchardt et al. (1996), and
Kararli (1995, 1989).

Methods Describing Drug Uptake

Membrane Vesicles and Intestinal Rings

As a group of methods, membrane vesicles and intestinal rings are technically quick and easy
to use, even for persons not very skilled in using biological material. They represent the uptake
of a drug into the enterocytes. These two methods are mainly used for evaluation of
mechanisms of absorption and are not so frequently used in the industry to delineate drug
absorption in general.

The use of brush-border membrane vesicles (BBMV) in the discovery or development of
drugs is usually restricted to mechanistic studies of enzyme interactions or ion transport-
coupled processes. The method is based on a homogenization of an inverted frozen intestine to
give a purified fraction of the apical cell membranes from a chosen part of the GI tract (Kararli,
1989; Kessler et al., 1978). The method can frequently be used for isolated studies of the brush-
border membrane transport characteristics without any basolateral membrane influence. It has
been used for studies concerning the intestinal peptide carrier system (Yuasa et al., 1993) to
clarify the mechanism of absorption of fosfomycin (Ishizawa et al., 1992), glucose, amino acids,
and salicylate uptake (Osiecka et al.,, 1985). Membrane vesicles have been isolated from
numerous animals, including human (Hillgren et al., 1995). The functionality of the
preparation (i.e., whether the membrane is closed) is assessed by using substrates to specific
carriers, such as glucose, phosphate, or amino acids, and the orientation of the membrane, that
is, right side or inside out, is assessed by enzyme markers. Recently, BBMV was tested as a
screening model for a large number of compounds using 96-well multiscreen filtration plates
(Quilianova et al., 1999). After correction for unspecific binding to the tissue, the permeability
values were found to show a good correlation to the in vivo human fraction absorbed.
Generally, membrane vesicles used today are vesicles obtained from cells transfected with a
certain transporter protein.

Vesicles represent a method of lipid membrane extraction and can be used in drug
absorption studies for evaluation of a biological log D value (see the above section on
nonbiological methods). This was actually first used for measurements of the lipid composition
(Hillgren et al., 1995). Different regions of the GI tract can be used, evaluating the influence of
regional differences in lipid composition on the permeability of drugs, as has been suggested
by Thomson et al. (1986), Ungell et al. (1997), and Kim et al. (1994). The major disadvantage of
the method is that these processes represent only a fraction of the complete absorption process
into the cell. No paracellular process can be studied, nor can processes that need the
basolateral membrane and its function for absorption, for example, processes linked to the
active transport of Na™ by the basolateral Na*/K" adenosine triphosphatase (ATPase)
(Kararli, 1989). There may be a day-to-day variation in vesicle preparation and a leakage of
drugs from the vesicles during washing and filtration, which can affect the drug concentration
(Osiecka et al., 1985). However, despite these drawbacks, it can be used for mechanistic studies
of the drug absorption process, although there are only data on a direct correlation to human in
vivo absorption values.

The second method in this group is the intestinal rings or slices. This method for studying
drug absorption has been used extensively in the early 90s for kinetic analysis of carrier-
mediated transport of glucose, amino acids, and peptides (Kararli, 1989; Osiecka et al., 1985;
Porter et al., 1985; Kim et al.,, 1994; Leppert and Fix, 1994). The method is easy to use; the
intestine of the animal is cut into rings or slices of approximately 30 to 50 mg (2 to 5 mm in
width), which are put into an incubation medium for a short period of time (often up to one
minute) with agitation and oxygenation. Samples of the incubation medium and rings are
analyzed for drug content after the incubation. The intestine is sometimes everted on a glass
rod before cutting, and different regions of the intestinal tract can be used.

The main advantage of this method is its ease of preparation. As in the BBMV, this
method can also frequently be used for testing many different drugs simultaneously. However,
the intestinal rings have several disadvantages. Diffusion into the tissue slices takes place on
the side of the tissue (not only through the lipid membrane), as the connective tissue and
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muscle layers are exposed to the incubation solution. Correction is not always made for the
adsorption of a drug on the surface of the tissue, and the slices do not maintain their integrity
for more than 20 to 30 minutes (Osiecka et al., 1985; Levine et al., 1970). The method is also
restricted by the limits of the analytical methods. Nevertheless, good mechanistic correlation to
in vivo measurements has been achieved with the method in kinetic studies of carrier-
mediated mechanisms of peptides (Kim et al., 1994). The method was evaluated for the
prediction of in vivo absorption potential (Leppert and Fix, 1994), and it was shown that,
under appropriate conditions, uptake into everted intestinal rings closely paralleled known in
vivo bioavailability. The method has also recently been experimentally improved for better
hydrodynamics and a requirement for lower volumes during the incubation period (Uch and
Dressman, 1997; Uch et al., 1999).

Methods with Well-Defined Transport Direction

Cell Cultures

The Caco-2 cell monolayers and other cell cultures (HT-29, IEC-18) from human carcinoma
have become increasingly popular as permeability methods in the past few years (Artursson,
1990; Hidalgo et al., 1989; Ma et al., 1992; Wils et al.,, 1994b; Ungell and Karlsson, 2003).
Recently, cell lines such as Madin-Darby canine kidney (MDCK) have also received attention,
especially for screening large numbers of compounds. The cell monolayers consist of polarized
cells grown onto a filter support. When fully differentiated, the cells express the transport
characteristics of mature cells (Fig. 10). Caco-2 cells (Artursson, 1990) and HT-29 (18-C1) (Wils
et al., 1994b) grow into tight epithelia extremely useful for the measurement of permeability
coefficients of various molecules.

The Caco-2 cell monolayer shows an epithelium membrane barrier function similar to the
colon of human (Artursson et al., 1993; Lennernds, 1997) but has carrier-mediated systems
similar to the small intestine (e.g., bile acid transporter, dipeptide carrier, glucose carriers, drug
efflux carriers, and vitamin By) (for references, see Borchardt, 1991; Walter et al., 1995; Ungell
and Karlsson, 2003). The transport of pharmaceutical drugs is studied using 6-, 12-, and 25-
well systems and side-by-side diffusion cells as in the Ussing chamber. The cells have also
been used for culturing cocultures with lymphocytes for studying the transport of particles
through lymphoid tissues (M cells) (Kerneis et al., 1997; Delie and Rubas, 1996) and have also
been grown upside down to study transport in the opposite direction (Garberg et al., 1999).

Much is known about the performance of this method in predicting the absorption of
drugs in humans (Ungell and Artursson, 2009). A good correlation is seen especially for
lipophilic high-permeability drugs using the transcellular pathway and the in vivo perme-
ability coefficients measured by perfused human jejunum (Loc-i-Gut™ technique) (Lennernés
et al., 1996). Apart from studies of passive transcellular transport (Artursson, 1990; Artursson
and Karlsson, 1991), the Caco-2 cell method has also been used for studying mechanisms of
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Figure 10 Schematic drawing of a cell culture model, Caco-2 cells. Cells are seeded on filter support and are left
to differentiate for one to three weeks before the transport experiments. Experiments are started by adding the
compound to the donor side and taking out samples from the receiver side at times up to two hours. The incubation
with the compound is done with good stirring and at 37°C.
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passive paracellular transport (Artursson et al., 1993), carrier-mediated (peptidomimetics and
antibiotics) (Walter et al., 1995), oligopeptide transporter (Hidalgo et al., 1995), monocarboxylic
acid transporters (Tsuji and Tamai, 1996), efflux systems (P-glycoprotein and other efflux
systems) (Kuo et al., 1994; Delie and Rubas, 1996; Doppenschmitt et al., 1998; Anderle et al.,
1998), the effect of enhancers (Surendran et al.,, 1995; Lindmark et al.,, 1997; Anderberg and
Artursson, 1994), and, recently, also cloned Caco-2 cells with specific carrier systems (Wenzel
et al.,, 1996; Artursson and Borchardt, 1997). The importance of the unstirred water layer for the
transport of very lipophilic drugs has also been studied (Karlsson and Artursson, 1991), and
the HT-29 cell lines have been used for predicting drug absorption and investigating the
mechanisms of mucus as a barrier to absorption (Wikman et al., 1993; Wils et al., 1994b;
Matthes et al., 1992; MacAdam, 1993). There are also numerous studies of the metabolic
capacity of the Caco-2 cells and possible induction of enzyme expression and carrier proteins
(Delie and Rubas, 1997; Artursson and Borchardt, 1997; Korjamo et al., 2005).

The advantages of the cell culture method are many, that is, good performance on frequent
use, both for the prediction of drug absorption in humans and mechanistic studies, and probably
the best potential for use in HTS strategies. The monolayers are extremely useful in automated
systems, and to speed up this automation, very young cells, three days old, have been evaluated for
drug absorption studies (BioCoat system, BD Vlasante™) (Chong et al., 1997; Artursson and Tavelin,
2003). The experiments are rapid, have good precision, are less time consuming, and are less
controversial than, for instance, in vivo animal studies. In addition, cell culture allows evaluation of
drug transport under very controlled conditions and offers the major advantage that the cells are
derived from humans. The MDCK cell line is, however, an easy cell line to cultivate, although it is
derived from dogs instead of humans, which may give species-different results. The disadvantages
of cell lines in culture are the tightness of the epithelium (although this can probably be regulated),
showing a more colon-like system and giving extremely low-permeability coefficients for
hydrophilic drugs. Further disadvantages include the unknown quantity and predictive value of
the different carrier-mediated systems (Lennernds et al, 1996, Lennernds, 1997), and the
unknown composition of the lipid membrane and its lack of crypt-villus axis, which is important
for fluid and ion transport in vivo. There are also differences in results from laboratories using
this method for establishing a relationship between the permeability coefficients of compounds
and the values of the F*, as reported in the literature (Ungell and Karlsson, 2003). The reason for
the differences has not been fully evaluated but may have to do with the cultivation procedure,
which can affect enzyme and carrier expressions, cell density, and passage number, and may
have to do with differences in the experimental setup (e.g., stirred or unstirred, concentration of
compounds tested, etc.) (Delie and Rubas, 1997; Anderle et al., 1998).

Excised Intestinal Segments

The everted sac (everted intestine) method is based on the preparation of a 2- to 3-cm long tube
of the gut, which is tied off at the ends after evertion on a glass rod (Kararli, 1989). The serosa
becomes the inside of the sac, and the mucosa faces the outer buffer solution. As a modification
of this procedure, the serosal layer and muscular layers can also be stripped off before evertion
on the glass rod (Hillgren et al., 1995). The presence or absence of the serosal layer may give
different transport rates of compounds, for example, salicylic acid (Hillgren et al., 1995). This
has also been found for the Ussing chamber technique (see section “Ussing chamber”). An
oxygenated buffer solution is injected into the sac, which is put into a flask containing the drug
of interest. Samples of fluid are taken from the buffer solution in the flask. The sac is weighed
before and after the experiments to compensate for fluid movement. In one modification of the
method, one end of the tissue is cannulated with a polyethylene tubing (Kararli, 1989), also
making it easier to withdraw samples from the serosal side of the intestine.

An advantage of this method is that it is rapid and many drugs can be tested
simultaneously, especially low-permeability drugs, owing to the low volume of the serosal
compartment. There is good performance as regards stirring conditions on the mucosal side,
although the oxygenation of the tissue is poor, as a result of the unstirred and unoxygenated
serosal layer inside the uncannulated sac. Another advantage of this method is that it needs no
specialized equipment, in contrast to the Ussing chamber and cell culture models.
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Disadvantages are mainly the viability issue and the diffusion through the lamina
propria. Histological studies have shown that structural changes start as early as five minutes
after the start of incubation, and a total disruption of the epithelial tissue can be seen after one
hour (Levine et al., 1970). As for intestinal rings, there is no correction for the binding of drug
substance onto the surface of the mucosa (when uncannulated sacs are used).

Ussing Chamber

The Ussing chamber technique is an old technique for studying transport across an epithelium,
developed by Ussing and Zerhan in 1951. It has been used extensively in physiological studies
concerning the pharmacology and physiology of ion and water fluxes across the intestinal
wall. It has also recently been used for drug absorption studies using excised intestinal tissues
from different animals—rabbits, dogs, rats, or monkeys (Palm et al., 1996; Ungell et al., 1997;
Artursson et al., 1993; Jezyk et al., 1992; Rubas et al., 1993; Polentarutti et al., 1999)—and for
human biopsies (Bijlsma et al., 1995; Soderholm et al., 1998). The method is generally based on
excision of intestinal segments from the animal. These segments may be stripped of the serosa
and the muscle layers and mounted between two diffusion half-cells (Grass and Sweetana,
1988) (Fig. 11). The permeability coefficients
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of the compounds are calculated from the measurement of the rate of transport, dQ/dt, of
molecules from one side of the segment to the other (either mucosa to serosa or serosa to
mucosa), divided by the exposed area of the segment (A) and the donor concentration of the
drug (Cy).

Stirring of the solutions on both sides of the membrane is very important, especially for
lipophilic drugs (Karlsson and Artursson, 1991). This can be achieved either by a gas lift
system, as originally proposed by Ussing and Zerhan (1951), by a more refined gas lift system,
as shown by Grass and Sweetana (1988), or by stirring with rotors (Polentarutti et al., 1999).
The viability of the tissues is verified with the measurement of potential difference (PD),
short circuit current, and calculation of the transepithelial electrical resistance by Ohm’s
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Figure 11 Schematic drawing of an Ussing chamber. Excised tissues from the animal intestine are stripped of
the serosal and muscle layers and are mounted in between the two chamber halves. The experiment is run by
adding the compound to one side and taking out samples from the other side for up to several hours after excision
at 37°C. Oxygenation of the tissue can be performed separately from the stirring of the solutions. The viability of
the tissue can be monitored simultaneously using a voltmeter and connected current generator.
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law (Polentarutti et al., 1999; Soderholm et al., 1998; Ungell et al., 1992; Bijlsma et al., 1995;
Sutton et al., 1992). The values that set the limits of viability should be in the range of what has
been measured in vivo, for example, for rat jejunum and ileum, 5 and 6 mV, respectively.
Extracellular marker molecules such as mannitol, inulin, Na-fluorescein, and PEG 4000 have
been used to verify a tight epithelium (for references, see Pantzar et al., 1994) and for testing
effects of enhancers and increased fluid absorption (Borchardt et al., 1996; Karlsson et al.,
1994, 1999). It has also become very popular to verify a viable and intact epithelium using
biochemical markers such as lactate dehydrogenase (LDH) release (Oberle et al., 1995) and
morphology evaluations (Polentarutti et al., 1999; Séderholm et al., 1998). The more viable
the segment, the better the interpretation of the results. Extreme values of permeability
values can be discarded from the data set giving better and more reliable results and a better
overall understanding of drug transport (Polentarutti et al., 1999). The model has also been
used for identifying metabolites formed during transport (Ungell et al., 1992) and evaluation
of carrier-mediated transport and prodrugs (Schwaan et al., 1995), although not as
extensively as Caco-2.

This method has several advantages for predicting in vivo drug absorption in humans.
First, there is a good correlation with the permeability coefficients of human jejunum in vivo
(Lennernds et al., 1997) for both passively transported and low- and high-permeability
compounds. Second, the technique can be used for different regions of the GI tract, evaluating
the regional absorption characteristics of drugs (Ungell et al., 1997; Polentarutti et al., 1999;
Jezyk et al., 1992; Narawane et al., 1993; Pantzar et al., 1993). Furthermore, mucosal types
(buccal, nasal, esophageal, stomach, rectal, skin) other than the intestine can be used, making it
possible to evaluate other administration sites with the same model. The method using
diffusion cells can also be employed for cultured monolayers using a modified insert for the
monolayer membrane. The method is very useful for evaluating mechanisms of absorption. It
can shed light on the importance of ionic transport processes on the transport of drug
molecules because of the physiological presence of a crypt-villus axis and a heterogeneous
population of cells (mature and immature as well as cells with different functions). The
method also has the advantage of being available for human tissues, slices, or biopsies from
surgically removed tissues (Bijlsma et al., 1995; Soderholm et al., 1998), which represents one of
the most challenging developments of this method for future screening of drugs, especially for
mechanistic studies and enzymatic evaluation of drugs and prodrugs for which experiments
with human tissue are needed.

The major disadvantage of this absorption method is the diffusion pathways for the
molecules, which are unphysiological, that is, the lack of vascular supply forces the molecules
to diffuse through the lamina propria, and in the case where unstripped tissues are also used,
through the serosal layer. It was recently proposed that the presence of the serosal and
muscular layers might have different impacts on the transport of molecules with different
physicochemical characteristics, which are both size and lipophilicity dependent (Breitholtz
et al., 1999). The lamina propria, muscle layers, and serosal layer can also be different in the
different animals and regional segments. Some reports have also proposed that there may be
difficulties with the unstirred water layers and that there is concern regarding the stirring
conditions, especially of the solution in the donor compartment. Segments from animals are
often used (as for most of the absorption models), which must then be verified for human
tissue. This is especially important metabolically and for carrier-mediated transport processes.
The integrity and viability of the tissue must be verified simultaneously because it will strongly
impair the transport of the drug molecules (see above). The model is probably not designated
as an HTS tool. However, correctly used as a mechanistic secondary screening tool, data from
the Ussing chamber technique are more closely related to the human situation than many of
the other biological methods available.

Intestinal Perfusion Method

There are reports in the literature on the isolated perfused intestine as a technique for
absorption studies and in situ perfusions (Blanchard et al., 1990; Oeschsenfahrt and Winne,
1974; Chiou, 1995; Krugliak et al., 1994; Fagerholm et al., 1996). A segment of 10 to 30 cm of the
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Figure 12 Schematic drawing of the intestinal perfusion technique. The intestine of the animal is catheterized at
both ends, and a flow of buffer solution of 37°C is perfused using a pump. For in vitro studies in which only the
absorption over the intestine is to be measured, the vascular support can be cannulated and a separate buffer
solution can be perfused through the intestine. If the influence of the liver on drug absorption is to be studied, an
in situ system with an intact anesthetized animal can be used by only perfusion of the intestine, keeping the blood
flow of the vascular support intact.

intestine is cannulated on both ends and perfused with a buffer solution at a flow rate of
0.2 mL/min (Fagerholm et al., 1996) (Fig. 12). The blood side can also be cannulated through
the mesenteric vein and artery. The difference between in situ and in vitro is the use of the rat
circulation in vivo (which is a vascular perfusion in the in vitro situation) (Windmueller et al.,
1970; Fagerholm et al., 1996). This then gives the opportunity of evaluating the influence of
hepatic clearance on the absorption of drugs.

Both the perfusion methods can use different evaluation systems for testing drug
absorption, using the difference between “in” and “out” concentrations in the perfusion
solutions and/or disappearance and appearance on both sides of the membrane and also by
analyzing the drug concentration on the blood side. The permeability, usually called the P, is
calculated from the following equation:

ln(Cout/Cin)

el (parallel tube model) (3)

Pefp = —0in X

where Q;, is the flow rate, C;, and C,,; are the inlet and outlet concentrations of each drug,
respectively, and 2nrL is the mass transfer surface area within the intestinal segment. Different
lengths are used between 10 and 30 cm, but the best flow characteristics are achieved with
10 cm (Fagerholm et al., 1996). PEG 4000 is used for corrections of fluid flow and to verify the
absence of leakage in the model. In addition, as for the Ussing chamber using excised segments
and Caco-2 cells, many use mannitol as a permeability marker molecule (Krugliak et al., 1994).
This is more sensitive to changes in the intestinal barrier function compared with PEG 4000
alone. In situ perfusions have recently been extensively used for mechanistic studies of efflux
of drugs (Lindahl et al., 1999).

The major advantage of this type of absorption method is the presence of a blood supply
giving the tissue oxygen and the correct flow characteristics on the serosal side of the
membrane, for example, less diffusion through the lamina propria. Second, different parts of
the GI tract can be used, as in the Ussing chamber technique. Good stirring, that is, flow
characteristics, of the mucosal/luminal solution has been reported (Fagerholm et al., 1996). A
very good correlation with perfusions has been found to the human fraction absorbed and
human permeability of different types of drugs (Fagerholm et al., 1996, Amidon et al., 1988).
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The disadvantage of the method is the use of anesthesia, which has been reported to
affect drug absorption (Uhing and Kimura, 1995a,b). PEG 4000 is used to verify the integrity of
the barrier, which can lead to misinterpretation of the integrity of the tissue due to the high
molecular weight of the marker. An additional disadvantage, although less important for
mechanistic studies, is that the method is time and animal consuming, which makes it less
useful for screening purposes. Some discrepancies between the disappearance rates of drugs
and their appearance on the blood side have also been reported, indicating a loss of the drug in
the system either by enzymatic degradation or by adhesion to the plastic catheters.

In Vivo Biological Methods

Methods primarily used are in situ perfusions of the rat gut, regionally cannulated /fistulated
rats and dogs, bioavailability models in different animals, intestinal perfusions in human
(Loc-i-Gut) (Lennernds et al., 1992) (Fig. 13), and triple-lumen perfusions (Gramatte et al., 1994)
and bioavailability studies in human.

For regional absorption assessments in small animals like rat, the drug substance is
usually administered via a cannula situated in the region to be tested, intraduodenal,
intrajejunal, intraileal, or intracolonic. Blood samples are withdrawn from an arteric/venous
cannula inserted in the carotid artery/jugular vein (Borchardt et al., 1996; Sjostrom et al., 1999).
For regional absorption assessment in the dog, a chronic fistula is surgically inserted in the
region of interest and blood samples are taken from superficial veins in the forelegs (Borchardt
et al, 1996). Regional absorption differences can be seen for a compound as regards
permeability coefficients (Ungell et al., 1997) and metabolism in the intestinal lumen, in the
brush-border region or within the cells of the epithelium. The importance of good regional
absorption performance (e.g., high and similar absorption throughout the GI tract) of a selected
compound may be crucial for the development of ER formulations and should therefore be
evaluated early in the screening phase for optimal drug candidate selection.

These complex studies are usually very time consuming and cost ineffective and are too
complex for detailed evaluation of the mechanisms of absorption. Furthermore, only drugs
that have been approved as nontoxic can be used for studies in human, and these methods are

Stomach Drainage

i,

Figure 13 The multichannel tube system with double balloons allowing for segmental jejunal perfusion. The
balloons are filled with air when the proximal balloon has passed the ligament of Treitz. Gastric suction is obtained
by a separate tube. Source: From Lennernas et al. (1992).
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thus not used early in development studies. However, for the completeness of the
understanding of the absorption of a certain drug, for correct information to support
the pharmaceutical dosage form program, and for correlation of the performance of the more
simple animal models, some experiments must be performed in vivo in animals and in
humans early in the clinical phase. Such experiments include membrane permeability
coefficient assessment; absorption, distribution, metabolism, and excretion (ADME) studies;
dose and concentration dependency; food interactions; regional absorption performance; and
evaluation of enhancer systems. All in vitro methods used, regardless of what mechanism or
part of the absorption process they represent, must be correlated to the in vivo situation and, if
possible, also to absorption in humans. This is not a simple evaluation since different methods
represent different parts of the total process and the main barrier will affect the main part of
the results. Values for in vivo absorption in human are not easy to obtain, and the values are
often a result of a recalculation of data obtained for other purposes. The values of F, for drugs
in the literature are therefore most uncertain. Published, compiled data on bioavailability can
be found in Benet et al. (1996).

More mechanistic studies in humans during phase I must be performed for better
feedback to discovery and pharmaceutical development, and thereby for faster performance
through the clinical phases. It was recently suggested that a biopharmaceutical classification of
drug permeability coefficients and dissolution issues must be determined early in the
development program for rational drug design (Amidon, 1996).

PERMEABILITY COEFFICIENTS VS. F,

Using the HT-29 to 18-C1 cell line, permeabilities of various molecules have been
compared with in vivo oral data (Wils et al., 1994b). This report found a threshold value of
2 x 107 cm/sec. Over this value, the drugs showed more than 80% absorption in vivo, and
were poorly absorbed below this value. A similar threshold value can be seen for Caco-2 cells
(1 x 107° cm/sec) (Artursson and Karlsson, 1991) and, according to a recent paper by
Yazdanian et al. (1997) (0.5 x 10~° cm/sec), for excised jejunal segments of rat in the Ussing
chamber (10 x 107° cm/sec) (Lennernis et al., 1997), for perfusion of the rat jejunum and for
the perfused human jejunum in vivo (0.5 x 10~* cm/sec) (Fagerholm et al., 1996). These
threshold values indicate a parallel shift for different methods concerning the predictive
permeability versus F, in vivo, which was recently suggested for the methods of in situ rat
perfusion, Ussing chamber with rat jejunal segments, and the perfusion of the human jejunum
(Lennernds et al., 1997) and at different laboratories using the same Caco-2 cell model
(Artursson et al., 1996). The parallel shift for permeability coefficients between different
methods and animals is expected since the lipid membrane composition can vary with both
species and diet (Thomson et al., 1986; Ungell et al., 1997). There is no cause for concern if the
ranking order is the same between the methods used.

The values of the permeability coefficients also indicate experimental windows of
different sizes. The Caco-2 cells seem to operate roughly between 0.1 and 200 x 10~° cm/sec
(Artursson and Karlsson, 1991), the excised segments in the Ussing chamber between 1 and
200 x 107° cm/sec and the perfused rat intestine and perfused human jejunum between 0.1
and 10 x 10"* cm/sec. A difference in the operating window can also be seen for the same
model at different laboratories. Yazdanian and coworkers recently published permeability
values for a vast number of compounds using the Caco-2 cell model (Yazdanian et al., 1997). In
spite of the large data set in this paper, the values are difficult to interpret since they form an
“all-or-none” shape of the correlation curve to F, in humans, and the steep part of the curve
shows a very narrow range in permeability values. For instance, there is a 100-fold change in F,
that shows a minor change in the permeability value, for example, 0.38 x 10~® cm/sec for
ganciclovir to 0.51 x 107" cm/sec for acebutalol (Yazdanian et al., 1997). The reason for this
phenomenon is not known. Owing to differences in the handling of animals, age, species, food,
tissues, tissue media, clones of cultured cells, or different passages, laboratories will have
different prediction factors for absorption when they use the different methods available
(Artursson et al., 1996; Thomson et al., 1986; Ungell et al., 1997; Ungell, 1997).



158 Ungell and Abrahamsson

The ranking order between the different drugs might also be different between
laboratories because of the different levels of viability and integrity of the biological systems
used (Ungell, 1997). The integrity of the tissue change is time related, which means that there is
a limit in time for use of the different systems (Levine et al., 1970; Polentarutti et al., 1999). It
may also be related to buffer solutions, oxygenation of the solutions, stirring conditions,
preparation of the tissues and other physical handling, and temperature (Ungell, 1997). The
surface exposed to the drug is different in different models and for high- and low-permeability
drugs, as suggested by Artursson et al. (1996) and Strocchi and Levitt (1993). The “true”
exposed surface area is the same as the serosal surface area for cultured monolayers
(Artursson et al., 1996) but is very variable for excised segments for the Ussing chamber or
perfusions, depending on which region of the GI tract is used. As a result of different handling
during preparation of the tissues, the effective surface area for absorption may also be
different, and a time-dependent change in surface area during the course of the experiments
has been reported (Polentarutti et al., 1999). The change in area by time will affect high- and
low-permeability drugs differently (Strocchi and Levitt, 1993). For a full understanding of the
differences in results between laboratories and between species, these parameters may
perhaps be useful as a complement to other valuable information regarding the performance
of the experiments and the technique used.

The variability between experiments and laboratories presents difficulties when
comparing values from different laboratories. Each laboratory should therefore be careful in
standardizing and correlating their own models to human absorption values before using them
as predictive tools. Indeed, the guidelines from FDA regarding the use of a compound data set
for classification of their candidate drugs using the BCS could be helpful in standardizing in
vitro techniques (Amidon, 1996).

IN VIVO TECHNIQUES FOR STUDIES IN HUMAN

The physicochemical tests, in vitro methods, and animal experiments used in the
biopharmaceutical preformulation phase can never fully reflect the conditions in human,
and studies of the drug absorption prerequisites can therefore be very valuable. This is
especially relevant if (1) contradictory results have been obtained in model experiments, (2) the
substance has complicated absorption properties (e.g., active transport), or (3) a modified
release formulation will be developed. The most important information that can be obtained in
such human studies is

® intestinal drug permeability /absorption and
® bioavailability after administration at different regions in the GI tract.

This type of study is not only useful for drug substance characterization prior to
formulation development but may also be performed to elucidate absorption effects of certain
formulation components.

Intestinal Permeability Measurements

The extent of absorption is determined by several drug properties such as dissolution,
degradation/metabolism in the GI lumen, and permeability over the GI wall. Human intestinal
permeability can be quantified in vivo by the use of an intubation technique called Loc-i-Gut
(Lennernds et al., 1996) (Fig. 13). This is a multichannel tube with two balloons, which is
positioned in the proximal jejunum. A closed segment is created in the jejunum by inflating the
two balloons. Thereafter, an isotonic drug solution is continuously perfused through the
intestine, and sampling from the segment for assessment of drug concentrations is performed
in parallel. The intestinal permeability (P.g) is calculated by the following equation:

(Cin - Coul) % Qin
(Cout) 2nrL

4)
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Figure 14 The relationship between fraction absorbed (F,) drug in humans after oral administration and jejunal
gut wall permeability is determined in humans for different drugs.

where C;,, and C,y are the drug concentrations in the inlet solution and in the perfusate leaving
the tube, respectively, and Qj, is the flow rate of the inlet solution. The surface of the closed
segment is described by 27rL, where L is the length (10 cm) and r is the intestinal radius
(1.75 cm). The recovery of a nonabsorbable marker is used to check that no fluid is leaking out
of the closed segment.

The intestinal permeability has been determined by this technique for a large number of
substances (Tamamatsu et al., 1997). A relationship between P and the extent of absorption
has also been established (Fig. 14), which has clearly shown that permeability can be the
limiting step in the absorption process and that a certain permeability (about 4 x 10~* cm/sec)
is needed to obtain complete absorption.

It is also possible to study the influence of active carriers on the transport over the
intestinal mucosa by this technique. This can be done by comparing the P.¢ with and without
an inhibitor of the carrier system in the perfusion solution or by comparing the P for different
drug concentrations in the perfusion solution. For example, the P of verapamil was increased
at higher drug concentrations in the perfusion solution (Sandstrém et al., 1998). An active
efflux of the drug into the lumen by P-glycoprotein membrane transporters could explain this,
since verapamil is known to be a substrate for this carrier.

Regional Bioavailability Assessment

The bioavailability of a drug after administration to different regions in the GI tract can be
determined either by remote-control capsules or by intubation techniques. The two most
frequently used remote-control devices, the “high-frequency capsule” and InteliSite, are
shown in Figure 15A, B (Parr et al., 1999). The drug must be dissolved or suspended in a small
volume (1 mL), which is included in a chamber or balloon in the remote-control device. The
location of the device in the GI tract is determined by fluoroscopy or y scintigraphy. When the
target location has been reached, “microwaves” externally trigger a drug release mechanism
and the drug appears in the intestine as a bolus dose. Markers such as radionuclides can also
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Figure 15 (A) The HF capsule. When the capsule has reached the intended region, it is exposed to an HF field.
This induces an increased temperature in a heating wire, which leads to melting of a nylon thread and release of
a steel needle. The needle perforates a latex balloon, which contains the drug solution, and the drug is released.
(B) The InteliSite™ capsule. When the capsule has reached the desired location, it is exposed to a magnetic field,
which increases the temperature in the capsule. This causes two memory alloys to straighten, which rotates the
inner sleeve of the capsule. A series of slots in the sleeve surface are thereby aligned, and the drug solution is
released through the openings. Abbreviation: HF, high frequency. (Continued)

be included in the device together with the drug solution to verify when drug release occurs
(Bode et al., 1996).

Different intubation techniques have been used for regional absorption studies. The
terminal ileum and colon can be reached either by an oral tube (Abrahamsson et al., 1997) or by
colonoscopy (Gleiter et al., 1985; Parr et al., 1999). In the latter case, the tube is inserted “from
the end of the colon.” The position of the tube is determined by fluoroscopy before
administering the drug, preferably as a solution, through the tube.

Both the types of technique have been shown to provide very valuable results, but certain
pros and cons can be identified. For example, multiple doses are possible, and the rate of drug
administration can be varied in the case of intubation, whereas this is presently not possible for
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Figure 15 (Continued)

remote-control devices. The potential risk of not obtaining appropriate drug release at the
desired site is lower for intubations, owing to its simplicity, as compared with the more highly
technological remote-control devices. On the other hand, the tube or the perfusion may disturb
the normal physiological flow conditions in the intestine. Furthermore, in the case of
colonoscopy, the colon content must be emptied before insertion of the colonoscope, which
leads to unphysiological test conditions. For both the types of technique, it is crucial to
investigate drug adhesion/partitioning to the device material and drug stability for relevant
time periods before starting any in vivo experiments.

In these studies, standard bioavailability variables such as the extent of bioavailability
determined from area under the curve (AUC), rate of bioavailability related to peak plasma
drug levels (Cpax), and time to peak (fmax) are determined. A more detailed presentation of
the assumptions and interpretations of bioavailability data is given in chapter 7. The
bioavailability after administration in more distal parts of the intestine, such as the terminal
ileum and different parts of the colon, is compared with a reference administration either as
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Figure 16 Mean plasma concentration of metoprolol after administration of a solution to three different regions in
the Gl tract by use of an intubation technique.

an oral solution or as a regional delivery to the upper small intestine. This is exemplified in
Figure 16, which shows the plasma drug concentrations of metoprolol after administration to
jejunum, terminal ileum, and colon ascendens or transversum.

VEHICLES FOR ABSORPTION STUDIES

Early preformulation studies are often performed to obtain initial information regarding drug
absorption but may be restricted by solubility problems of the active drug. During early
studies, such as in vitro methods and in vivo methods using animals, vehicles to solubilize the
molecule are used. However, as many of these vehicles are surfactants or lipid systems, they
may also act as “membrane breakers” and are therefore classified as enhancers of absorption
(Oberle et al., 1995; van Hoogdalem et al., 1989; Swenson et al., 1994; Anderberg and
Artursson, 1994). The absorption enhancers/vehicles may act differently on the permeability of
low- and high-permeability drugs and may also affect carrier-mediated transport or metabo-
lism, for example, chremophore and Tween 80, which are known to inhibit P-glycoprotein
(Hunter and Hirst, 1997). The membrane integrity may be impaired, and whether it is the lipid
fluidity or the tight junctions that are affected depends on the concentration and on the vehicle
system used. The outcome of the use of the vehicle system will thereby depend on the
physicochemical nature of the drug and on the metabolic pathway or transport mechanism or
route it uses. There are very few reports showing the effects of vehicle systems on the integrity of
the mucosal membrane. Excised intestinal segments in the Ussing chamber have been used to
verify the change in permeability to mannitol and propranolol using different vehicles, both
surfactant and lipid-based systems (Hanisch et al., 1998). Effects of surfactants on the viability of
mucosal tissues have been reported using LDH release (Oberle et al., 1995), change in
transepithelial electrical resistance (TEER) over Caco-2 cells (Anderberg and Artursson, 1994),
and lipid vehicles such as monoglycerides (Borchardt et al., 1996; Yeh et al., 1994). A more
comprehensive report on vehicles used can be found in Ingels et al. (2007).

At present, no inert vehicle system is available that in general will solubilize all sparingly
soluble compounds during in vitro screening or that is specifically intended for in vivo
administration in animals. This is, of course, impossible, since the molecules have different
structural backbones and behaviors in aqueous solutions and thus have different phys-
icochemical properties. Instead, it is advisable to use a vehicle with as few side effects as
possible and, in addition, to standardize screening and to test the particular vehicle in vitro
and in vivo using marker molecules (Hanisch et al., 1998, 1999; Ingels et al., 2007).

Many vehicles also give analytical problems when liquid chromatography-mass
spectrometry (LC-MS) is used, for example, PEG 400, chremophoreEL, and solutol. The
vehicle may, of course, impair the pharmacological effect and activity of the active drug or
receptor. This must be taken into account when choosing the right vehicle for discovery
screening tests and early preformulation studies.
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Table 9 Most Commonly Used Classes of Enhancers to Drug Absorption from the Gastrointestinal Tract
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Nonsteroidal anti-inflammatory drugs and derivatives

Sodium salicylate
Sodium 5-methoxysalicylate

Mixed micelles
Glyceryl monooleate + sodium taurocholate
Linoleic acid + HCO60

Indomethacin Calcium-binding agents
Diclofenac Ethylenediaminetetraacetic acid (EDTA)
Surfactants Phenothiazines

Nonionic: polyoxyethylene ethers

Anionic: sodium laurylsulfate

Cationic: quaternary ammonium compounds
Bile salts
Dihydroxy bile salts: sodium deoxycholate
Trihydroxy bile slats: sodium cholate
Derivative: sodium tauro-24,25-dihydrofusidate
Medium-chain fatty acids

Octanoic acid
Medium-chain glycerides

Chlorpromazine

Liposomes

Azone

Fatty acid derivatives of carnitine and peptides
Palmitoyl-pL-carnitine
N-myristoyl-L-propyl-L-propyl-glycinate

Saponins

Concanavalin A

Phosphate and phosphonate derivatives
pL-a-Glycerophosphate

Glyceryl-1-monooctanoate
Glyceryl-1-monooctanoate

Enamines
pL-Phenylalanine ethylacetoacetate enamine

B-Amino-1-hydroxypropylidene-1,1-diphosphonate
Polyacrylic acid

Diethyl maleate and diethylethoxy-

Methylene malonate

Source: From van Hoogdalem et al. (1989).

Systems that enhance drug absorption do not always contain ingredients that act on the
epithelial membrane (increased membrane permeability) but act by other mechanisms, such as
by increasing the solubility, changing pH at the absorption site, or decreasing the binding to
luminal material. The result of the enhancement is then an increased force in the absorption
process, that is, the effective concentration at the absorption site. Some examples in the
literature of enhancers can be seen in Table 9.

We must very often consider an enhancer system to be able to develop a dosage form for a
drug with low bioavailability because of the difficulty in performing any more structural
changes without loss of potency. The Caco-2 cells, Ussing chambers, and perfused intestinal
segments methods are often used for enhancer studies or evaluation of the toxicity of the
enhancers (Anderberg and Artursson, 1994; van Hoogdalem et al., 1989; LeCluyse and Sutton,
1997; Ingels et al., 2007). It has been found that the effects of enhancers on the biological system
are both species and method related. For instance, it has been found that Caco-2 cell monolayers
are very sensitive to surfactants, and the rat intestinal tract seems to be more sensitive than that
of the rabbit (Anderberg and Artursson, 1994). Some enhancers have also been used in delivery
systems for humans. Best known are the salts of the fatty acids caprate and caprylate (C8 and
C10), which have been used for rectal administration of antibiotic drugs such as cefoxitin
(Lindmark et al., 1997). The toxic or sensory feeling experienced with the use of the enhancers in
humans has not been fully evaluated. Enhancer systems using mixtures of monoglycerides (C8
and C10), intended to increase the oral absorption in humans of a large number of different types
of poorly absorbable drugs, have recently been patented, and studies on the mechanisms behind
the enhancer effect have also been published (LeCluyse and Sutton, 1997; Sekine et al., 1985; van
Hoogdalem et al., 1989; Constantinides, 1993; Yeh et al., 1994; Borchardt et al., 1996).

FUNCTIONAL USE OF ABSORPTION MODELS

There are different strategies for the use of these absorption models in the industry, for
example, screening of structural analogues, mechanistic studies, and problem solving, as well
as in early formulation perspectives and correlation to in vivo data. This means that there is no
ultimate method for both the discovery and development of pharmaceutical drugs, but rather a
battery of models to be used in different phases of the projects. The functional use of the
different models available could be to use computational methods for the large majority of
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compounds, both to select drugs of interest for synthesis and to gather information on what
important factors will govern the molecule through the membrane via the different transport
routes (see section “Absorption/Uptake over the GI Membranes”). When analogues have been
synthesized, a selected group of compounds could be run in HTS screens for solubility,
permeability, and metabolic stability. The information is entered in the computational models
to gather additional data and simultaneously also put into more complex prediction models of
absorption and used for correlation to in vivo values found in animals. The more complex
secondary screening models should also address the biopharmaceutical aspects, that is,
solubility, interactions in the gut lumen, regional permeability/absorption differences, and
degradation by bacteria.

HTS is mostly used in the initial phase in the discovery process, where chemical entities
are tested for biological activity in specific target assays. The technology and the high-
throughput standardization have also lately been discussed for the structure/absorption
relationship using Caco-2 cell monolayers or other cell lines as well as intrinsic clearance
determination (half-lives) for structure/stability evaluation. The overall strategy for the
industry is to use this screening tool as efficiently as possible, and not necessarily for all
compounds in the chemical library. The standardized systems have a high throughput where
thousands of chemical compounds can be tested in a short period of time and where the time
for feedback into the projects is the most important success factor. Because of the importance
of the measured values resulting from such assays for a forthcoming candidate drug
selection, the importance of the assay for correct prediction of the human situation becomes
evident.

As concerns the absorption of drugs in the GI tract, HTS in the industry has focused
on Caco-2 cell monolayer permeability assays. Other cell lines have been and are also
currently being used, such as MDCK, T84 cells, CHO cells, LDCK, HT-29, and other clones
of Caco-2. The purpose of using cell lines at this stage is to proceed quickly to the next step
of the evaluation of a potentially available oral drug, which requires only a representative
value for acceptable or nonacceptable permeability. The cell lines differ in the presence of
carrier-mediated transport systems and metabolic activity, and thus the outcome differs.
For the design of more specific screening tools, for example, transporters, specific cells of a
certain age and differentiation are used (Doppenschmitt et al., 1998; Anderle et al., 1998;
Delie and Rubas, 1997) as are cloned human transporters in cells (Artursson and Borchardt,
1997).
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THE IMPORTANCE OF PRODUCT DESIGN

It may seem obvious to state that a new product should be adequately defined before any
serious product development is undertaken. In many cases, the value of the design phase is
often underestimated in the rush to start development and get products to the market quickly.
This can result in much wasted time and valuable resources. It can also lead to reduced staff
motivation if a product is developed that is not wanted or if the product definition is
constantly changing during development. The quality of the design activities can strongly
influence the success of development of the right product to the market and ultimate return on
investment (ROI).

Several nonpharmaceutical industries have long realized the necessity of investing time
and money in an initial product design phase. The automobile, aeroplane, or shipbuilding
industries, for example, would not think of gearing up for large-scale manufacture of a new
model until they were satisfied with the design phase. Thorough market research will have
been completed to ensure customer requirements are being met. The product definition and
technical specifications will have been agreed on, and the cost of goods (CoG) estimated, so
that the company is satisfied that the venture will be commercially viable! What makes it more
difficult in the pharmaceutical industry are the relatively longer timelines involved and the
risks and complexity associated with the development of new medicines. However, the more
progressive pharmaceutical companies seem to be finally realizing the value of the product
design stage to achieve successful product development and marketing of a new product.

Unfortunately, some companies still do not seem to be getting the product design process
right to their cost. The following recent example of inhalable insulin has been described as
“one of the drug industry’s costliest failures ever,” estimated to be $2.8 billion from the cost of
development, closure of dedicated manufacturing plants, and unsold product (Johnson, 2007).
Certain companies have invested more than 10 years and vast amounts of money on making
insulin treatment more convenient for diabetes patients. The idea was that diabetics did not
like to prick themselves with needles several times a day to deliver the insulin they need to
balance their blood sugar. The biggest hurdle was to deliver insulin by inhaler as consistently
as with a standard needle and syringe. It took a technological breakthrough to develop and
launch the first inhalable insulin product in July 2006, only to abandon it in October 2007, after
the product’s disappointing sales performance. The company predicted that inhalable insulin
would be a $2 billion-a-year product by 2010, but it only sold $12 million in the first year. There
were several reasons attributed to the poor sales performance.

¢ The device was unwieldy and drew unfavorable reviews from doctors and investors.
Some patients likened it to a bong for smoking marijuana and were embarrassed to use
the device in public.

¢ It was taking much longer to teach patients how to use the inhaler device compared
with an insulin pen, and diabetic specialists said it was hard to use.

® There were concerns about safety as only 10% of the insulin reaches the bloodstream,
raising the question about the long-term effects of the other 90% remaining in the
lungs.

® The inhaled treatment was approximately twice as expensive per day as the injectable
insulin and some payers refused to accept the inhaled product on costs alone.
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From the above, it is questionable whether there was appropriate input to the product
design process. Was adequate market research really undertaken to identify what the market
would accept from different customer perspectives?

Studies have shown that the initial design phase actually requires a relatively small
investment, which can greatly influence the nature of the product and its ultimate commercial
success (Berliner and Brimson, 1988). The ROI of the conceptual design phase was shown to be
five times greater than the ROI of later development work to develop and optimize the product
and manufacturing process.

A simple definition of “product design” is “the initial stage of product development,
where ‘global’ agreement is required about the nature of the product to be developed.”
Figure 3 in chapter 1 illustrates where product design fits into the overall product development
process. Effective product design is considered to have the following important benefits:

¢ To provide clear direction and objectives for the project team

® To gain buy-in and input from all the key functions at the start of development (such
as pharmaceutical development, safety, clinical, manufacturing operations, quality
assurance, regulatory, and commercial/marketing)

® To assess the feasibility of the project in commercial and technical terms

¢ To identify any risks early and hence manage them

® To avoid wasting valuable resources on developing a product that is not needed or
wanted

¢ To provide a good reference source for the development plan

PRODUCT DESIGN CONSIDERATIONS

A useful outcome of the initial product design phase is a product design report. This should
document the careful evaluation of the following key elements:

Target product profile (TPP)/minimum product profile (MPP)
Design specification and critical quality parameters
Commercial and marketing considerations

Technical issues and risk assessment

Safety assessment considerations

Environmental, health, and safety considerations

Intellectual property considerations

Each of these elements is discussed in more detail below.

Target Product Profile/Minimum Product Profile

A TTP, which defines the product attributes, should be established for the intended marketed
product based on all “customer” and “end-user” needs. Customers and end users include anyone
in the supply chain, including both internal and external customers, such as those in manufacturing
and in sales and marketing, distributors, doctors, nurses, pharmacists, and patients. Each customer
wants the right product (meeting their quality expectations) at the right time and at the right price.
Additionally, each customer will have his or her own specific requirements.

The TPP is often expressed primarily in clinical terms, but should also include the
pharmaceutical, technical, regulatory, and commercial/marketing attributes required of the
product. The TPP is based on the ideal product characteristics, which are considered to be
desirable, whereas the MPP is based on the minimum product requirements, which must be
met for the product to be viable and worth developing. For example, the TPP may stipulate an
ideal dosing regimen of once daily. However, the MPP may state that the dosing regimen must
be no more than twice daily for the product to be competitive.

The ideal attributes for a fictitious product profile example prepared for a product being
developed to treat osteoarthritis is shown in Table 1.

The level of information on the dosage form and pack should provide sufficient clarity of
detail to enable the pharmaceutical development group to plan their development. These
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Table 1 Target Product Profile for a Fictitious Product to Treat Osteoarthritis

Key attributes

Target product profile

Disease to be treated

Patient type (e.g., geriatric, pediatric)
Route of administration

Efficacy

Safety/tolerability

Pharmacoeconomics
Dosage/presentation (type/size)

Dose and dose frequency
Pack design/type

Process

Osteoarthritis
Adults older than40 years, including geriatrics
Oral

Analgesic and anti-inflammatory activity better than current
“criterion standard” therapy

No Gl side effects
No interactions with other agents

Reduced health care costs by preventing disease progression

Immediate release tablet
No more than two strengths

Once daily

Blister calendar pack with moisture barrier
Must be able to be opened by patient Tamper evident

Use standard processing equipment for tablets

Aesthetic aspects (color, flavors, taste, etc.) Color to differentiate tablet strengths
Taste masked to reduce bitterness

Territories to be marketed United States, Europe, Japan

No more than 10% of commercial price

Equivalent or less than current criterion standard therapy

Cost of goods
Commercial price

Table 2 Example of a Pharmaceutical Product Profile for an Intravenous Solution

Key attributes Target product profile

Dosage form presentation  Single dose, non-preserved

Primary pack Type | clear glass vial (10 mL) rubber stopper
Aluminum overseal

Carton with patient instruction leaflet
1050 mg in 5 mL

Secondary pack
Product strength range

Excipient to be evaluated
Tonicity adjustment Dextrose or saline
Buffer Phosphate or citrate
Antioxidant Sodium metabisulfite or acetylcysteine

Manufacturing process Aseptic manufacture/sterile filtration (terminal sterilization by autoclaving not possible)

pharmaceutical attributes may be documented separately in a pharmaceutical product profile
(PPP). A typical example of a PPP is shown in Table 2 for an intravenous injection product,
illustrating the level of detail expected in a product design report. Similarly, a target clinical
profile (TCP) can be developed by the clinical development group to document and capture
the clinical characteristics required of the drug, which will meet the needs of patients,
clinicians, and payers. Both the PPP and TCP can be used in conjunction with the TPP to
provide a complete summary of the product design requirements.

It is clearly beneficial to conduct some early preformulation studies to characterize the
candidate drug and to determine the physicochemical properties considered important in the
development of the intended dosage form to support product design. Preformulation data
from solubility, stressed stability, excipient compatibility, and other preformulation studies
may influence the selection of the formulation dosage form and excipients. The results may
also influence the choice of manufacturing process, as shown in the example in Table 2, where
terminal sterilization by autoclaving has been shown not to be feasible. The preformulation
data should also help to establish the critical quality parameters for the product. In chapter 6 of
this book, Gerry Steele discusses in much greater detail the preformulation studies that may be
undertaken to support product design.
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The formulation developed for early clinical trials (phase 0 or I) is often a simple one and
different from the intended commercial dosage form. A parallel development approach can
significantly reduce development time by delinking early clinical supply with commercial
formulation development. However, the product profile in the product design report is for the
intended commercial product. This information is required at the start of development so that
the final commercial product and simple clinical formulation can both be developed in parallel
to avoid affecting the medical needs or timings. For example, the commercial formulation
could be a film-coated tablet, but the early clinical formulation may be a simple oral solution or
suspension or a hand-filled capsule. Regulatory authorities will be interested in the linkage
between formulations used in early clinical studies and those used in the pivotal (phase III)
studies and the final commercial product. The objective of many companies is to optimize and
finalize the commercial product (formulation and process) for the start of the pivotal clinical
studies to minimize any regulatory concerns.

Meeting Customer Needs

There are various methods and tools available for gathering information about customer needs
to establish the product profile. It is not the intention of this book to cover this in great detail,
and only an overview is given here.

A primary source of information is usually held within the pharmaceutical company,
particularly if the company is already established with marketed products in a particular
therapeutic area. Most companies will have a variety of information representing the voice of
their customers. Much of this may be negative in the form of complaints and letters from users.
These can be valuable sources of information to consider in the development of better
products. It is important that all of the company’s internal departments involved in product
development are consulted. These internal departments include Pharmaceutical Development,
Design Engineering, Manufacturing Operations, Quality Assurance, Safety/Toxicology,
Medical, and Commercial/Marketing. They should be involved in the product design and
product profile discussions, as they are also key internal customers. This is easier said than
done because pharmaceutical organizations often lack the processes and structure to support
their collaboration. The TPP should be used to facilitate joint development and “buy-in.”
Typically, research and development (R&D) “owns” or acts as if it owns the TPP, but ideally
the process needs to be improved to incorporate real input into the TPP from all parties, or else
it may become a dead document (Illert, 2007). The process needs to encourage constructive
teamwork to ensure that the science, regulatory, and commercial functions’ inputs are all
reviewed and agreed upon. One way of doing this is to bring together all the stakeholders at
one or more workshops to agree upon the development objectives and to optimize the TPP.

Once defined, the TPP provides details of the label claims that the company is seeking for
the candidate drug, including the safety and efficacy requirements that should allow drug
approval. Although it is not compulsory for the regulatory approval process, there are benefits
of sharing the TPP with the regulators at an early stage in development as a discussion
document to check with them whether the development plans are appropriate to support a
marketing application.

It is important to recognize that these internal customers’ perceptions and requirements
may be far removed from those of external customers. If a company is venturing into a new
therapeutic area, or is endeavoring to learn more about the changing needs of the market,
external customers and end users in the supply chain need to be consulted for their views
about current treatments and shortfalls. There are various ways of achieving this feedback. For
example, surveys can be conducted by sending out questionnaires or by telephoning key
customers and end users to gather perception data. Alternatively, clinics and focus groups can
be set up to gain insight into customers” wants and perceptions. Clinicians, doctors, patients, or
other customers may be asked to attend small focus groups, facilitated by medical, marketing,
or pharmaceutical personnel, to discuss their likes and dislikes. This type of forum can be
useful for demonstrating samples and prototypes of devices and drug delivery systems. Other
ways of obtaining feedback include setting up individual interviews with opinion leaders in
the field and generally listening to customers’ comments at conferences, exhibitions, and trade
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shows. Consultancy organizations are often hired to gather this type of information on behalf
of the pharmaceutical company developing a new product. Customer insight studies can be
conducted in conjunction with the pharmaceutical company to gain a deep and clear
understanding of the needs and behaviors of its customers: prescribers, patients, and all other
stakeholders involved in pharmaceutical decisions. The studies try to answer the key questions
such as

® What are the barriers keeping our medicines from reaching patients who would
benefit from them?
¢ Why would physicians not prescribe our products to patients?

For example, one obstacle to the uptake of a cholesterol lowering medicine was that some
physicians do not conduct frequent diagnostic tests that would lead to prescriptions. This
could be overcome by providing easy-to-use blood testing equipment to the physicians so that
they can diagnose more patients and prescribe the cholesterol-reducing medication.

Information gained from such customer insight studies is used by the pharmaceutical
company in the design of the new medicine. The pharmaceutical development group can play
a leading role in determining the pharmaceutical requirements for a new product from key
customers. Customers may want more specific packs or delivery systems, and different
markets still have their own preferences for different dosage forms.

Quality function deployment (QFD), also referred to as “customer-driven engineering”
and “matrix product planning,” is a useful quality and planning tool that uses a structured
approach in defining all the customer needs or requirements and translates these into design
requirements for product development. QFD seeks out both the “spoken” and “unspoken”
customer requirements and maximizes “positive” quality (such as ease of use) that creates
value, whereas traditional quality systems aim at minimizing negative quality (such as defects).

QFD originated in Japan in the late 1960s and was initially applied to shipbuilding,
where large capital investments are made and design and planning needs to be thorough.
Through the 1970s and 1980s, there was a rapid increase in the application of QFD to all
industries in Japan, and in the 1980s and 1990s, it was accepted in the United States and
Europe as a means of quality improvement (Akao, 1990; Day, 1993; Mizuno and Akao, 1994).

The QFD basic approach is to start with customer requirements, which are usually vague
qualitative items such as easy to use, feels good, lasts a long time. These vague customer
requirements are converted into internal company design requirements that are measurable
and can be used objectively to evaluate the product. If the company requirements are properly
introduced, the product should satisfy all the customer requirements. The company
requirements must then be translated into specific parts of the product, and the characteristics
of these specific parts should cause the essential functions to be performed.

Customer requirements - Company requirements (measures) — Design characteristics
(specific parts)

QFD is accomplished through a series of charts, sometimes referred to as the “House of
Quality” (HOQ) because the shape of the charts has a rooflike structure at the top (Fig. 1).
Ideally, the chart should be developed by a cross-functional team made up of members of the
core functions in product development. The first step in building the HOQ is to list the
customer requirements, “the WHATS,” down the left-hand side of the matrix (area 1 in Fig. 1).
Each of the WHATS is translated into one or more global customer characteristics or design
requirements, “the HOWSs,” and listed across the top of the matrix (area 2). The design
requirements will usually be measurable characteristics, which can be evaluated on the
completed product. The next step is to complete the relationship matrix in the center (area 3).
The strength of the relationship between each customer requirement and technical require-
ment is depicted by using different symbols and weightings, for example, “strong” = 9,
“medium” = 3, and “weak” = 1. A blank column in the relationships matrix could indicate a
design requirement that is not really needed.

Next, the team completes area 4, comprising measurements for the design requirements
(HOW MUCH). These objective target values should represent how good the product has to be
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to satisfy the customer and need not necessarily represent current performance levels. These
values are required to provide an objective means of assuring that requirements have been met
and to provide targets for further detailed development.

In area 5, the roof of the house, the correlation matrix establishes any potential synergies
or conflicts between each design requirement (HOW). The purpose is to identify areas where
trade-off decisions may be required. Symbols are often used to describe the strength of the
relationship, for example, positive, strong positive, negative, and strong negative. From the
matrix, it should be possible to identify which of the design requirements support one another
and which are in conflict. Positive correlations are important because some resource
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efficiencies may be gained by not duplicating efforts to attain the same result. Negative
correlations are also important because they indicate conditions where trade-offs are
suggested. There may be ways of eliminating trade-offs by introducing some degree of
innovation, which may lead to competitive advantage and patent opportunities. Trade-off
resolution is achieved by adjusting the values of the targets for customer requirements (HOW
MUCH).

The competitive assessment is a pair of graphs (areas 6 and 7), which depict item for item
how competitive products compare with current company products. This is completed for
both the customer requirements (WHATs) and the design requirements (HOWSs). The
customer competitive assessment is important to understand the customer’s perception of the
product relative to the competition, whereas the technical competitive assessment is
undertaken by the company’s product development experts to gain an internal view.

The final step in constructing the QFD chart is to establish the importance ratings. The
customer importance rating (area 8) is based on customer assessment and is expressed as a
relative scale (typically 1 to 5), with the higher numbers indicating greater importance to the
customer.

It is vital that these values represent the true customer needs and not just internal
company perceptions. Importance ratings for the design requirements (HOWSs) are calculated
by multiplying the value of the symbols in the relationship matrix for each cell (9, 3, or 1) by
the corresponding customer importance rating and summing the products down the columns
(area 9). The importance ratings are useful for prioritizing efforts and making trade-off
decisions. The values have no direct meaning but rank in relative importance the customer and
technical requirements that have to be satisfied.

Figure 2 provides a typical example of a completed top-level QFD chart for a fictitious
metered dose inhaler (MDI) product to be used for the treatment of asthma.

The QFD concept can be further utilized by cascading the Voice of the Customer through
a series of matrices or phases. In the product development process, this involves taking the
customer requirements and defining design requirements. Some of the design requirements
are translated to the next chart to establish the optimum design characteristics. This is
continued to define the optimum manufacturing process requirements and production
requirements. In practice, this is achieved by creating new charts in which the HOWs of the
previous chart become the WHATS of the new chart, as illustrated in Figure 3.

While the QFD charts are a good planning and documentation tool, the real value is in
the process of communicating and decision-making within a company because the process
encourages input from multiple functional disciplines involved in product development. The
active participation of the various disciplines should lead to a more balanced consideration of
the customer and design requirements and, ultimately, increased customer/end-user
satisfaction. Having said that, the perceived complexity of the QFD charts, and getting buy-
in from across the company, can be barriers to success. However, QFD should help maintain a
focus on the true requirements and requires more time to be spent at the start of development,
thereby ensuring that the company determines, understands, and agrees with what needs to be
done before rushing into development activities.

When appropriately applied, QFD has demonstrated that design changes are less likely
later in development and has shown a corresponding reduction in development time to market
(Akao, 1990).

Like any good system, QFD has evolved over the years. Modern QFD now incorporates
much advancement that was not in traditional QFD. For example, traditional QFD is
centered on the “4-House” approach. Some companies that do their own design work have
found that this approach does not integrate well into their new product development process
and is too time consuming. Modern QFD is custom tailored to identify the minimum QFD
effort required with the optimum tools and sequence, making QFD more efficient and
sustainable in today’s lean business environment. Large, complex tools such as the HOQ are
now often replaced with smaller, faster ones that provide a level of analysis that is faster and
easier. In some cases, the HOQ matrix may be still useful; however, the important thing is to
know when HOQ is appropriate and when it is too much team effort for the value it delivers.
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Figure 2 A fictitious QFD chart for metered dose inhaler.

Modern QFD also incorporates upgraded mathematics in the QFD matrices to meet the
mathematical rigor demanded by Six Sigma precision. Traditional QFD often did not go
deep enough into the Voice of the Customer to uncover unspoken needs because it began at
the time when most design work was done by the customer’s engineers. Modern QFD has a
set of rigorous front-end tools to refine the Voice of the Customer into spoken and unspoken
customer needs, leading to more innovative solutions. Additionally, Modern QFD includes
psychological and lifestyle needs, not just functional needs. Today, consumers are making
the purchase decision more and more on emotional needs and image issues. Lifestyle QFD
(available at http://www.qfdi.org/workshop_kansei.htm) connects consumers’ needs for
psychological and lifestyle-enhancing solutions with product development and branding.
Traditional QFD ignores bottlenecks caused by availability of certain experts. It assumed
that experts were always available or would work overtime to finish the work. Modern QFD
also has components for schedule deployment and project deployment based on Critical
Chain Project Management to improve allocation of constrained resources and finish more
projects on time. Overall, Modern QFD today provides a much better framework for
integration of various innovative methods into the product development process (Mazur,
2007; Mazur, 2008).
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Figure 3 QFD: cascading the voice of the customer.

Design Specifications and Critical Quality Parameters

In addition to the preformulation information, there will be other considerations in the
selection of the excipients and packaging components for the product. Taking the intravenous
injection example in Table 2, it may be important to stipulate that any excipient used must be
of parenteral grade, will comply with pharmacopoeial requirements, and be restricted to those
known to be safe and acceptable to the regulatory authorities. This will reduce the risk,
compared with using a novel excipient, which might be questionable to some regulatory
authorities. It will also reassure the safety/toxicology department that no extra toxicological
studies will be required to approve a new excipient.
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Similarly, a list of requirements can be produced for the primary pack, such as the
following;:

® The pack will be acceptable to regulatory authorities in the countries to be marketed
(other approved marketed products already use this type of pack).

® Only packs that can be multiple sourced from more than one supplier/country will
be used.

¢ The pack must have consistency of dimensions and performance.

¢ The pack will meet function/user tests and specifications.

These dimensions, performance limits, and function/user test limits should be specified
in the product design report.

Even though the product has not yet been developed, a high-quality product
specification can be proposed with tests and limits that the product should meet at the time
of manufacture and at the end of shelf life. For the intravenous product example, tests might
include appearance (clear, particle free), pH, osmolality, particulate levels, sterility, and
endotoxin levels. Appropriate standards or limits can also be proposed on the basis of the
knowledge of similar types of products that have already been developed and from standard
pharmacopoeial monographs.

Finally, in this section, it is useful to agree on what the minimum acceptable shelf life for
the product should be. The product will need to be stable enough to allow time for quality
control (QC) testing and quality assurance (QA) release after manufacture; distribution to
wholesalers, pharmacists, and doctors; and with acceptable time for storage until prescribed
and used by patients. Normally, a minimum three-year shelf life at room temperature (15-30°C)
is targeted. However, if the treatment is very novel, it may be possible to justify a shorter shelf
life and /or storage at lower temperatures, if stability is likely to be a problem.

Commercial and Marketing Considerations

Any pharmaceutical company’s economic objective must be to maximize its ROI after launch.
Therefore, the commercial viability of a new product to be developed needs to be commercially
assessed at the product design stage to satisfy the company that it will achieve a satisfactory
ROL. Some of the factors that should be considered in the evaluation are as follows:

Development costs

Timing to market

Market size (disease prevalence, diagnosis and treatment rates, market value)
Competition (current, developing, and impact on future market)

Unmet medical need (effectiveness of current treatment, improvements required)
Pricing and reimbursement (current and future)

CoG (target)

The development costs are an estimate of the total costs of development of the product
through the various stages of R&D, including preclinical, clinical, pharmaceutical (drug
substance and product), and marketing costs. As a rule, the development costs will increase
exponentially with development time (see Fig. 2, chap. 1), and the cost of conducting the phase
III clinical studies are usually the most expensive element of the development program.
Estimates of the total cost of all material, labor, and overhead costs should be included.

A major consideration for the development costs is whether to contract out some or all of
the work (Spurlin et al., 1996). Contract research organizations (CROs) can offer a broad range
of services covering all parts of the drug development process. In terms of product
development, preformulation studies, including drug substance characterization, formulation
development, stability testing, clinical trial manufacturing, and scale-up/technology transfer,
are typically outsourced. In fact, most pharmaceutical companies have to contract out some
aspect of R&D because of the diverse requirements and multidisciplinary nature of the work.
Taken to the extreme, it is possible to create a “virtual” pharmaceutical company run by a
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Table 3 Advantages and Disadvantages of Outsourcing

Advantages Disadvantages
® More cost effective ® A big commitment and initial costs
Reduced overhead costs ® (Questionable quality and regulatory concerns;
detailed audits required
Avoid capital expenditure ® Secrecy/loss of patent opportunities
Reduced cost of good
Reduced training costs ® Loss of technical expertise and product knowledge
® Access to the best expertise, technology, and ® Stagnation of in-house competence
resources not available within company
® Access to patented technology ® Decreased flexibility moving resources between
® Allows optimal use of internal resource projects
(focus on company strengths)
® Free up resource for other purposes ® Short-term gain—no future development of company

® Dependability on partner
Management of peaks and troughs
Shorter time to achieve results-fast track to market
Shared risk—joint venture
Increased probability of success?
Convenient and efficient

committee of project managers responsible for coordinating the outsourcing of every part of
the development program (Stevenson, 1997). However, it is unlikely that major pharmaceutical
companies would want to take this approach and not have any internal capability.

There are pros and cons to outsourcing, some of which are summarized in Table 3.
Clearly, contracting out is not simply a commercial decision. The issues identified if
outsourcing is done have to be carefully considered. One significant risk of outsourcing is if the
relationship with the CRO goes sour or the CRO goes out of business. It may be difficult to find
an alternative without having the detailed technical knowledge.

The outsourcing company should be aware of the potential additional costs to simply
paying for a package of work. Someone from the parent company has to manage the process,
and this can involve several stages such as

selecting the CRO,

auditing to ensure technical, commercial, and quality standards are acceptable,
establishing a contract and agreement of the work program,

attending reviews to discuss progress or technical issues, and

accepting the end result.

These activities are likely to involve significant parent company investment in time,
people, and costs if the outsourcing is to be successful. Some of these issues associated with
using and controlling contractors are discussed further by Burton (1997).

An estimate of the timing to market is important to know to assess the positioning of the
new product in relation to competitor products in development and those already marketed.
The use of CROs should be able to speed up development by allowing activities to be
conducted in parallel. It is also important to predict what the market size is likely to be at the
time of launch on the basis of market trends. Being first to market with a new treatment can be
very advantageous in determining a high commercial price. However, if other competitor
products are already established, the market price may be restricted unless some significant
benefit can be shown over existing treatments. For example, a novel delivery system or device
that improves patient compliance might achieve a higher price than a conventional delivery
system.

The potential market size can be estimated from current research data, showing the
number of patients in the countries of interest and the total value of treatment. Trends in
disease prevalence should be noted, whether the number of patients is increasing or
decreasing. However, it should also be noted that market research can sometimes be
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misleading and could result in missed opportunities. A good example to illustrate this point is
the introduction of a new therapeutic class of drugs where there was no existing market.
Before the introduction of the H2-receptor antagonist cimetidine, there was little evidence that
many people suffered from gastric ulcers. It was only after an effective treatment was available
that people came forward, and an enormous market was established.

One way of assessing the commercial viability for a new product is to subtract the total
development costs from the potential market share value. The potential market share value is
estimated by multiplying the percentage of the potential number of patients by the potential
commercial price for the new product. An alternative approach is to do the calculations based
on the cost of the product or one course of treatment:

Estimated commerical return = (commercial price — cost of goods) x predicted sales volume

The commercial price that the company thinks it can obtain for the product, or for a
course of treatment, will depend on some of the other factors mentioned above, such as the
predicted time of market launch, the competitive positioning, and the relative cost of
competitor products in the countries to be marketed. The CoG is an estimate of the sum of the
cost of the drug substance, excipients, packaging materials, manufacture, labor, and
overheads, among other things, that contribute to making the product.

It has been estimated that 85% of the future cost of a new product can be determined at
the product design phase (Matthews, 1997). The industry average for the CoG has gradually
increased over the last decade from about 10% to 20% of the commercial price. A CoG target of
5% to 10% is about the industry average, with a maximum of no more than 40%. Higher than
this would be difficult to justify developing, as the margins would be too small. The choice of
the commercial dosage form and manufacturing process can have a significant impact on the
CoG. For example, if a product is freeze-dried, the processing costs will be extremely high
because of the limited batch sizes and lengthy process involved. A less obvious example is the
choice between tablets versus capsules. Cole (1998) compared the relative costs in the
development and production of film-coated tablets with a dry-filled hard gelatin capsule for a
new chemical entity (NCE). The relative costs in terms of development time, raw materials
used, production equipment, facilities, and validation for the manufacture were considered.
There is a general belief that tablets are easier and cheaper to produce than dry-fill capsules,
but surprisingly, Cole found that a capsule-manufacturing facility is cheaper to build, validate,
and operate than a tablet-manufacturing facility. Only when the costs of excipients are
considered in isolation does the tablet process have an advantage, mainly because gelatin
capsules are relatively expensive.

Technical Issues and Risk Assessment

There may be a variety of issues that should be documented in the product design report to
highlight the perceived risks involved in developing the product. Some of these risks will be
related to pharmaceutical development and others to clinical, safety/toxicology, or other
areas.

For pharmaceutical development, risk may be associated with the technical challenges
anticipated in developing a novel or complex drug delivery system or manufacturing process.
Information from early preformulation and biopharmaceuticals studies should indicate the
potential problems for drug delivery, formulation development, and manufacture.

There may be a lack of in-house expertise, resulting in the need to contract out the work
or the need to develop an in-house capability. Alternatively, there may be a lack of in-house
facilities or equipment to handle the candidate drug. These issues need to be resolved quickly
or else time penalties could be incurred. Other areas of risk include the sources of excipients
and packaging components. Some excipients or packaging components may only be available
from one supplier, with the risk that the supplier could go out of business.

The importance of identifying these issues in a product design report is to make the
company aware of the risks it is taking and to make effective plans to overcome problems and
manage the risks.
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Safety Assessment Considerations

In the interests of rapid product development, it is beneficial to select well-established
excipients that already have regulatory approval in registered products. In the United States,
specific requirements for “new” excipients are detailed in the U.S. Food and Drug
Administration’s Guidance for Industry: Nonclinical Studies for the Safety Evaluation of Pharma-
ceutical Excipients, published in May 2005.

According to ICH, an excipient is considered new or novel if it is used for the first
time in a human drug product or by a new route of administration. In the United States,
FDA maintains the Inactive Ingredient Database, which lists excipients used in approved
drug products, their route of administration, and their maximum dosage. There may be
situations where there are good reasons to use new excipients. There may be incompatibility
problems with the candidate drug and existing excipients or there may be a need to use new
excipients in a new drug delivery system. The replacement of chlorofluorocarbons
(CFCs) with new hydrofluorocarbon (HFA) propellants in pressurized MDIs has been
driven by environmental factors. The cost of safety testing HFA-134a and HFA-227 has
been shared by a consortium of pharmaceutical companies who all had a vested interest.
However, the search for novel surfactants required to suspend the drug in the new
propellants has been left to individual companies, after it was discovered that none of the
traditional surfactants were compatible with HFA propellants. This has resulted in many
new surfactants being patented, but few have been successfully safety tested and used in
marketed products.

The safety-toxicological testing of a new excipient for Europe or the United States is as
extensive as that for an NCE and can take four to five years to complete. There are differences
in the safety evaluation requirements for different types of formulations: oral, parenteral, and
topical/transdermal. The International Pharmaceutical Excipients Council (IPEC Europe and
IPEC Americas) have developed a protocol for the rational safety testing of excipients to aid
the introduction of new chemical excipients (Table 4). IPEC is a federation of three
independent regional industry associations based in Europe, the United States and Japan
who are focused on the applicable law, regulations, and business practices of each region with
respect to pharmaceutical excipients. Historically, new excipients were only reviewed by
regulatory authorities in the context of new drug applications (NDAs). As a result,
pharmaceutical companies were reluctant to include them in their formulations because any
questions about the excipients could delay or reject their applications. To address this IPEC of
the Americas has developed a New Excipient Evaluation Procedure (DeMerlis et al., 2008). The
aim of this process is to provide independent evaluation of the regulatory acceptance of a new
excipient before a regulatory filing of a new drug product. Although this process will not
provide any type of regulatory approval, it should provide confidence to pharmaceutical
companies that the excipient will be acceptable in their formulations. Supporting information
for a new excipient can be provided in a drug application or in an appropriately referenced
drug master file (DMF). This information includes full details of chemistry, manufacturing,
and controls as well as supporting safety data. The information provided is similar in the level
of detail to that provided for a drug substance. The level of information, however, may be less
depending on the “newness” of the excipient.

Investment in a new excipient includes the cost of safety testing, investment in
manufacturing facilities, and other development costs, including stability testing. Safety testing
of a new excipient alone can be expensive. It is estimated that about $40 million to $50 million
is required to allow for the cost of those materials that do not make it to the market. There is a
big financial risk that the investment costs will not be recovered during the patent life of a new
product. However, it may be possible to reduce these costs and timings. For example, if the
new excipient is essential for the development of the new candidate drug, it may be possible to
“piggyback” the safety evaluation of the new excipient onto the safety evaluation of the
candidate drug itself. This approach could be particularly appropriate for parenteral products.
Finally, there may be lesser considerations for excipient safety testing in novel treatments,
where there is an overwhelming need to treat patients quickly and effectively, for example, for
life-threatening diseases such as cancer.
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Table 4 Summary of Excipient Safety Testing for Different Routes of Exposure for Humans (proposal by IPEC
Europe and IPEC America)

Dermal/inhalation/tests Oral Mucosal Transdermal Topical Parenteral Intranasal Ocular

Appendix 1—base set

Acute oral toxicity R R R R R R R

Acute dermal toxicity R R R R R R R

Acute inhalation toxicity C C C C C R C

Eye irritation R R R R R R R

Skin irritation R R R R R R R

Skin sensitization R R R R R R R

Acute parenteral toxicity - - - - R - -

Application site - - R R R - -
evaluation

Pulmonary sensitization - - - - - R -

Phototoxicity/ - - R R - - -
photoallergy

Ames test R R R R R R R

Micronucleus test R R R R R R R

ADME-intended route R R R R R R R

28-day toxicity (2 R R R R R R R
species)-intended
route

Appendix 2

90-day toxicity (most R R R R R R R
appropriate species)

Teratology (rat and R R R R R R R
rabbit)

Additional assays C C C C C C C

Genotoxicity assays R R R R R R R

Appendix 3

Chronic toxicity (rodent, C C C C C C C
non-rodent)

1 Generation R R R R R R R
reproduction

Photocarcinogenicity - - C C - - -

Abbreviations: R: required; C: conditional.

Environmental, Health, and Safety Considerations

There are increasing pressures on the pharmaceutical industry to use environmentally friendly
materials in products, which are biodegradable or recyclable and do no harm to the
environment. Examples are the replacement of CFCs in pressurized metered dose aerosols and
the replacement of polyvinyl chloride (PVC) for alternative packaging materials in some
countries. Any special restrictions on the use of materials in the product need to be identified
at the product design stage. The choice of appropriate materials to suit product, customer, and
environment may also have cost implications.

Another aspect is the nature of the candidate drug to be developed. Special handling
requirements may be required for a very potent and potentially hazardous compound. There
may be implications for the design and purchase of new facilities or equipment or the training
of employees in new techniques.

Intellectual Property Considerations
Few pharmaceutical companies would venture into a long and expensive development
program without a strategy for effective patent protection in place to ensure market
exclusivity. Patents are legal property that prevents others using the invention (for 20 years in
most countries) in exchange for a full public disclosure of information.

The pharmaceutical industry is one of the major users of the patent system, which
requires that three criteria be met to grant a patent. These criteria are novelty, presence of an
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inventive step, and industrial applicability. Although an invention might be novel, it might not
be patentable if it could have been predicted from “prior art,” that is, knowledge in the public
domain. Hence, there is a need for an inventive step.

At the product design stage of development, the only patent filed is likely to be for the
new candidate drug. There may be a patent for a candidate drug and further patents for a new
indication or a new pharmaceutical use. For example, Minoxidil, originally developed as an
antihypertensive, had been discovered subsequently to be useful for the treatment of male
pattern baldness. Patent protection is stronger if multiple patents can be obtained; for example,
a single product could have patents covering a range of features from the candidate drug itself
to the method of treatment and the delivery system. These new discoveries may only become
known during development. Polymorphs (e.g., cimetidine) and hydrates (e.g., amoxycillin
trihydrate) have been patented, as they have shown to have therapeutic advantages. A new
formulation of the drug, delivery device, or new pharmaceutical process might allow further
patent cover to be granted, to extend the exclusivity beyond that of the primary patent.

The current patent status and potential for future patents to be obtained should be
highlighted in the product design report to assess the overall strength of patent protection to
cover future development, and, as long as possible, market exclusivity.

CONCLUDING REMARKS

The potential benefits of conducting an initial product design stage prior to commencing
product development have been emphasized in this chapter. Experience shows that the most
frequent reason for terminating a project in late phase development is not because of lack of
efficacy or poor safety but because the product developed does not meet the market (customer)
needs. This might have been avoided if more consideration had been given to product design.

The TPP and product design report can be very useful documents to focus the company
on developing the right product at the right time to the market. Of course, to be of value it is
essential that the correct input has been obtained from internal and external customers. For this
to happen, a pharmaceutical company’s senior management has to support this approach and
ensure that time and resources are allowed for the design phase activities. The most successful
pharmaceutical companies are effectively using this approach.

It is important that the TPP and product design report are reviewed by the project team
at milestones in the project life and updated if necessary. It is imperative that some information
will change with time, for example, competitor data and information gained from conducting
development studies. The introduction of a new competitor product to the market with
unexpected product attributes may result in a reevaluation of the desired product profile for
the new product being developed. This, in turn, can result in subsequent modifications to the
preformulation and formulation development program. It is hoped that this will not be a
complete change in direction, but if it is, the product design review will have alerted the
company sooner rather than later to address this, and not to develop a product that is not
wanted or needed.
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INTRODUCTION

It is axiomatic that the physicochemical properties of candidate drugs can influence their
subsequent development. The results of characterization studies carried out will influence
their product design. However, in the interest of only doing necessary work, any detailed
studies should only be carried out after the candidate drug has successfully overcome the
safety and clinical trials performed in early development as many will fail at this stage. Since
pharmaceuticals are formulated in a variety of dosage forms, the studies that should
be undertaken include those of solid and solution state. In terms of solid-state evaluation,
material science has assumed great importance (Cui, 2007), and this is especially true for
compounds to be delivered via the inhalation route (Chow et al., 2007; Young et al., 2007). If
the solid-state characteristics of the candidate drugs are less than desirable from a formulation
perspective, then crystal engineering techniques can sometimes be employed to give them
more amenable properties (Chow et al., 2008).

Variability of the drug candidate and excipients is the major cause of challenges in the
formulation development of new compounds, and so methods for their characterization need
to be available (Hagsten et al., 2008). While there are many traditional approaches to dosage
form design, newer approaches based on expert systems that require knowledge of the
physicochemical properties are being employed to speed up development (Rowe, 1998;
Pérez et al., 2006; Branchu et al., 2007). Expert systems are discussed further in chapter 8
“Product Optimization.”

SOLID DOSAGE FORMS

Since tablets and capsules account for approximately 70% of pharmaceutical preparations, an
investigation into the solid-state properties of candidate drugs is an important task to be
undertaken during preformulation (Wells, 1988). Generally speaking, when dealing with high-
strength solid dosage forms, this formulation will be more susceptible to any drug substance
variability. However, other studies are also important since, for example, the same chemical
compound can have different crystal structures (polymorphs), external shapes (habits), and
hence different flow and compression properties.

Carstensen et al. (1993) have usefully, although briefly, reviewed the physicochemical
properties of particulate matter dealing with the topics of cohesion, powder flow,
micromeritics, crystallization, yield strengths, effects of moisture, and hygroscopicity. Buckton
(1995) has reviewed the surface characterization of pharmaceuticals with regard to
understanding sources of variability. A general overview of the methods available for the
physical characterization of pharmaceutical solids has been presented by Brittain et al. (1991).
York (1994) has also dealt with these issues and produced a hierarchy of testing techniques for
powdered raw material. Finally, a book dealing with the physical characterization of
pharmaceutical solids by Carstensen (2001) is recommended for additional reading on this
subject. The importance of powder technology in pharmaceuticals has been emphasized by
Muzzio et al. (2002), who have argued that particle technology strongly affects the time to
market and the length of patent protection.



Preformulation: An Aid to Product Design 189

Table 1 Estimated Material Demands with Respect to Development Time

Months from

CD nomination Campaign Typical amount (kg) Use
1 0.2 7-day rat and dog toxicity + pharmaceutical studies
4 2 120 1-mo toxicity studies
Phase | trials
10 3 30 3 and 6 month toxicity and reproductive toxicity
11 12-mo dog study

Phase Il trials

17 4 125 Oncogenicity studies
Phase lll formulation development
Phase Il trial supply

25 5 210 Phase Il trial supply

There are a number of other studies that can be enacted on a candidate drug to determine
other important solid-state properties, for example, particle size, powder flow, compression,
and polymorphism. Therefore, when a sample undergoes initial physicochemical testing, the
following parameters should be measured: particle size, true, bulk, and tapped density, surface
area and properties, compression properties, and powder flow properties. Pérez et al. (2006)
have devised a new expert system for the control of batch powder properties. Some of these
factors will be discussed in this chapter. However, others are dealt with in more detail in
chapter 11, which deals specifically with solid oral dosage forms.

The production of drug substance is usually undertaken by the process research and
development department (R&D) in a typical pharmaceutical company in so-called “campaigns.”
The typical batch size of each campaign and its typical usage is shown in Table 1. As can be seen
from this table, the output of crystallization processes employed by PR&D produces increasing
quantities of drug substance material per campaign as drug development progresses (Desikan
et al., 2000). It is these materials that the product development department will use for initial
preformulation and continued pharmaceutical development studies. An assumption made
when calculating the amount per campaign is that the maximum dose for safety assessment is
250 mg/kg. Campaign 1 material tends to be non-GMP (Good Manufacturing Practice) material
and is used to support prenomination studies from a batch size of approximately 150 to 300 g.

The cost of drug substance (in raw material terms) in the early stages of development is
typically in the range of US$3000 to 7000 per kg. After transferring from Ré&D to
manufacturing operations, the cost in raw material terms for a single batch of drug substance
is typically US$1 to 2 million. However, the cost per kg should be considerably reduced
because of economy of scale and process optimization.

Depending on the method of crystallization (cooling crystallization, antisolvent crystal-
lization), the subsequent isolation (filtration and drying) of the drug substance will have a
specific presentation to the product development department. The crystals produced may be
single crystals, but often the crystals are associated in some way with each other. Nichols et al.
(2002) have defined the way crystals are associated with each other in two ways, that is, hard
and soft agglomerates. They preferred this definition to aggregate and agglomerate and
defined a hard agglomerate as an assemblage of crystals that is non-friable and not easily
dispersed, with a soft agglomerate being the opposite.

Agglomeration, as defined by Brunsteiner et al. (2005), is the intergrowth of aggregates
formed by particle collisions, through a cementation process that forms an agglomerative
bond. As shown by Alander et al. (2002), supersaturation, particle concentration, hydro-
dynamics, and the solvent all affect agglomeration processes. Results showed that the material
crystallized from acetone showed higher levels and stronger agglomerates than samples
recovered from IPA (isopropyl alcohol). This behavior was postulated to be due to IPA -OH
group hydrogen bonding with H-bonding functional groups on the growing paracetamol
surface; acetone being a H-bond acceptor could not partake in this process and hence
agglomerated. In addition, the viscosity of acetone is approximately seven times less than that
of IPA, which may also influence agglomeration. Agglomeration can be a problem since it can
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lead to solvent inclusions. Agglomeration involves two steps. In the first step, crystals collide
and are held together by attractive forces, giving a soft agglomerate (or aggregate). In the
second step, the crystals cement together to form a hard agglomerate. Agglomeration increases
with supersaturation, and small particles are more likely to agglomerate than large particles.
Agglomeration is also more likely between a large particle and a small particle than between
two particles of similar size (Brunsteiner et al., 2005). As a test, they suggested that the
powders be placed on a microscope slide and some silicone oil added. If the powders readily
dispersed under gentle shearing motion of the cover slip, then the powders could be classified
as a soft agglomerate. Agglomerates can be further characterized using image analysis and
strength measurements (Alander et al., 2003).

Kim et al. (2005) have discussed the control of the particle properties of a drug substance
by crystal engineering and its effect on drug product. This work showed how, as part of a solid
supply chain, a controlled crystallization produced large crystals with a narrow distribution,
which were preserved during the drying process by utilizing low shear in the filter dryer. Drug
substance produced by this method was found to have reproducible formulation properties. A
more general review of crystal engineering is given by Chow et al. (2008).

Drug substance quality by design (QbD) is an important new aspect in the production of
pharmaceuticals. The QbD concept describes developing a design space, establishing control
strategies, and defining criticality for the drug substance. As an example of the use of QbD in
the manufacture of the active pharmaceutical ingredient (API) torcetapid, see Am Ende et al.
(2007). In this study, they employed design of experiments (DoEs) methodologies to examine
the design space of the crystallization. In addition to DoEs, process analytical technologies
(PAT) are used to monitor and control crystallization processes (Yu et al., 2004; Birch et al.,
2005; Byrn et al.,, 2006). McKenzie et al. (2006) have pointed out that adoption of these
manufacturing initiatives must be accompanied by the adoption of modeling tools and
efficient information management systems.

Lionberger (2007) and Yu (2008) have summarized QbD into four areas. These are

¢ definition of the target product quality profile that describes the performance needed
to get clinical benefit and meet consumer expectation,

product and process design,

® identifying critical parameters, and

process monitoring and control.

Drying of drug substances after crystallization is, perhaps, a neglected area, but one that can
profoundly affect their properties. This is particularly true if a hydrate is involved, which was
exemplified by a paper by Cypes et al. (2004), who described the drying of a compound that
existed as an anhydrate, a monohydrate, and an isopropylalcohol solvate. They pointed out
that drying filtration wet cakes and fixing a set time to dry a cake was dangerous, since
variability in the process may cause overdrying of the monohydrate.

Impurities
Since unwanted impurities, for example, intermediates, degradation products, and products from
side reactions may have deleterious pharmacological and toxicological activities, they must be
removed from the final product. The identification of impurities is thus a crucial activity in drug
substance PR&D (Huang et al., 2008). Indeed, it is a regulatory requirement that the level of
impurities in the drug substance be controlled (see International Committee for Harmonization
(ICH) Q3a, Miiller et al., 2006; Jacobson-Kram and McGovern, 2007). In addition to regulatory
requirements, the incorporation of impurities in the crystal lattice can lead to crystal defects,
which in turn can lead to differences in, for example, mechanical properties, dissolution behavior,
and stability, which may be the basis of batch-to-batch variation (Gu and Grant, 2002). One of the
main objectives of crystallization is therefore to purge the compound of these impurities to make
it fit for use as the active pharmaceutical ingredient in a medicine.

ICH classifies impurities into the following categories: organic impurities (process and
drug related), inorganic impurities, and residual solvents. Organic impurities include, for
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example, starting materials, by-products, intermediates, degradation products as well as
reagents, ligands, and catalysts. Inorganic impurities can often result from the manufacturing
process, and examples of these are reagents, ligands and catalysts, heavy metals, inorganic
salts, and other process-related materials such as filtration aids and charcoal. Solvents are
controlled though ICH guideline Q3C. In addition to these obvious impurities, polymorphs as
well as enantiomeric impurities need to be considered.

Impurities can have effects on the size, shape, and polymorphic form of compounds,
such that, as the synthetic chemists experiment with different synthetic routes to the drug
substance, different impurities generated can alter the physical properties of the crystals
generated. For example, Masui et al. (2003) found that a related substance to their drug
substance, cefmatilen hydrochloride, acted as a habit modifier. During early work, it was
found that the compound crystallized as fine needles. However, by controlling the reaction, the
production of the impurity was reduced and the habit was modified to larger blade-like
crystals. Interestingly, by crystallizing in the presence of hydroxycelluloses or polyvinyl
derivatives, the habit could be modified, that is, the additives thus act as crystal engineering
aids. See Hulse et al. (2008) for the effect of low levels of aluminum, at the parts per million
(ppm) level, on the physical properties of paracetamol.

Impurities may also affect the polymorph that crystallizes from solution. For example,
Gu et al. (2002) have reported how substances related to sulphamerazine stabilized the
metastable form in a slurry experiment conducted in acetonitrile. Normally, in solution-mediated
phase transformations, slurries of metastable forms will convert to the stable form. The sequence
of events is dissolution of the metastable phase, nucleation of the stable phase, followed by crystal
growth. The transformation of the metastable form I to form II is controlled by the crystallization
of form II. However, in the presence of impurities, the nucleation and growth rates were
significantly reduced in the rank order N4-acetylsulphamerazine (NSMZ) > sulphadiazine >
sulphamethazine (NSMZ > SD > SM). Similarly, Okamoto et al. (2004) found that one of the
impurities of AE1-923, a compound for pollakiuria and pain, inhibited a polymorphic
transformation. The most important learning point of these studies is that the presence of
impurities can affect the results of polymorph screens, since impurities can stabilize metastable
forms and give a false sense of security that you are dealing with the stable form. Therefore,
the use of pure material for polymorph screens is recommended, and the screen should be
reconducted when route changes are made—especially if the impurity profile changes.

It should also remembered that formulations also contain excipients that have their
own crystal properties, which can be altered by the incorporation of impurities with the
result that batch-to-batch variation can be experienced. For example, Garnier et al. (2002)
determined the effect of supersaturation and the presence of structurally related additives on
the crystal growth of a-lactose monohydrate [an important excipient used in dry-powder
inhalers (DPIs)]. Contrary to expectation, the crystal size of a-lactose monohydrate increased
with increasing supersaturation. This was explained to be due to B-lactose strongly
inhibiting crystal growth at low supersaturation. With regard to the effect of the other
impurities, it was found that some impurities were able to change the habit without being
incorporated into the growing crystal lattice. Indeed, a-galactose, B-cellobiose, and maltitol
were found to preferentially adsorb to two specific faces of the a-lactose, leading to a
flattened morphology.

Particle Size Reduction
The particle size of the drug substance is important since it can affect such things as content
uniformity in tablets (Rohrs et al., 2006), bioavailability (Rasenack and Miiller, 2005; Jinno
et al., 2006), sedimentation, and flocculation rates in suspensions. Moreover, the inhalation
therapy of pulmonary diseases demands that particles of a small particle size (2-5 um) are
delivered to the lung for the optimum therapeutic effect (Howarth, 2001; Pritchard, 2001). It is
therefore important that the particle size is consistent throughout the development studies of a
product to satisfy formulation and regulatory demands (Rohrs et al., 2006).

At the lead optimization stage, only small quantities (e.g., 50 mg) will be available to
administer to the animal. Thus, to reduce the risk of dissolution rate limited bioavailability, the
material can be ground with a mortar and pestle to reduce the particle size of the compound.



192

Table 2 Mill Selection Matrix

Steele

Criteria Slurry Fluid energy Universal Cone Hammer
Particle size Less than Very favorable Very favorable Less than Average
average average
Particle distribution Average Very favorable Very favorable Favorable Favorable
Cleaning Less than Average Average Favorable Less than
average average
Operating cost Favorable Unfavorable Unfavorable Very favorable Favorable
Dust containment Very favorable Less than Less than Very favorable Favorable
average average
Temperature Very favorable Favorable Less than Very favorable Favorable
average
Flexibility Average Average Very favorable Favorable Favorable

Source: From Spencer and Dalder, 1997, reproduced with permission.

However, there needs to be some caution because the process of grinding can induce a
polymorphic change as shown by Lin et al. (2006). If larger quantities of drug substance are
available, then ball milling or micronization can be used to reduce the particle size.

Taylor et al. (2007) have described a nanoindentation technique for predictive milling of
compounds. Using a range of Pfizer compounds, they were able to calculate a fracture
toughness of the material such that hardness could be calculated from the depth of the
indentation. The brittleness index (BI) could then be calculated according to equation (1).

H

BI = X (1)
where H is the hardness and K. is the fracture toughness. For a sildenafil citrate (Viagra®™), the
BI is 27.8 km " (very brittle), whereas voriconazole has a BI of less than 1 (very plastic).
Zugner et al. (2006) have also used nanoindentation to calculate hardness and elastic modulus
of a range of compounds, which are essential when determining the conditions under which a
compound is micronized. Their results showed that the elastic-plastic properties of the crystals
strongly influenced their breaking behavior.

The main methods of particle size reduction have been reviewed by Spencer and Dalder
(1997), who devised the mill selection matrix shown in Table 2. Chickhalia et al. (2006) have
examined the effect of crystal morphology and the mill type on the disorder induced by
milling. Using B-succinic acid as a model compound, which can be crystallized in plate-and-
needle morphologies, size reduction was carried out in a ball-and-jet mill. They showed that
the plate crystals were more susceptible to disordering in the ball mill than that in the jet mill.
Interestingly, they also found that some conversion to the a-form occurred. Wilfdfong et al.
(2006) have attempted to provide a theoretical framework of the disordering process induced
by milling. It would appear from their investigations that disordering is a result of the crystal
lattice being forced to accommodate a large number of dislocations with the net effect that,
from an energetic perspective, it is effectively amorphous.

Nakach et al. (2004) have compared the various milling technologies for the particle size
reduction of pharmaceutical solids. They investigated both air jet mills and impact mills. Using
vitamin C (ascorbic acid) as a test substance, they concluded that the pancake mill was preferred
for ultrafine grinding since it was simple to use, had a high feed rate, and was easy to clean.

Ball Milling
Ball milling is probably used most often at the preformulation stage to reduce the particle size
of small amounts of a compound, especially for the preparation formulations to be
administered to animals. It is also used for the preparation of co-crystals, as described in
chapter 3. For a review of high-purity applications of ball milling, such as pharmaceuticals, see
Vernon (1994).

Ball mills reduce the size of particles through a combined process of impact and attrition.
Usually, they consist of a hollow cylinder that contains balls of various sizes, which are rotated
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Figure 1 Effect of ball milling on a development compound.

to initiate the grinding process. There are a number of factors that affect the efficiency of the
milling process, and these include rotation speed, mill size, wet or dry milling, and the amount
of material to be milled.

Although ball milling can effectively reduce the particle size of compounds, prolonged
milling may be detrimental in terms of its crystallinity and stability (Font et al., 1997). This was
illustrated in a study that examined the effect of ball mill grinding on cefixime trihydrate
(Kitamura et al., 1989). Using a variety of techniques, it was shown that the crystalline solid
was rendered amorphous after four hours in a ball mill. The stability of the amorphous phase
was found to be less than that of the crystalline solid, and in addition, the samples were
discolored because of grinding. Thus, it is important to check this aspect of the milling process,
since amorphous compounds can show increased bioavailability and possible pharmacological
activity compared with the corresponding crystalline form. Ball milling may also change the
polymorphic form of a compound as shown by the work conducted by Zhang et al. (2002) on the
polymorphs of sulfamerazine. These workers found that when the metastable form II of this
compound was milled, it resulted in a broadening and decrease in the intensities of the X-ray
diffraction peaks. However, when form I (the stable form) was milled, it quickly transformed to
form II. Descamps et al. (2007) have explored potential reasons why some compounds are
rendered amorphous and why some may undergo a polymorphic change when milled. In
particular, they pointed out that the position of the glass transition of the amorphous phase had
an important bearing on the transformations that took place on milling. For example, they
concluded that milling a crystalline compound well below its glass transition temperature (Tg)
induced amorphization, whereas milling above the T, caused polymorphic changes.

Figure 1 shows the X-ray Powder Diffraction (XRPD) patterns of a sample of a compound
“as received” and after ball milling. After ball milling for one hour, the sample was rendered
amorphous, and hence, a shorter milling period was used when preparing the sample for a
suspension formulation. Polymorphic changes due to ball milling have also been followed by
Raman spectroscopy (Cheng et al., 2007).

Micronization (Jet Milling)
If instrumentation and sufficient compound are available, then micronization can be undertaken.
In this respect, Hosokawa has a small-scale air jet mill with a 1 in. screen, which can be used to
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micronize small quantities of compound (down to ~500 mg) and is thus ideal for the
preformulation stage where the amount of compound is restricted. Micronization is routinely
used to reduce the particle size of active ingredients so that the maximum surface area is
exposed to enhance the solubility and dissolution properties of poorly soluble compounds.

The micronization process involves feeding the drug substance into a confined circular
chamber where the powder is suspended in a high-velocity stream of air. Interparticulate
collisions result in a size reduction. Smaller particles are removed from the chamber by the
escaping airstream toward the center of the mill where they are discharged and collected. Larger
particles recirculate until their particle size is reduced. Micronized particles are typically less
than 10 pm in diameter (Midoux et al., 1999). De Vegt et al. (2005a,b) have discussed some
theoretical and practical aspects of the milling of organic solids in a jet mill. Ziigner et al. (2006)
have reported the influence of the nanomechanical crystal properties on jet milling, and the
kinetics of jet milling of ethenzamide have been investigated by Fukunaka et al. (2006).

Because of the enhanced surface area, the oral bioavailability of compounds is often
improved. For example, the absorption characteristics of both a micronized (8 pm) and a coarse
fraction (125 pm) of felodipine were studied under two motility patterns (Scholz, 2002). The
reduction in particle size led up to an approximately 22-fold increase in maximum plasma
concentration and up to an approximately 14-fold increase in area under the curve, with a
commensurate decrease in the time at which the maximum plasma concentration occurred.
Although the absorption of felodipine from the solution and micronized suspension were not
influenced by a change in the hydrodynamics, felodipine was absorbed from the coarse
suspension almost twice as well in the “fed” state as under “fasted” conditions.

In addition to air jet milling, micronization by precipitation from supercritical fluids has
received much attention as alternative particle size reduction method for pharmaceuticals
(Martin and Cocero, 2008).

Nanoparticles

Typically, micronization can reduce the particle size of compounds to sizes in the micrometer
range. However, increases in bioavailability can be obtained by further particle size reduction.
To reduce the particle size into the colloidal range (10-1000 nm), other techniques such as
precipitation processes, pearl milling, and high-pressure homogenization need to be employed
(Gao et al., 2008). The colloidal particles produced by these processes are typically stabilized by
surfactants. The precipitation technique is relatively straightforward and is usually reliant on
the rapid generation of high supersaturation induced by adding an antisolvent to a solution of
the compound. Pear] milling is essentially wet ball milling in the presence of a surfactant, which
produces a colloidal dispersion of the compound within a few hours or days depending on the
hardness of the compound and the desired particle size. High-pressure homogenization consists
of passing a suspension (with a surfactant) of a compound through a narrow gap under a very
high velocity. The high energy created in this region, coupled with the collisions between the
particles, causes the particles to decrease in size into the colloidal region. As an alternative, Yang
et al. (2008) have described the production of sumatriptan succinate nanoparticles by reactive
crystallization of the two components of the salt followed by spray drying.

Effect of Milling and Micronization

Although micronization of the drug offers the advantage of a small particle size and a larger
surface area, it can result in processing problems due to high dust, low density, and poor flow
properties. Indeed, micronization may be counter-productive since the micronized particles
may aggregate, which may decrease the surface area and compact on the surface of the
equipment (Furunaka et al., 2005). In addition, changes in crystallinity of the drug can also occur,
which can be detected by techniques such as microcalorimetry, dynamic vapor sorption (DVS)
(Macklin et al., 2002), and inverse gas chromatography (IGC) (Buckton and Gill, 2007).

Ward and Schultz (1995) reported subtle differences in the crystallinity of salbutamol
sulfate after micronization by air jet milling. They found that amorphous to crystalline
conversions that were dependent on temperature and relative humidity (RH) occurred. It was
suggested that particle size reduction of the powder produced defects on the surface that, if
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enough energy was imparted, led to amorphous regions on the surface. In turn, these regions
were found to have a greater propensity to adsorb water. On exposure to moisture, these
regions crystallized and expelled excess moisture. This is illustrated in Figure 2, which shows
the uptake of moisture, as measured by DVS of a micronized development compound. Note
how the percent mass change increases and then decreases as the RH is increased between 40%
and 60% during the sorption phase. This corresponds to crystallization of the compound and
subsequent ejection of the excess moisture. The compound also exhibits some hysteresis.
This effect can be important in some formulations such as DPI devices, since it can cause
agglomeration of the powders and variable flow properties (Steckel et al., 2006; Young et al.,
2007). In many cases, this low level of amorphous character cannot be detected by techniques
such as X-ray powder diffraction. Since microcalorimetry can detect less than 10% amorphous
content (the limit of detection is 1% or less), it has the advantage over other techniques such as
X-ray powder diffraction or differential scanning calorimetry (DSC) (Phipps and Mackin, 2000;
Mackin et al., 2002). Using the ampoule technique, with an internal hygrostat, as described by
Briggner et al. (1994) (Fig. 3), the amorphous content of a micronized drug can be determined
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Figure 2 Dynamic vapor sorption showing crystallization effects due to moisture.

Figure 3 |Internal hygrostat for microcalorimetric measurements of
moisture sorption.
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by measuring the heat output caused by the water vapor inducing crystallization of the
amorphous regions (Fig. 4).

The crystallization of amorphous regions can cause changes to the surface of the
miconized materials. For example, when Price and Young (2005) examined the effect of 70%
RH on the surface of milled lactose crystals using atomic force microscopy (AFM), they found
that it had undergone both morphological and physicomechanical changes. RH is not the only
variable that can affect the outcome of the recrystallization process. For example, Chieng et al.
(2006) have shown that the temperature of milling has an effect on the form of rantidine
hydrochloride after milling. In particular, the temperature of ball milling was found to be
important, for example, form I was converted to form II between 12°C and 35°C. If the milling
was conducted under cold room conditions, form I was converted to the amorphous form.
Another work reported by this group (Chieng et al., 2008) on the cryomilling of ranitidine
polymorphs showed that both the forms were rendered amorphous by the ball mill but were
found to crystallize back to the original polymorphs after two weeks.

Figure 5 shows the calibration curve of heat output versus amorphous content of a
development compound. In this case, the technique is used to crystallize, or condition, these
amorphous regions by exposure to elevated relative humidities. Thus, if authentic 100%
amorphous and crystalline phases exist, it is possible to construct a calibration graph of heat
output versus percent crystallinity so that the amount of amorphous character introduced by
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the milling process can be quantified. Ramos et al. (2005) have provided some guidance on the
preparation of calibration curves when isothermal calorimetry is used in this mode.

Inverse Gas Chromatography
In addition to the DVS and microcalorimetric techniques for the characterization of surface
properties of powders, another technique known as IGC can be employed (Telko and Hickey,
2007; Buckton and Gill, 2007). This technique differs from traditional gas chromatography in so
far that the stationary phase is the powder under investigation. In this type of study, a range of
nonpolar and polar adsorbates (probes), for example, alkanes from hexane to decane, acetone,
diethyl ether, or ethyl acetate, are used. The retention volume, that is, the net volume of carrier
gas (nitrogen) required to elute the probe, is then measured. The partition coefficient (K) of the
probes between the carrier gas and surfaces of test powder particles can then be calculated.
From this, a free energy can be calculated, which can show that one batch may more favorably
adsorb the probes when compared with another, implying a difference in the surface
energetics.

The experimental parameter measured in IGC experiments is the net retention volume,
V. This parameter is related to the surface partition coefficient, K, which is the ratio between
the concentration of the probe molecule in the stationary and mobile phases shown by
equation (2).

Va
KS = E X ASp (2)

where m is the weight of the sample in the column and A}, is the specific surface of the sample
in the column.
From K, the free energy of adsorption (~AG,) is defined by equation (3).

Py
—AGA =RT1In <KS x f) (3)

where P, is the standard vapor state (101 KN/ m?) and P is the standard surface pressure,
which has a value of 0.338 mN/m.

IGC and molecular modeling have been used to assess the effect of micronization on dl-
propranolol (York et al., 1998). The samples were jet milled (micronized) to various particle
sizes, and y,” was measured and plotted against their median particle size. This showed that as
the particle size decreased because of the micronization process, the surface of the particles
became more energetic. Interestingly, it was pointed out that the plateau region corresponded
to the brittle-ductile region of this compound, as previously reported by Roberts et al. (1991).
This observation implied a change in the mechanism of milling from a fragmentation to an
attrition process. The data for —~AG,*" for the tetrahydrofuran (THF) and dichloromethane
probes showed that the electron donation of the surface increased as the particle size
decreased. Combining these data with molecular modeling, which was used to predict which
surfaces would predominate, they showed that the electron-rich naphthyl group dominated
the surface of the unmilled material. This led to the conclusion that as the particle size was
reduced, this surface became more exposed, leading to a greater interaction with the THF and
dichloromethane probes. However, as previously noted, as milling proceeded, the mechanism
of size reduction changed, which might lead to exposure of the chloride and hydroxyl
moieties. More recent work on how milling affects surface properties of crystals of paracetamol
has been reported by Heng et al. (2006), who found that as the crystals were reduced in size,
the surfaces became more hydrophobic. This was explained by reference to the crystal
structure whereby the crystals fractured along the weakest attachment energy facet, which
became progressively exposed as milling progressed.

In summary, using moisture sorption, microcalorimetry, IGC, molecular modeling, and
other techniques, the consequences of the particle size reduction process can be assessed.
Moreover, surface energetics can be measured directly and predictions made about the nature
of the surface, which could ultimately affect properties such as the flow of powders or
adhesion of particles. For example, Tong et al. (2006) used IGC measurements to measure the
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interaction between salmeterol xinafoate powders and lactose carriers used in DPI
formulations.

In addition to its use in the determination of surface properties after milling, IGC has also
been used for such things as the determination of the solubility parameters of pharmaceutical
excipients (Adamska et al., 2007) and determination of the of glass transitions (Surana et al.,
2003; Ambarkhane et al., 2005).

Atomic Force Microscopy

AFM is a scanning probe microscopy technique that has been used in preformulation to study
in great detail the surfaces of crystals (Turner et al., 2007). Imaging using AFM utilizes a sharp
tip, typically made from silicon or silicon nitride (SizNy), attached to a flexible cantilever that
rasters across the surface using a piezoelectric scanner. This motion induced by the interaction
of the tip and the surface is monitored using a laser beam that falls on photodiode detector. It
can be used in a number of modes, that is, contact, “tapping,” and noncontact. It has been used,
for example, for characterizing polymorphs and amorphous phases and the effect of humidity
on lactose (Price and Young, 2004). It has also been used to characterize crystal growth
phenomena (Thomson et al. (2004).

Time-of-Flight Secondary lon Mass Spectroscopy

Time-of-flight secondary ion mass spectroscopy (Tof SIMS) is a surface characterization
technique. Surface mass spectrometry techniques measure the masses of fragment ions that are
ejected from the surface of a sample to identify the elements and molecules present. Tof SIMS
instruments with mass resolution of 107> to 10 * amu are achievable. This enables Tof SIMS to
be sensitive to ppm/ppb. Tof SIMS has been used in the pharmaceutical arena (Muster and
Prestidge, 2002). In this study, face-specific surface chemistries of polymorphs I and III were
characterized.

Particle Size Distribution Measurement
It is known that the particle size distribution of a pharmaceutical powder can affect the
manufacturability, stability, and bioavailability of immediate-release tablets (Tinke et al., 2005).
The Food and Drugs Administration (FDA) recommends that a suitable test method and
acceptance criteria be established for the particle size distribution of a drug substance.
Snorek et al. (2007) has discussed the concepts and techniques of particle size analysis
and its role in pharmaceutical sciences and gives the range of size measurement methods
commonly used and the corresponding approximate useful size range (Snorek et al., 2007). The
most readily available laboratory techniques include sieving (Brittain and Amidon, 2003),
optical microscopy in conjunction with image analysis, electron microscopy, the Coulter
counter, and laser diffraction (Xu et al., 2003). It is usual that a powder shows a distribution of
particle sizes often represented as a Gaussian distribution (log normal).

Sieve Analysis

Sieving is a simple, well-established technique to determine the particle size distribution of
powders whereby the particles pass through a set of screens of decreasing size due to agitation
or sonication. The sample is introduced on the top sieve, and the agitation causes the powder
to move through the rest of the sieves, and the particle size distribution is determined from
the weight of compound remaining on each sieve. The particle size distribution data is then
presented as a percentage of the material retained on each sieve. Like all techniques for particle
size analysis, it has its strengths and weaknesses. The major strength of sieve analysis is its
relative simplicity. However, the nature of the sieves is such that, for example, acicular crystals
may pass through the sieve via their short axis.

Laser Diffraction and Scattering

Laser diffraction has become the most popular method of particle size analysis because of its
ease of use, fast analysis times, and high reproducibility (Xu, 2000). The use of this technique is
based on light scattered through various angles, which is directly related to the diameter of the
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particle. Thus, by measuring the angles and intensity of scattered light from the particles, a
particle size distribution can be deduced. It should be noted that the particle diameters
reported are the same as those that spherical particles would produce under similar
conditions.

Two theories dominate the theory of light scattering; the Fraunhofer and Mie theories. In
the former, each particle is treated as spherical and essentially opaque to the impinging laser
light. Mie theory, on the other hand, takes into account the differences in refractive indices
between the particles and the suspending medium. If the diameter of the particles is above
10 pm, then the size produced by utilizing each theory is essentially the same. However,
discrepancies may occur when the diameter of the particles approaches that of the wavelength
of the laser source.

The following are the values reported from diffraction experiments:

DI[v,0.1] is the size of particles for which 10% of the sample is below this size.

DI[v,0.5] is the volume (v) median diameter for which 50% of the sample is below and
above this size.

DI[v,0.9] gives a size of particle for which 90% of the sample is below this size.

D[4,3] is the equivalent volume mean diameter calculated from equation (4), which is as
follows:

D[4,3] = %; 4)

where d is the diameter of each unit.
DI[3,2] is the surface area mean diameter; also known as the Sauter mean.

Log difference represents the difference between the observed light energy data and the
calculated light energy data for the derived distribution.

Span is the measurement of the width of the distribution and is calculated from
equation (5).

D[v,0.9] — D[v,0.1]

D[v.05] )

Span =

The dispersion of the powder is important in achieving reproducible results. Ideally, the
dispersion medium should have the following characteristics:

Should have a suitable absorbency

Should not swell the particles

Should disperse a wide range of particles

Should slow sedimentation of particles

Should allow homogeneous dispersion of the particles
Should be safe and easy to use

In terms of sample preparation, it is necessary to deaggregate the samples so that the primary
particles are measured. To achieve this, the sample may be sonicated, although there is a
potential problem of the sample being disrupted by the ultrasonic vibration. To check for this,
it is recommended that the particle dispersion be examined by optical microscopy standards
for laser diffraction given in the standard.

The Malvern Mastersizer (Malvern Instruments, Malvern, U.K.) is an example of an
instrument that measures particle size by laser diffraction on the basis of the Mie theory, and
the Helos laser diffraction instrument (Sympatec GmbH, Clausthal-Zellerfeld, Germany)
represents a Fraunhofer-based system.

Although laser light diffraction is a rapid and highly repeatable method in determining
the particle size distributions of pharmaceutical powders, the results obtained can be affected
by particle shape. For example, Xu et al. (2003) compared the particle size distributions
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Figure 6 Scanning electron microscopy of a micronized powder and particle size measured by laser diffraction.

obtained from laser diffraction experiments, electrical zone sensing, and dynamic image
analysis (DIA). They found that for spherical particles or particles with small aspect ratio, all
instruments returned similar results. However, as the shape of the particle size distribution
became more extreme, the laser diffraction instrument tended to overestimate the breadth of
the size distribution. Thus, when dealing with anisotropic particle shape, caution should be
exercised on the quotation of a particle size.

Figure 6 shows the particle size distribution of a micronized powder determined by
scanning electron microscopy (SEM) and laser light scattering. Table 3 shows the data obtained
from the laser diffraction analysis shown in Figure 6.

Another laser-based instrument, relying on light scattering, is the aerosizer. This is a
particle-sizing method based on a time-of-flight principle as described by Niven (1993). The
aerosizer with aero-disperser is specifically designed to carry deaggregated particles in an
airstream for particle sizing. Mendes et al. (2004) have used this instrument to evaluate the
Ventilan Rotocaps™ and Bricanyl Tubohaler™ DPIs.
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Table 3 Particle Size Distribution of a Micronized Powder Measured by Using Laser Diffraction

Volume Volume Volume Volume
Size (um) under % Size (um) under % Size (um) under % Size (um)  under %
0.05 0.00 0.65 1.09 4.30 60.67 28.15 100.00
0.12 0.00 0.81 2.58 5.29 71.18 34.69 100.00
0.15 0.00 1.00 5.08 6.52 80.61 42.75 100.00
0.19 0.00 1.23 8.90 8.04 88.21 52.68 100.00
0.23 0.00 1.51 14.24 9.91 93.69 64.92 100.00
0.28 0.00 1.86 21.22 12.21 97.18 80.00 100.00
0.35 0.00 2.30 29.72 15.04 99.08
0.43 0.03 2.83 39.38 18.54 99.87
0.53 0.34 3.49 49.86 22.84 100.00
Range: 45 mm  Beam: 2.40 mm Sampler: MS1 Obs’: 15.8%
Presentation: 2$$D Analysis: polydisperse Residual: 0.117%
Modifications: none
Concentration = 0.0062% Density = 1.427 g/cm® SSA = 1.6133 m?/g

volume

Distribution: volume D[4,3] = 4.34 um D[3,2] = 2.61 um
D[v,0.1] = 1.29 um D[v,0.5] = 3.50 um D[v,0.9] = 8.54 um
Span = 2.071E + 00 Uniformity = 6.515E — 01

Photon Correlation Spectroscopy or Quasi-Elastic Elastic Light Scattering

For submicron materials, particularly colloidal particles, photon correlation spectroscopy
(PCS) [quasi-elastic elastic light scattering (QELS)] is the preferred technique. This technique
has been usefully reviewed by Phillies (1990). Often this technique is coupled with zeta
potential measurements so that the dispersion stability can be assessed. Examples of the use of
PCS in the literature include the characterization of nebulized buparvaquone nanosuspensions
(Hernandez-Trejo et al., 2005) and the characterization of liposomes (Ruozi et al., 2005). PCS
relies on the Doppler shift in the wavelength of the scattered laser light, and from the
autocorrelation function, a z-average particle size is derived and can be used to measure
particles in the size range 3 nm to 3 um. In addition to the size of the particles, a polydispersity
index (a measure of the width of the distribution) is also derived. An example of a commercial
PCS is the Malvern Zetasizer manufactured by Malvern Instruments (U.K.) (Grau et al., 2000).

Image Analysis
Optical microscopy is a simple but powerful technique for the examination of crystal size and
shape (Lerke and Adams, 2003). It can give a quick estimation of the average size of crystals,
but for a more quantitative measure, the microscopic images need to be coupled with image
analysis software to increase the accuracy, decrease the tediousness of manual counting, and
minimize operator bias. Recent advances in high-speed camera and more powerful computers
have been combined to such an extent that it is now possible to perform DIA. An example of
DIA is Sympatec’s QicPic, which can capture images of particles in an airstream (see Yu and
Hancock, 2008 for details of this technique). In essence, the QicPic uses rear illumination with a
visible pulsed (1-500 Hz) light source synchronized with a high-speed camera running at
500 frames per second. The sample is delivered to this detection system via a dry-powder
feeder where air is flowing at 100 m/s. During the course of an experiment, approximately
10° particle images are counted. Yu and Hancock compared the data obtained from samples
that were spherical or rod-shaped and their mixtures with the measurements obtained from a
laser diffraction instrument. The initial analysis indicated that the QicPic overestimated the
amount of rod-shaped particles in the mixture, but when other data with respect to apparent
density were taken into account, good agreement between the computed and experimental
data was obtained.

In an interesting extension to image analysis is its use in following the recrystallization
of, for example, amorphous cefadroxil (Parkkali et al., 2000).
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Surface Area Measurements
The surface area of a solid pharmaceutical is an important parameter since such secondary
properties such as dissolution and bioavailability (as predicted by the Noyes-Whitney
equation) can be affected. Surface areas are usually determined by gas adsorption (nitrogen or
krypton), and although there are a number of theories describing this phenomenon, the most
widely used is the Bruner, Emmet, and Teller (BET) method. Adsorption methods for surface
area determination have been reviewed in detail by Sing (1992). Two methods are used, that is,
multipoint and single-point.

Without going into too much theoretical detail, the BET isotherm for type II (typical for
pharmaceutical powders) adsorption processes is given by equation (6).

Z 1 (c—1)z

{(1 - Z) V} B ¢Vinon * ¢Vimon (6>
where z = P/P,, V the volume of gas adsorbed, Vmon the volume of gas at monolayer coverage,
and c is related to the intercept. It can be seen that equation (6) is of the form of a straight line.
Thus, by plotting {z/(1-z)V} versus z, a straight line of slope (c-1)/cVmen and intercept 1/cVmon
will be obtained. According to the U.S. Pharmacopoeia (USP), the data are considered to be
acceptable if, on linear regression, the correlation coefficient is not less than 0.9975, that is, 7 is
not less than 0.995.

Figure 7 shows the full adsorption isotherm of two batches of the micronized powder
shown earlier in Figure 6.

It should be noted that, experimentally, it is necessary to remove gases and vapors that
may be present on the surface of the powder. This is usually achieved by drawing a vacuum or
purging the sample in a flowing stream of nitrogen. Raising the temperature may not always
be advantageous. For example, Phadke and Collier (1994) examined the effect of degassing
temperature on the surface area of magnesium stearate obtained from two manufacturers. In
this study, helium at a range of temperatures between 23°C and 60°C was used in single and
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Figure 8 Effect of sample weight and degassing temperature on the surface area of micronized powder.

multipoint determinations. It was found that the specific surface area of the samples decreased
with an increase in temperature. From other measurements using DSC and thermogravimetric
analysis (TGA), it was found that raising the temperature changed the nature of the samples.
Hence, it was recommended that magnesium stearate should not be degassed at elevated
temperatures. Further work on the difficulty in measuring the surface area of magnesium
stearate has been reported by Andres et al. (2001).

Figure 8 shows the effect of sample weight and temperature of degassing on a sample of
a micronized powder using a Micromeritics Gemini BET analyzer. From this plot, it can be
seen that the weight of the sample can have a marked effect on the measured surface area of
the compound under investigation. Therefore, to avoid reporting erroneous surface areas, the
sample weight should not be too low and in this case be greater than 300 mg.

In an interesting paper by Joshi et al. (2002a), they reported that after micronization, the
specific surface area increased after storage at 25°C. This was attributed to postmicronization
stress relief via intraparticle crack formation.

True Density

Density can be defined as the ratio of the mass of an object to its volume. Therefore, the density
of a solid is a reflection of the arrangement of molecules in a solid. In pharmaceutical
development terms, knowledge of the true density of powders has been used for the
determination of the consolidation behavior. For example, the well-known Heckel relation
[equation (7)] requires knowledge of the true density of the compound.

1
ln{(]_D)] =KP+A (7
where D is the relative density, which is the ratio of the apparent density to the true density, K
is determined from the linear portion of the Heckel plot, and P is the pressure. Sun (2005) has
pointed out that an inaccurate true density value can affect powder compaction data. Using a
novel mathematical model (Sun, 2004), it was shown that to achieve 4% accuracy, a true
density with less than 0.28% error was required. The densities of molecular crystals can be
increased by compression. For example, while investigating the compression properties of
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acetylsalicylic acid using a compaction simulator, increases in the true density were found
(Pedersen and Kristensen, 1994).

® Information about the true density of a powder can be used to predict whether a
compound will cream or sediment in a metered-dose inhaler (MDI) formulation. The
densities of the hydrofluoroalkane (HFA) propellants, 227 and 134a, which have
replaced chlorofluorocarbons (CFCs) in MDI formulations, are 1.415 and 1.217 g/ cm’,
respectively. Traini et al. (2007) have reported the true densities of the inhalation drugs
budesonide and formoterol fumarate dihydrate as 1.306 and 1.240 g/cm?®, respectively.
Suspensions of compounds that have a true density less than these figures will cream
(rise to the surface) and those that are denser will sediment. Those that match the
density of the propellant will stay in suspension for a longer period (Williams et al.,
1998). It should be noted, however, that the physical stability of a suspension is not
merely a function of the true density of the material.

The true density is thus a property of the material and is independent of the method of
determination. In this respect, the true density can be determined using three methods:
displacement of a liquid, displacement of a gas (pycnometry), or floatation in a liquid. These
methods of measuring true density have been evaluated by Duncan-Hewitt and Grant (1986).
They concluded that whereas liquid displacement was tedious and tended to underestimate
the true density, displacement of a gas was accurate but needed relatively expensive
instrumentation. As an alternative, the floatation method was found to be simple to use,
inexpensive, and, although more time consuming than gas pycnometry, accurate.

Gas pycnometry is probably the most commonly used method in the pharmaceutical
industry for measuring true density. For details of the measurement of density by gas
pycnometry, the reader should, for example, refer to Pharm Forum 20, 7222 (1994). All gas
pycnometers rely on the measurement of pressure changes as a reference volume of gas,
typically helium, is added to or deleted from the test cell. Experimentally, measurements
should be carried out in accordance with the manufacturers’ instructions. However, it is worth
noting that artifacts may occur. For example, Figure 9 shows the measured true density of a
number of tableting excipients as a function of sample weight. As can be seen, at low sample
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Figure 9 True density as a function of sample mass for some excipients.
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weights, the measured true density was seen to increase, making the measurements less
accurate. Viana et al. (2002) have systematically investigated pycnometry and showed that
accuracies of the technique to the nearest 0.001% g/cm? could not be guaranteed.

The true density of organic crystals can also be calculated from the crystal structure of the
compound and can be accessed via the Mercury program supplied by the Cambridge
Crystallographic Data Centre (CCDC). As a further sophistication, Sun (2007) has examined
the variability of this value and found that, on average, a relative standard deviation (RSD) of
~0.4% 1is typical for a calculated crystal structure. He also found that the true density
increased as the temperature decreased. The experiments carried out by Viana et al. (2002)
pointed out that true densities determined by pycnometry appeared to be less than those
calculated from the crystal structure.

Coa et al. (2008) have used two empirically derived predictive methodologies to estimate
the true densities of some drug substances. Both the methods showed good agreement with
measured values and thus may be valuable when very limited amounts of compound are
available for experimental measurements.

Flow and Compaction of Powders

Although at the preformulation stage, only limited quantities of candidate drug are available,
any data generated on flow and compaction properties can be of great use to the formulation
scientist. The data provided can give guidance on the selection of the excipients to use, the
formulation type, and the manufacturing process to use, for example, direct compression or
granulation. It is important that once the habit and size distribution of the test compound
have been determined, the flow and compaction properties are evaluated, if the intended dosage
form is a solid dosage form. York (1992) has reviewed the crystal engineering and particle design
for the powder compaction process, and Thalberg et al. (2004) has compared the flowability tests
for inhalation powders (ordered mixtures). The techniques investigated include the poured bulk
density, compressed bulk density, an instrument known as the AeroFlow, and a uniaxial tester.
Other shear testing includes ring shear testers (Hou and Sun, 2008), the angle of repose, Carr’s
index, Hausner ratio, etc. (see Hickey et al.,, 2007a, b for a good review of the various methods
available).

The European Pharmacopoeia (Ph Eur) contains a test on flowability of powders based
on how a powder flows vertically out of a funnel. Using data from a range of excipients,
Schiissele and Bauer-Brandl (2003) have argued that the powder flow using this technique
should be expressed as volume per unit time rather than mass per unit time as recommended
by the Ph Eur Soh et al. (2006) have proposed some new indices of powder flow based on their
avalanching behavior, that is, avalanche flow index (AFI) and cohesive interaction index (Col),
using the commercially available AeroFlow™ instrument.

The compaction properties of the API are critical in their formulation, and such parameters
such as yield stress and strain rate sensitivity (SRS) and their measurement are important.

The compression of flow powders is dealt with in more detail in chapter 11 “Oral Solid
Dosage Forms. With respect to the preformulation screening of candidate drugs for solid
dosage forms, a protocol to examine their compression properties devised by Aulton and Wells
(1988) can be carried out. Their scheme is shown in Table 4. Essentially, the compound is
compressed using an IR and die set under 10 tons of pressure, and the resulting tablets are
tested with regard to their crushing strength.

The interpretation of crushing strengths is as follows. If the crushing strengths are of the
order B > A > C, the material probably has plastic tendencies. Materials that are brittle are
usually independent of the scheme, while elastic material can behave in a variety of ways, for
example,

1. A will cap or laminate,
2. B will probably maintain integrity but will be very weak, and
3. C will cap or laminate.

Figure 10 shows a scanning electron micrograph of a compound (remacemide HCI) that had
poor compression properties. Notice how the top of the compact has partially detached
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Table 4 Compression Protocol

500 mg drug + 1% magnesium stearate

A B C
Blend in a tumbler mixer for 5 min 5 min 30 min
Compress in 13 mm die set 75 MPa 75 MPa 75 MPa
Compacts in a hydraulic press at dwell time of 2 sec 30 sec 2 sec
Store tablets in sealed container at room 24 hr 24 hr 24 hr

temperature to allow equilibration
Perform crushing strength

Source: From Aulton and Wells (1988).

Figure 10 Scanning electron microscopy of a compound that undergoes capping and lamination.

(capping) and how the compact has separated into layers (lamination) (Yu et al., 2008). For
further details on remacemide HCI, an N-methyl-D-aspartate (NMDA) antagonist that was
investigated as a potential treatment of epilepsy, Parkinson’s and Huntingdon’s diseases
(Schachter and Tarsy, 2000).

As shown by Otsuka et al. (1993), it is always worth checking the effect of compression on
a powder if the compound is known to be polymorphic. Using the XRPD patterns of
chlorpropamide forms A and C, they examined the effect of temperature and compression force
on the deagglomerated powders and found that both the forms were mutually transformed.

Computational methods of predicting the mechanical properties of a powder from
the crystal structure are now being explored. There appears to be a relationship between
the indentation hardness and the molecular structure of organic materials. However, a
prerequisite for predicting indentation hardness is knowledge of the crystal structure (Roberts
et al,, 1994). Payne et al. (1996) have used molecular modeling to predict the mechanical
properties of aspirin and forms A and B of primodone. The predicted results of the Young's
modulus were found to be in good agreement with those determined experimentally, and
thus, compaction measurements might not always be necessary if they are difficult to perform.

Color

Color is a useful observation when describing different batches of drug substance since it can
sometimes be used as an indicator of solvent presence, or, more importantly, an indication of
degradation. In addition, subtle differences in color may be due to variations in the particle
size distribution. Usually, color is subjective and is based on individual perception. However,
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more quantitative measurements can be obtained by using, for example, reflectance
spectroscopy (Berberich et al., 2002, Rhee et al., 2008). The method is based on the CIELAB
color system, which gives a precise representation of the color perception of humans. For full
details of the CIELAB system, the reader is referred to the paper by Rhee et al. (2008) or the
USP. Rhee et al’s conclusions were that spectrocolorimetry was a useful drug-excipient
screening tool, particularly because it was cheaper and faster than other methods. However,
they added a note of caution by stating that the values obtained were only comparable when
the measurements were carried out on comparable instruments.

Stark et al. (1996) have observed color changes during accelerated stability testing of
captopril tablets, flucloxacillin sodium capsules, cefoxitin sodium powder for injection, and
theophylline CR (controlled release) tablets. Under ambient conditions, only the flucloxacillin
sodium and cefoxitin were observed to show any significant coloring. However, under stress
conditions of accelerated stability testing, a linear relationship between color formation and the
drug content of the formulations was found except for the theophylline tablets, where
discoloration occurred in the absence of any significant degradation. Interestingly, the rate of
coloring was found to obey the Arrhenius equation. The authors proposed that the shelf life of
the formulations could be specified using the Commission Internationale d’Eclairage or
International Commission on Illumination (CIE) system for color.

Electrostaticity

Powders can acquire an electrostatic charge during processing, the extent of which is related to
the aggressiveness of the process and the physicochemical properties (Lachiver et al., 2006). It is
important since it has been shown that, for example, electrostatic deposition is among the most
important factors in deposition of drug substances in the lung (Hinds, 1999). Table 5, from
BS5958, gives the range of values that arise because of various processes. Static electrification of
two dissimilar materials occurs by the making and breaking of surface contacts (tribo-
electrification) (Watanabe et al., 2007). Simply put, charge accumulation is due to electron
transfer and depends on a number of factors such as surface resistivity of the materials in
contact, the roughness of the surface, and contaminations (Elajnaf et al., 2007). Thus, the extent of
the electrostatic charge accumulation will increase as the surfaces collide and contact, for
example, by increasing the agitation time and intensity of a powder in a mixer. The net results
will therefore increase the spot charge over the particle surfaces and adhesive characteristics.
This technique has been used to prepare drug-carrier systems known as an interactive mixture.

The net charge on a powder may be either electropositive or electronegative. Although
the process is not fully understood, it is generally accepted that charging occurs as a result of
electron transfer between materials of different electrical properties. It has been shown that
increased RH of the atmosphere has the effect of decreasing the electrostaticity of powders
(Rowley and Macklin, 2007). The electrostatic charge of bulk solids can be measured using a
Faraday pail (Carter et al., 1992).

The electrostatic charges on the surface of a powder can affect the flow properties of
powders. An electric detector can determine the electric field generated by the electrostatic
charges on the surface of the powder. This acts as a voltmeter and allows the direct determination
of both polarity and absolute value of the electrostatic field. Rowley (2001) has reviewed the ways
in which the electrostatic interactions in pharmaceutical powders can be quantified.

Table 5 Mass Charge Density Arising from Various Operations (BS5958)

Operation Mass charge density (LC/kg)
Sieving 1073t0 10°°
Pouring 107" to 1072

Scroll feed transfer 1t0 1072

Grinding 11t0 10~
Micronizing 102to0 107"

Source: Reproduced from BS5958 with permission of BSI under licence
number 2001SK/0091. Complete standards can be obtained from BSI Customer
Services, 389 Chiswick High Road, London, W4 4AL.
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Kwok et al. (2008) have investigated the electrostatic properties of DPI aerosols of
Pulmicort™ and Bricanyl® Turbuhalers®™. In this study, they investigated the effect of RH on
the performance of these inhalers and found that although both generated significant charge,
different RHs did not affect their mass output. Bricanyl appeared to be more affected by
the RH of the atmosphere, whereby the charge decreased with increasing RH. Pulmicort, on
the other hand, showed a decrease in particle charge at 40% RH and then increased with
increasing RHs. Young et al. (2007) also showed that the electrostaticity of micronized
sulbutamol sulfate was reduced at RHs greater than 60%. In an interesting application of AFM,
Bunker et al. (2007) observed the charging of a single particle of lactose as it was either dragged
or tapped on a glass slide. They also showed that as the RH increased, the charge was
dissipated.

Caking

Caking can occur after storage and involves the formation of lumps or the complete
agglomeration of the powder. A number of factors have been identified that predispose a
powder to exhibit caking tendencies. These include static electricity, hygroscopicity, particle
size, and impurities of the powder, and, in terms of the storage conditions, stress temperature,
RH, and storage time can also be important. The caking of 11-amino undeconoic acid has been
investigated, and it was concluded that the most important cause of the observed caking with
this compound was its particle size (Provent et al., 1993). The mechanisms involved in caking
are based on the formation of five types of interparticle bonds. These are

¢ bonding resulting from mechanical tangling,
® bonding resulting from steric effects,

® bonds via static electricity,

® bonds due to free liquid, and

® bonds due to solid bridges.

The caking tendency of a development compound was investigated when it was discovered to
be lumpy after storage. An experiment was performed on the compound whereby it was
stored at different RHs (from saturated salt solutions) for four weeks in a dessicator. Results
revealed that caking was evident at 75% RH, with the compound forming loosely massed
porous cakes (Table 6). Thermogravimetric analysis of the samples showed that caked samples
lost only a small amount of weight on heating (0.62% w/w), which indicated that only low
levels of moisture were required to produce caking for this compound.

It is known that micronization of compounds can lead to the formation of regions with a
large degree of disorder, which, because of their amorphous character, are more reactive
compared with the pure crystalline substance. This is particularly true on exposure to moisture
and can lead to problems with caking, which is detrimental to the performance of the product.
It has been argued that these amorphous regions transform during moisture sorption because
of surface sintering and recrystallization at relative humidities well below the critical RH.
Fitzpatrick et al. (2007) have shown that when amorphous lactose is raised above its Ty, it
becomes sticky, cohesive, and eventually cakes (Listiohadi et al., 2008).

Table 6 Effect of moisture on the caking of a development compound

% Relative humidity Moisture content (%) Appearance and flow properties

0 0.31 Free-flowing powder; passed easily through sieve

11.3 0.24 Ditto

22,5 0.27 Less-flowing powder

38.2 0.32 Base of powder bed adhered to petri dish, however, material
above this flowed

57.6 0.34 Less free flowing

75.3 0.62 Material caked

Ambient 0.25 Base of powder adhered to petri dish
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Polymorphism Issues

Because polymorphism can have an effect on so many aspects of drug development, it is
important to fix the polymorph (usually the stable form) as early as possible in the
development cycle and probably before campaign 3. The FDA has produced guidance for
industry: ANDAs: Pharmaceutical Solid Polymorphism Chemistry, Manufacturing, and
Controls Information (http://www.fda.gov/cder/guidance/7590fnl.htm). Raw et al. (2004)
have reported this in the literature, but the reader should consult the FDA Web site for the
most up-to-date guidance.

While it is hoped that the issue polymorphism is resolved during prenomination and
early development, it can remain a concern when the synthesis of the drug is scaled up into a
larger reactor or transferred to another production site. In extreme cases and despite intensive
research, work may have only produced a metastable form and the first production batch
produces the stable form. Dunitz and Bernstein (1995) have reviewed the appearance of and
subsequent disappearance of polymorphs. Essentially, this describes the scenario whereby,
after nucleation of a more stable form, the previously prepared metastable form could no
longer be made.

The role of related substances in the case of the disappearing polymorphs of
sulphathiazole has been explored (Blagden et al., 1998). These studies showed that a reaction
by-product from the final hydrolysis stage could stabilize different polymorphic forms of the
compound depending on the concentration of the by-product. Using molecular modeling
techniques, they were able to show that ethamidosulphthiazole, the by-product, influenced the
hydrogen bond network and hence form and crystal morphology.

In the development of a reliable commercial recrystallization process for dirithromycin,
Wirth and Stephenson (1997) proposed that the following scheme should be followed in the
production of Candidate Drugs

Selection of the solvent system

Characterization of the polymorphic forms

Optimization of process times, temperature, solvent compositions, etc.
Examination of the chemical stability of the drug during processing
Manipulation of the polymorphic form, if necessary

G L=

While examples of disappearing polymorphs exist, perhaps more common is the crystalliza-
tion of mixtures of polymorphs. Many analytical techniques have been used to quantitate
mixtures of polymorphs, for example, XRPD has been used to quantitate the amount of
cefepime: 2HCI dihydrate in cefepime, 2HCI monohydrate (Bugay et al., 1996). As noted by
these workers, a crucial factor in developing an assay based on a solid-state technique is the
production of pure calibration and validation samples. Moreover, while the production of the
forms may be straightforward, production of homogeneously mixed samples for calibration
purposes may not be so. To overcome this problem, a slurry technique was employed, which
satisfied the NDA requirements, to determine the amount of one form in the other. The criteria
employed are as follows:

A polymorphic transformation did not occur during preparation or analysis.
A limit of detection of 5% (w/w) of the dihydrate in monohydrate.

Ease of sample preparation, data acquisition, and analysis.

Ease of transfer to a quality control (QC) environment.

Ll N

Calibration samples were limited to a working range of 1% to 15% w/w, and to prepare the
mixes, samples of each form were slurried in acetone to produce a homogeneous mixture of
the two.

With respect to solid dosage forms, there have been a few reports on how processing
affects the polymorphic behavior of compounds (Morris et al., 2001). For example, the effect of
polymorphic transformations that occurred during the extrusion-granulation process of
carbamazepine granules has been studied by Otsuka et al. (1997). Results showed that
granulation using 50% ethanol transformed form I into the dihydrate during the process. Wet
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granulation (using an ethanol-water solution) of chlorpromazine hydrochloride was found to
produce a phase change (Wong and Mitchell, 1992). This was found to have some advantage
since form II (the initial metastable form) was found to show more severe capping and
lamination compared with form I, the (stable) form produced on granulation. Using a range
of compounds, Wikstrom et al. (2008) have studied factors that influence the anhydrate-
to-hydrate conversion during wet granulation and concluded that the transformation was a
function of such things as the compound’s solubility, surface properties, seeds, and the shear
forces involved in wet granulation. However, even this paper noted that better models were
needed to understand the complexities of the transformations. Solvate formation may
have some advantages. For example, Di Martino et al. (2007) showed that the desolvated
dioxane solvate of nimesulide had better tableting properties than the known polymorphs of
the compound, which appears to represent a viable method of improving the compression
properties of drug substances.

Polymorphism is not only an issue with the compound under investigation, that is,
excipients also show variability in this respect. For example, it is well known that the tablet
lubricant magnesium stearate can vary depending on the supplier. In one study, Wada and
Matsubara (1992) examined the polymorphism with respect to 23 batches of magnesium
stearate obtained from a variety of suppliers. Using DSC they classified the batches into six
groups—interestingly, the polymorphism was not apparent by XRPD, IR, or SEM
observations. In another report, Barra and Somma (1996) examined 13 samples of magnesium
stearate from three suppliers. They found that there was variation not only between the
suppliers but also in the lots supplied by the same manufacturer.

It is well known that polymorphism is a function of temperature and pressure, thus
under the compressive forces that compounds experience under tableting conditions phase
transformations may be possible. However, Német et al. (2005) have sounded a note of caution
when conducting analysis of compressed samples. They reported that DSC measurements
tended to amplify the transformation of form B to form A of famotidine.

SOLUTION FORMULATIONS

Development of a solution formulation requires a number of key pieces of preformulation
information. Of these, solubility (and any pH dependence) and stability are probably the most
important. As noted by Meyer et al. (2007), with over 350 parenteral products marketed
worldwide, these probably represent the most common solution formulation type. The
principles and practices governing the formulation development of parenteral products have
been reviewed by Sweetana and Akers (1996). Strickley (1999, 2000, 2001) has produced a
useful series of papers detailing the formulation of a large number of compounds delivered by
the parenteral route. A further review by Strickley (2004) has detailed solubilizing excipients
for both oral and injectable formulations. Rowe et al. (1995) have described an expert system
for the development of parenteral products (see also chapter 9).

Solubility Considerations

One of the main problems associated with developing a parenteral or any other solution
formulation of a compound is its aqueous solubility. For a poorly soluble drug candidate, there
are several strategies for enhancing its solubility. These include pH manipulation, cosolvents,
surfactants, emulsion formation, and complexing agents; combinations of these methods can
also be used (Ran et al., 2005). More sophisticated delivery systems, for example, liposomes,
can also be considered.

pH Manipulation

Since many compounds are weak acids or bases, their solubility will be function of pH.
Figure 11 shows the pH-solubility curve for sibenadit HCI salt with pK,s at 6.58 and 8.16.
When the acid-base titration method (Serrajudden and Mufson, 1985) was used, the solubility
curve showed a minimum pH between 6 and 8. Below this pH region, the solubility increased
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as the pK, was passed to reach a maximum between pH 2 and 4 and then decreased because of
the common ion effect. As the second pK, was passed in the alkaline region, the solubility
again increased. However, when the solubility experiments were performed in 0.2 M citrate-
phosphate buffer, the solubility of the compound decreased, and this illustrates the effect that
ionic strength can have on drug solubility. Clearly, the region between pH 2 and 5 represents
the best area to achieve the highest solubility. However, caution should be exercised if the
solution needs to be buffered, since this can decrease the solubility, as in this case. Myrdal et al.
(1995) found that a buffered formulation of a compound did not precipitate on dilution and
did not cause phlebitis. In contrast, the unbuffered drug formulation showed the opposite
effects. These results reinforce the importance of buffering parenteral formulations instead of
simply adjusting the pH.

Cosolvents

The use of cosolvents has been utilized quite effectively for some poorly soluble drug
substances. It is probable that the mechanism of enhanced solubility is the result of the polarity
of the cosolvent mixture being closer to the drug than in water. This was illustrated in a series
of papers by Rubino and Yalkowsky (1984, 1985, 1987), who found that the solubilities of
phenytoin, benzocaine, and diazepam in cosolvent and water mixtures were approximated by
the log-linear equation (8).

logSm = flogSc + (1 —f) log Sy (8)

where S, is the solubility of the compound in the solvent mix, S,, the solubility in water, S. the
solubility of the compound in pure cosolvent, f the volume fraction of cosolvent, and ¢ the

slope of the plot of log (Sm/Sw) versus f. Furthermore, they related o to indexes of cosolvent

polarity such as the dielectric constant, solubility parameter, surface tension, interfacial tension,
and octanol-water partition coefficient.

It was found that the aprotic cosolvents gave a much higher degree of solubility than the
amphiprotic cosolvents. This means that if a cosolvent can donate a hydrogen bond, it may be
an important factor in determining whether it is a good cosolvent. Deviations from log-linear
solubility were dealt with in a subsequent paper (Rubino and Yalkowsky, 1987).

Figure 12 shows how the solubility of a development drug increases in a number of
water-solvent systems.

Care must be taken when attempting to increase the solubility of a compound, that is, a
polar drug might actually show a decrease in solubility with increasing cosolvent composition
(Gould et al., 1984).
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Figure 12 Solubility as a function of cosolvent volume for a development compound.
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Figure 13 Effect of flow rate on the precipitation of a polyethylene glycol 400 solution of a drug.

It is often necessary to administer a drug parenterally at a concentration that exceeds its
aqueous solubility. Cosolvents offer one way of increasing drug solubility, but the amount of
cosolvent that can be used in a parenteral intravenous (IV) formulation is often constrained by
toxicity considerations. It may cause hemolysis (Amin, 2006), or the drug may precipitate
when diluted or injected, causing phlebitis (Johnson et al., 2003). Prototype formulations are
often tested on animals, which is undesirable if a reliable in vitro technique can be employed.

Yalkowsky and coworkers (1983) have developed a useful in vitro technique based on
UV spectrophotometry for predicting the precipitation of a parenteral formulations in vivo
following injection. Figure 13 shows the effect of injection rate on the transmittance at 600 nm
of a polyethylene glycol (PEG) 400 formulation of a compound being introduced into flowing
saline. As shown, the faster the injection rate, the more precipitation was detected by the
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spectrophotometer. This simple technique can be used to assess whether precipitation of a
compound might occur on dilution or injection. Johnson et al. (2003) have now validated this
approach for screening formulations.

Narazaki et al. (2007a,b) have developed equations for estimating the precipitation of
pH-cosolvent solubilized formulations. The equation takes account of the effect of the
cosolvent on the pK, of the compound and any buffering components, which have
determining effects on its solubility. In the case of the model compound used, phenytoin,
more precipitation occurred on dilution when compared with a pH-controlled formulation.

While cosolvents can increase the solubility of compounds, on occasion, they can have a
detrimental effect on their stability. For example, a parenteral formulation of the novel
antitumor agent carzelsin (U80,244) using a PEG 400/absolute ethanol/polysorbate 80 (PET)
formulation in the ratio 6:3:1 v/v/v has been reported (Jonkman-De Vries et al., 1995). While
this formulation effectively increased the solubility of the compound, this work showed that
interbatch variation of PEG 400 could affect the stability of the drug because of pH effects.

One point that is often overlooked when considering cosolvents is their influence on
buffers or salts. Since these are conjugate acid-base systems, it is not surprising that
introducing solvents into the solution can result in a shift in the pK, of the buffer or salt. These
effects are important in formulation terms, since many injectable formulations that contain
cosolvents also contain a buffer to control the pH (Rubino, 1987).

Emulsion Formulations

Oil-in-water (o/w) emulsions have been successfully employed to deliver drugs with poor
water solubility (Date and Nagarsenker, 2008). In preformulation terms, the solubility of the
compound in the oil phase (often soybean oil) is the main consideration while using this
approach. However, the particle size of the emulsion and its stability (physical and chemical)
also need to be assessed (Tian et al., 2007). Ideally, the particle size of the emulsion droplets
should be in the colloidal range to avoid problems with phlebitis. For example, Intralipid 10%
(a soybean o/w emulsion) was found to consist of “artificial chylomicrons” (oil droplets) with
a mean diameter of 260 nm and liposomes with a diameter of 43 nm (Férézou et al., 2001). To
achieve this size, a microfluidizer should be used, since other techniques may produce
droplets of a larger size, as shown in Table 7 (Lidgate, 1990). Emulsions are prepared by
homogenizing the oil in water in the presence of emulsifiers, for example, phospholipids,
which stabilize the emulsion via a surface charge and also a mechanical barrier. Intravenous
emulsions can be sterilized by autoclaving, which gives a high level of assurance of sterility.
However, careless aseptic techniques can compromise the patient. In this situation, the inclusion
of antimicrobial additives could be considered. To this end, Han and Washington (2005)
have investigated the effect of antimicrobial additives on the stability of Diprivan®, an
intravenous anesthetic emulsion.

The particle size and zeta potential of emulsions can be measured using instruments that
combine PCS and surface charge measurements (Tian et al., 2007). Driscoll et al. (2001) have
compared a light obscuration (LO) and laser diffraction to examine the stability of parenteral
nutrition mixtures-based intravenous emulsions. From this study, they concluded that LO was
a better technique for detecting globules greater than 5 pm in diameter. They recommended
two key measurements, that is, the mean droplet size and the large droplet size, since without
these it is impossible to guarantee the safety of the emulsion (large droplets can cause
thrombophlebitis).

Table 7 Size of Emulsion Droplets Produced by Various Methods

Method of manufacture Particle size (um)
Vortex 0.03-24
Blade mixer 0.01-8
Homogenizer 0.02-2
Microfluidizer 0.07-0.2

Source: From Lidgate (1990), reproduced with permission.
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Physical instability of emulsions can take a number of forms, for example, creaming,
flocculation, coalescence, or breaking, while chemical instability can be due to hydrolysis of the
stabilizing moieties. To assess the stability of the emulsion, heating and freezing cycles as well
as centrifugation can be employed (Yalabik-Kas, 1985b). Chansiri et al. (1999) have investigated
the effect of steam sterilization (121°C for 15 minutes) on the stability of o/w emulsions. They
found that emulsions with a high negative zeta potential did not show any change in their
particle size distribution after autoclaving. Emulsions with a lower negative value, on the other
hand, were found to separate into two phases during autoclaving. Because the stability of
phospholipids-stabilized emulsion is dependent on the surface charge, they are normally
autoclaved at pH 8 to 9. Similarly, Han et al. (2001) found that when two formulations of
propofol were shaken and subjected to a freeze-thaw cycle, the formulation that had a more
negative zeta potential (—50 vs. —40 mV) was more stable. There was also a difference in pH of
the formulations, with the less stable formulation having a pH between 4 and 5 compared with
pH 8 for the more stable formulation (AstraZeneca’s Diprivan).

An interesting extension of this approach of solubilizing a poorly soluble compound is
the SolEmuls™ technology described by Junghanns et al. (2007). In this technique, a
nanosuspension of amphotericin was generated, mixed with a Lipofundin®, a conventional
lipidic emulsion, and then subjected to high-pressure homogenization. Results indicted that
this formulation approach produced better antifungal effects when compared with the
commercially available Fungizone™.

In recent years, microemulsions have been investigated as a way of solubilizing drugs for
intravenous delivery (Date and Nagarsenker, 2008). In contrast to the conventional emulsions
described above, microemulsions are thermodynamically stable, complex dispersions
consisting of micro domains of oil and water, which are stabilized by alternating films of
surfactants and co-surfactants. The droplet size of microemulsions is generally less than 150 nm.
One feature of microemulsions is that they are clear in contrast to the milk-like appearance of the
conventional emulsions.

Stability Considerations

The second major consideration with respect to solution formulations is stability. The stability
of pharmaceuticals, from a regulatory point of view, is usually determined by forced
degradation studies. These studies provide data on the identity of degradants, degradation
pathways, and the fundamental stability of the molecule. Guidance for the industry on how to
conduct stability testing of new drug substances and products is given in the ICH guideline
Q1A (R2). See Reynolds et al. (2002) and Alsante et al. (2007) for a detailed account on the
regulatory requirements of forced degradation studies and recommended degradation
conditions.

Notari (1996) has presented some arguments regarding the merits of a complete kinetic
stability study. He calculated that with reliable data and no buffer catalysis, sixteen
experiments were required to provide a complete kinetic stability study. If buffer ions
contribute to the hydrolysis, then each species contributes to the pH-rate expression. Thus, for
a single buffer, for example, phosphate, a minimum of six experiments were required. A stock
solution of the compound should be prepared in an appropriate solvent and a small aliquot
(e.g., 50 uL) added to, for example, a buffer solution at a set pH. This solution should be
maintained at a constant temperature, and the ionic strength may be controlled by the addition
of KCl (e.g., I = 0.5). After thorough mixing, the solution is sampled at various time points and
assayed for the compound of interest. If the reaction is very fast, it is recommended that the
samples be diluted into a medium that will stop or substantially slow the reaction, for example,
a compound that is unstable in acid may be stable in an alkaline medium. Cooling the solution
may also be useful. Slow reactions, on the other hand, may require longer-term storage at
elevated temperature. In this situation, solutions should be sealed in an ampoule to prevent
loss of moisture. If sufficient compound is available, the effect of, for example, buffer
concentration should be investigated. Of course, such studies can be automated, for example,
Symyx Technologies (Santa Clara, California, U.S.) offer their Automated Forced Degradation
System for high-throughput forced degradation studies. This platform produces degradation
libraries of stressed samples of liquid formulations, which are then heated and sampled over
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Figure 14 First-order hydrolysis decomposition of a compound (25°C).

time at 55°C, 70°C, and 85°C, and the compound degradation is followed with time. From
these measurements, library arrays of first-order kinetic plots are generated, and predictions of
room temperature stability of the compound are produced (Carlson et al., 2005).

The first-order decomposition plot of an acid-labile compound with respect to pH is
shown in Figure 14. Clearly, this compound is very acid labile, and even at pH 7, some
decomposition is observed. A stable solution formulation would, therefore, be difficult to
achieve in this pH range. However, a solution formulation at lower pHs might be possible,
depending on how long it needed to be stored. To get an estimate of how long this might be,
Arrhenius experiments should be undertaken. As an example of this methodology, Jansen
et al. (2000) followed the decomposition of gemcitabine, formulated as a lyophilized
powder, at pH 3.2 at four different temperatures from which an Arrhenius plot was used to
calculate the decomposition rates at lower temperatures. From the data generated, they
concluded that a solution formulation of gemcitabine was feasible if the solution was stored
in a refrigerator.

A detailed paper on the mechanistic interpretation of pH-rate profiles is that by Loudon
(1991). Van der Houwen et al. (1997) have reviewed the systematic interpretation of pH
degradation profiles. The rate profiles obtained when the pH is varied can take a number of
forms. However, Loudon (1991) makes the point that they “usually consist of linear regions of
integral slope connected by short curved segments.” Indeed, the linear regions generally have
slopes of —1, 0, or +1, and “any pH-rate profile can be regarded as a composite of fundamental
curves.”

It is also possible that compounds may be formulated in cosolvent systems for geriatric
or pediatric use where administration of a tablet would be difficult (Chang and Whitworth
1984). In addition, cosolvents are routinely employed in parenteral formulations to enhance the
solubility of poorly soluble drugs. For example, Tu et al. (1989) have investigated the stability
of a nonaqueous formulation for injection based on 52% N,N-dimethylacetamide and 48%
propylene glycol. By stressing the preparation with regard to temperature, they found that by
using Arrhenius kinetics, the time for 10% degradation at 25°C would be 885 days. The
solution also discolored when stressed. Furthermore, it is also sometimes useful to assess the
effect of ethanol/acid on the stability of compounds that can be taken concurrently, for
example, temazepam (Yang, 1994).
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Stability to Autoclaving

For parenteral formulations, a sterile solution of the compound is required. According to
Meyer et al. (2007), one-third of the 350 parenteral products on sale worldwide are multi-dose
formulations, which require the inclusion of an antimicrobial preservative. The most
commonly used preservatives are benzyl alcohol, chlorobutanol, m-cresol, phenol, phenox-
yethanol, propylparaben, and thiomersal. Of these, benzyl alcohol and combinations of methyl
and propylparaben are the most popular. See Meyer et al. (2007) for further details of the use of
preservatives in parenteral formulations. Of course, one of the limiting factors of the use of a
preservative is its compatibility with the active ingredient, and these studies should be
undertaken during the preformulation stage of development. In addition, other formulation
ingredients may affect the effectiveness of the antimicrobial agent (Meyer et al., 2007).

A terminal sterilization method is preferred, rather than aseptic filtration, because there
is a greater assurance of achieving sterility. As noted by Moldenhauer (1998), the regulatory
authorities will require a written justification to explain why a product is not terminally
sterilized. Therefore, for a sterile formulation product, it is mandatory to assess whether it is
stable to autoclaving as part of any preformulation selection process. Autoclaving (usually
15 minutes at 121°C) at various pHs is undertaken after which the drug solutions should be
evaluated for impurities, color, pH, and degradation products. Clearly, if one compound
shows superior stability after autoclaving, then this will be the one to take forward.

The effect of the autoclave cycle, that is, fill, heat-up, peak dwell, and cool-down on the
theoretical chemical stability of compounds intended for intravenous injection, has been
investigated by Parasrampuria et al. (1993). Assuming first-order degradation kinetics, that is,
hydrolysis, the amount of degradation was calculated for any point during the above process.
Although the results were calculated for the first-order kinetics, the authors estimated that the
calculations were applicable to other reaction orders, that is, zero and second.

Acceptable reasons for not proceeding with a terminally sterilized product are

pH changes,

color changes,

carbonate buffering loss,
container closure problems, and
drug or excipient degradation.

Effect of Metal Ions and Oxygen on Stability
After hydrolysis, oxidation is the next most important way by which a drug can decompose in
both the solid and liquid states. It is a complex process that can take place by way of such
mechanisms as autoxidation, nucleophilic or electrophilic additions, and electron transfer
reactions (Hovorka and Schneich, 2001). In addition, some excipients have been shown to
contain impurities (such as peroxides and metal ions), which can promote oxidative
degradation. Therefore, in formulation terms, the removal of oxygen and trace metal ions
and the exclusion of light may be necessary to improve the stability of oxygen-sensitive
compounds (Waterman et al., 2002). Formulation aids to this end include antioxidants and
chelating agents and, of course, the exclusion of light where necessary. As an example, Li et al.
(1998) showed that a formulation of AG2034 could be stabilized through using nitrogen in the
ampoule headspace and the inclusion of an antioxidant. Antioxidants are substances that
should preferentially react with oxygen and hence protect the compound of interest toward
oxidation. A list of water- and oil-soluble antioxidants is given in Table 8 (Akers, 1982).

Reformulation screening of the antioxidant efficiency in parenteral solutions containing
epinephrine has been reported by Akers (1979), who concluded that screening was difficult on
the basis of the redo potential, and complicated by a complex formulation of many
components. To assess the stability of compounds toward oxidation, a number of accelerated
(forced) degradation studies need to be undertaken Alsante et al. (2007). As an example, Freed
et al. (2008) examined the forced degradation of a number of compounds.

Caution should be exercised when including antioxidants, since a number of reports
have pointed out that some antioxidants, for example, sulfites, can have a detrimental effect on
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Table 8 List of Water- and Qil-Soluble Antioxidants

Water soluble Oil soluble

Sodium bisulfite Propyl gallate

Sodium sulfite Butylated hydroxyanisole
Sodium metabisulfite Butylated hydroxytoluene
Sodium thiosulfate Ascorbyl palmitate
Sodium formaldehyde sulfoxylate Nordihydroguaiaretic acid
L- and d-ascorbic acid Alpha-tocopherol
Acetylcysteine

Cysteine

Thioglycerol

Thioglycollic acid
Thiolactic acid
Thiourea
Dithithreitol
Glutathione

Source: From Akers (1982), reproduced with permission.

the stability of certain compounds (Asahara et al., 1990). Thus, oxygen-sensitive substances
should be screened for their compatibility with a range of antioxidants. It should also be noted
that bisulphite has also been known to catalyze hydrolysis reactions (Munson et al., 1977).

Trace metal ions can affect stability and can arise from the bulk drug, formulation
excipients, or glass containers (Allain and Wang, 2007). The effect of metal ions on the solution
stability of fosinopril sodium has been reported (Thakur et al., 1993). In this case, the metal ions
were able to provide, through complexation, a favorable reaction pathway. Metal ions can also
act as degradation catalysts by being involved in the production of highly reactive free
radicals, especially in the presence of oxygen. The formation of these radicals can be initiated
by the action of light or heat, and propagate the reaction until they are destroyed by inhibitors
or by side reactions that break the chain (Hovorka and Schoneich, 2001).

Ethlenediaminetetraacetic Acid and Chelating Agents
Because of the involvement of metal ions in degradation reactions, the inclusion of a chelating
agent is often advocated (Pinsuwan et al., 1999). The most commonly used chelating agents are
the various salts of ethylenediaminetetraacetic acid (EDTA). In addition, the use of
hydroxyethylenediaminetriacetic acid (HEDTA), diethylenetriaminepentacetic acid (DPTA),
and nitrilotriacetate (NTA) has been assessed for their efficiency in stabilizing, for example,
isoniazid solutions (Ammar et al., 1982).

EDTA has pK, values of pK; = 2.0, pK;, = 2.7, pKz = 6.2, and pK, = 10.4 at 20°C.
Generally, the reaction of EDTA with metal ions can be described by equation (9).

M™ Y4 MY(47n)+ (9)
In practice, however, the disodium salt is used because of its greater solubility. Hence,
M + H,Y — MY+ 25" (10)

From equation (10), it is apparent that the dissociation (or equilibrium) will be sensitive to the
pH of the solution. Therefore, this will have implications for the formulation.

The stability of the complex formed by EDTA-metal ions is characterized by the stability or
formation constant, K. This is derived from the reaction equation and is given by equation (11).

PN (U 0kl )
M ][Y*]

Stability constants (expressed as log K) of some metal ion-EDTA complexes are shown in
Table 9.
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Table 9 Metal lon—Ethylenediaminetetraacetic Acid Stability Constants

lon log K lon log K lon log K
Ag*t 7.3 Co?* 16.3 Fe®* 25.1
Li* 2.8 NiZ* 18.6 Y3+ 18.2
Na* 1.7 Cu?t 18.8 cr3t 24.0
Mg®* 8.7 Zn®* 16.7 Cce®t 15.9
Ca2* 10.6 Cd?* 16.6 La3* 15.7
Sr2t 8.6 Hg*" 21.9 Sc3t 23.1
Ba?" 7.8 Pb%* 18.0 Ga®* 20.5
Mn2+ 13.8 AR* 16.3 In®+ 24.9
Fe?+ 14.3 Bi®*+ 27.0 Th**+ 23.2

Equation (11) assumes that the fully ionized form of EDTA*" is present in solution.
However, at low pH, other species will be present, that is, HEDTA’", H,EDTA?", and
H;EDTA™, as well as the undissociated H4EDTA. Thus, the stability constants become
conditional on pH.

The ratio can be calculated for the total uncombined EDTA (in all forms) to the form
EDTA*". Thus, the apparent stability constant becomes K/oy, and hence,

[EDTAJ, ¢,
oy, = =l forms 12
" T [EDTA*] (12)
Thus,
K
Ky =— Or log Ky =log K — oy (13)
oL

where log Ky is known as the conditional stability constant.
Fortunately, oy, can be calculated from the known dissociation constants of EDTA, and its
value can be calculated from equation (14).
H']  [H]

o, = {1++

U — 1 1+ 10®K—pH) 4 1oPKe+pKspH) 4 14
X K4K3+} + 10 +10 + (14)

Thus, at pH 4, the conditional stability constants of some metal-EDTA complexes are
calculated as follows:

log Ky EDTABa>® = 0.6
log Ky EDTAMg*" = 1.5
log Ky EDTACa>" = 3.4
log Ky EDTAZn** = 9.5
log Ky EDTAFe’t = 17.9

Thus, at pH 4, the zinc and ferric complexes will exist. However, calcium, magnesium, and
barium will only be weakly complexed, if at all.

The inclusion of EDTA is occasionally not advantageous since there are a number of
reports of the EDTA catalyzing the decomposition of drugs (Medenhall, 1984; Nayak et al.,
1986). Citric acid, tartaric acid, glycerin, sorbitol, etc., can also be considered as complexing
agents. However, these are often ineffective. Interestingly, some formulators resort to amino
acids or tryptophan because of a ban on EDTA in some countries (Wang and Kowal, 1980).

Surface Activity

Many drugs show surface-active behavior because they have the correct mix of chemical
groups that are typical of surfactants. The surface activity of drugs can be important since they
show a greater tendency to adhere to surfaces or solutions may foam. The surface activity of
compounds can be determined using a variety of techniques, for example, surface tension
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measurements using a Du Nouy tensiometer, a Whilhelmy plate or conductance measurements.
Figure 15 shows the surface tension as a function of concentration (using a Du Nouy
tensiometer) of remacemide hydrochloride solutions in water. The surface tension of water
decreased because of the presence of the compound. However, there was no break, which
would have been indicative of micelle formation. Even when the pH of the solution was
adjusted to 7, where a solubility “spike” had been observed, the surface tension was not
significantly different to that observed for water alone. Thus, although the compound was
surface active, it did not appear to form micelles, probably because of steric effects.

The surface-active properties of MDL 201346, a hydrochloride salt, have been
investigated by a number of techniques including conductivity measurements (Streng et al.,
1996). It was found that it underwent significant aggregation in water at temperatures greater
than 10°C. Moreover, a break in the molar conductivity versus square root of concentration
was noted, which corresponded to the critical micelle concentration (cmc) of the compound
and aggregation of 10 to 11 molecules. In addition to surface-active behavior, some drugs are
known to form liquid crystalline phases with water, for example, diclofenac diethylamine
(Kriwet and Muller, 1993). Self-association in water (vertical stacking) of the novel anticancer
agent brequiner sodium (King et al., 1989) has been reported.

Osmolality

Body fluids, such as blood, normally have an osmotic pressure, which is often described as
corresponding to that of a 0.9% w/v solution of sodium chloride, and, indeed, a 0.9% w/v
NaCl solution is said to be iso-osmotic with blood. Solutions with an osmotic pressure lower
than 0.9% w/v NaCl are known as hypotonic, and those with osmotic pressure greater than
this value are said to be hypertonic. The commonly used unit to express osmolality is osmol,
and this is defined as the weight in grams per solute, existing in a solution as molecules, ions,
macromolecules, etc., that is osmotically equivalent to the gram molecular weight of an ideally
behaving nonelectrolyte.

Pharmaceutically, osmotic effects are important in the parenterals and ophthalmic field,
and work is usually directed at formulating to avoid the side effects or finding methods of
administration to minimize them. The ophthalmic response to various concentrations of
sodium chloride is shown in Table 10 (Flynn, 1979).

Osmolality determinations are usually carried out using a cryoscopic osmometer, which
is calibrated with deionized water and solutions of sodium chloride of known concentration.
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Table 10 Ophthalmic Response to Various Concentrations of Sodium Chloride

% NaCl Opthalmic response

0.0 Very disagreeable

0.6 Perceptibly disagreeable after 1 min

0.8 Completely indifferent after long exposure
1.2 Completely indifferent after long exposure
1.3 Perceptibly disagreeable after 1 min

1.5 Somewhat disagreeable after 1 min

2.0 Disagreeable after 0.5 min

Source: From Flynn (1979), reproduced with permission.
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Figure 16 Plot of tonicity versus concentration for mannitol in water.

Using this technique, the sodium chloride equivalents and freezing point depressions for more
than 500 substances have been determined and reported in a series of papers by Hammarlund
and coworkers (Hammerlund, 1981). Figure 16 shows the osmolality of mannitol-water
solutions.

Cyclodextrins are used for the solubility enhancement of poorly soluble drugs, and
Zannou et al. (2001) have determined the osmotic properties of the sulfobutyl and
hydroxypropyl derivatives. In an interesting set of measurements to accompany the
osmometry measurements, they conducted osmolality measurements on frozen solutions
using DSC. Sodium chloride solutions of known osmolality were used as calibrants.

FREEZE-DRIED FORMULATIONS

If a drug in solution proves to be unstable, then an alternative formulation approach will be
required, and freeze-drying is often used to produce the requisite stability. A common
prerequisite for this method of production of a freeze-dried formulation is restricted to those
that have enough aqueous solubility and stability over the time course of the process.
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However, if the compound is unstable in water, then an alternative solvent such as t-butanol
may be employed (Ni et al., 2001). Preformulation studies can be performed to evaluate this
approach and to aid the development of the freeze-drying cycle. Briefly, freeze-drying consists
of three main stages: (i) freezing of the solution, (if) primary drying, and (iii) secondary drying
(Tang and Pikal, 2004). In many cases, the inclusion of excipients is necessary, which act as
bulking agents and/or stabilizing agents. Thus, production conditions should be evaluated to
ensure that the process is efficient and that it produces a stable product (Schwegman et al.,
2005). The first stage, therefore, is to characterize the freezing and heating behavior of solutions
containing the candidate drug, and in this respect, DSC and freeze-drying microscopy can be
used as described by Thomas and Cannon (2004). Schwegman et al. (2005) have produced
some good advice with regard to the formulation and process development of freeze-dried
formulations. Since mannitol is a common excipient used in the formulated product, the sub-
ambient behavior of its solutions is of importance (Kett et al., 2003).

To understand the processes taking place during freezing a solution containing a solute,
it is worth referring to the phase diagram described by Her and Nail (1994). This shows that as
a solution of a compound is cooled, the freezing point is depressed because of the presence
of an increasing concentration of the dissolved solute. If the solute crystallizes during freezing,
a eutectic point is observed. If crystallization does not take place, the solution becomes
super-cooled and thus becomes more concentrated and viscous. Eventually, the viscosity is
increased to such an extent that a glass is formed. This point is known as the T.

Measurement of the glass transition of frozen solution formulation of the candidate drug
is an important preformulation determination since freeze-drying an amorphous system above
this temperature can lead to a decrease in viscous flow of the solute (due to a decrease in
viscosity) after the removal of the ice. This leads to what is commonly known as “collapse,”
and for successful freeze-drying, it should be performed below the T,. Consequences of
collapse include high residual water content in the product and prolonged reconstitution
times. In addition, the increase in the mobility of molecules above the T, may lead to in-process
degradation (Pikal and Shah, 1990).

Figure 17 shows the glass transition, as determined by DSC, of a trial formulation of a
candidate drug. The glass transition was measured by freezing a solution of the compound in a
DSC pan and then heating the frozen solution. It should be noted that T, is usually a subtler
event compared with the ice-melt endotherm, and so the thermogram should be examined
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Figure 17 DSC thermogram showing a glass transition of heated frozen drug solution.
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very carefully (Fig. 17). In some cases, an endotherm due to stress relaxation may be
superimposed on the glass transition. It is possible to resolve these events by using the related
technique, modulated DSC (MDSC) or dynamic DSC (DDSC) (Kett, 2001).

If during freezing the solutes crystallize, the first thermal event detected using DSC will
be the endotherm that corresponds to melting of the eutectic formed between ice and the
solute. This is usually followed by an endothermic event corresponding to the melting of ice.
Figure 18 shows this behavior for a saline solution. Normally, freeze-drying of these systems
are carried out below the eutectic melting temperature (Williams and Schwinke, 1994).
Another way of detecting whether a solute or formulation crystallizes on freezing is to conduct
sub-ambient X-ray diffractometry (Cavatur and Suryanarayanan, 1998).

If a lyophilized drug is amorphous, then knowledge of the glass transition temperature is
important for stability reasons. Chemically, amorphous compounds are usually less stable than
their crystalline counterparts. This is illustrated in Table 11, which shows some stability data
for an amorphous compound (produced by lyophilization) and the crystalline hydrate form of
the compound.
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Figure 18 DSC thermogram of a frozen 9% w/v saline solution.

Table 11  Stability Data for an Amorphous (Lyophilized) and Crystalline Hydrate Form of a Compound

Storage conditions Time (mo) Moisture content (% w/w) Total impurities (% w/w)
Crystalline Initial 15.98 0.53
25°C/16% RH 1 15.78 0.54
25°C/60% RH 1 15.50 0.56
40°C/75% RH 1 15.76 0.59
Amorphous Initial 4.83 0.47
25°C/16% RH 1 8.31 0.57
25°C/60% RH 1 12.55 0.69
40°C/75% RH 1 12.72 1.44

Abbreviation: RH, relative humidity.
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Although the moisture content of the amorphous form was increased, it did not
crystallize. Other work showed that at relative humidities greater than 70%, the sample
crystallized (O’Sullivan et al., 2002). It is important to note that moisture has the effect of
lowering the glass temperature, which in turn increases the propensity of instability. This
appears to be due to water acting as a plasticizer such that molecular mobility is increased,
thus facilitating reactivity (Shalaev and Zografi, 1996).

Duddu and Weller (1996) have studied the importance of the glass transition
temperature of an amorphous lyophilized aspirin-cyclodextrin complex. Using DSC, the
glass transition was found to be 36°C followed by an exothermic peak, believed to be due to
aspirin crystallization. The glass transition at this temperature was also observed by using
dielectric relaxation spectroscopy. When the aspirin/hydroxypropylcyclodextrin (HPCD)
loophole was exposed to higher humidities, the T, was reduced to a temperature below room
temperature and the product became a viscous gel. Craig et al. (1999) have reviewed the
physicochemical properties of the amorphous state with respect to drugs and freeze-dried
formulations, and Nail and Seales (2007) have discussed QdD (Quality by Design) aspects of
their development and scale-up of freeze-dried formulations.

SUSPENSIONS

If the drug substance is not soluble, then the compound may be administered as a suspension.
This might be the formulation approach used for oral administration of drugs to animals for
safety studies, for early-phase clinical studies in humans, or for the intended commercial
dosage form, for example, ophthalmic, nasal, oral, etc. Data considered to be important for
suspensions at the preformulation stage include solubility, particle size, and propensity for
crystal growth and chemical stability. Furthermore, during development, it will be important
to have knowledge of the viscosity of the vehicle to obtain information with respect to settling
of the suspended particles, syringibility, and physical stability (Akers, 1987). In a report on the
preformulation information required for suspensions, Morefield et al. (1987) investigated
the relationship between the critical volume fraction as a function of pH. They noted that “it is
usually desirable to maximize the volume fraction of solids to minimize the volume of the dose.”

It should be obvious that for a successful suspension, insolubility of the candidate drug is
required. While for large hydrophobic drugs like steroids, this may not be a problem, weak acids
or bases may show appreciable solubility. In this instance, reducing the solubility by salt
formation is a relatively common way to achieve this end. For example, a calcium salt of a weak
acid may be sulfficiently insoluble for a suspension formulation. However, difficulties may arise
because of hydrate formation, for example, with concomitant crystal growth. Hoelgaard and
Moller (1983) found that metronidazole formed a monohydrate on suspension in water.
Zietsman et al. (2007) have shown that this conversion can be prevented by using Avicel RC-591
as a suspending agent.

Another way crystals can grow in suspension that is not attributable to a phase change is
by Otswald ripening. This is the result of the difference in solubility between small and large
crystals, as predicted by equation (15).

M S p\n n

where R is the gas constant, T the absolute, S; and S, the solubilities of crystals of radii r; and
15, respectively, ¢ the specific surface energy, p the density, and M the molecular weight of the
solute molecules. Otswald ripening is promoted by temperature changes during storage,
particularly if there is a strong temperature-solubility relationship. Therefore, as the
temperature is increased, the small particles of the drug will dissolve, which is followed by
crystal growth as the temperature is decreased. Ziller and Rupprecht (1988a) have reported the
design of a control unit to monitor crystal growth. However, simple microscopic observation
may be all that is necessary to monitor the growth of crystals. If a phase change occurs, then the
usual techniques may be used to assess the solid-state form of the compound produced on
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storage such as DSC, HSM (hot stage microscopy), or XRPD. Various polymeric additives may be
employed to inhibit drug crystallization. Ziller and Rupprecht (1988b) found that polyvinylpyr-
ollidone (PVP) and bovine serum albumin inhibit crystal growth using a variety of compounds.
Similarly, Douroumis and Fahr (2007) found that PVP and hydroxypropylmethylcellulose
(HPMC) were effective in preventing the growth of carbamazepine nanosuspension.

It is a pharmacopoeial requirement that suspensions should be redispersible if they settle
on storage. However, the pharmacopoeias do not offer a suitable test that can be used to
characterize this aspect of the formulation. In an attempt to remedy this situation, Deicke and
Stiverkriip (1999) have devised a mechanical redispersibility tester, which closely simulates the
action of human shaking. The crystal habit may also affect the physical stability of the
formulation. For example, Tiwary and Panpalia (1999) showed that trimethoprim crystals with
the largest aspect ratio showed the best sedimentation volume and redispersibility.

If the suspension is for parenteral administration, it will need to be sterilized. However,
terminal heat sterilization can affect both its chemical and physical stabilities, the latter usually
observed as crystal growth or aggregation of the particles (Na et al., 1999). Another measure of
suspension stability is the zeta potential, which is a measure of the surface charge. However,
various studies have shown that it is only useful in some cases. For example, Biro and Racz
(1998) found that the zeta potential of albendazole suspensions was a good indicator of
stability, whereas Duro et al. (1998) showed that the electrical charge of pyrantel pamoate
suspensions was not important for its stabilization.

As noted above, the particle size of suspensions is another important parameter in
suspension formulations. The particle size distribution can be measured using a variety of
techniques including laser diffraction. A point to note in laser diffraction is the careful selection
of the suspending agent. This was illustrated by Akinson and White (1992), who used a
Malvern Mastersizer to determine the particle size of a 1% methylcellulose in the presence of
seven surface-active agents (Tween 80, Tween 20, Span 20, Pluronic L62, Pluronic F88,
Cetomacogol 100, and sodium lauryl sulfate). The particle size of the suspensions was
measured as a function of time, and surprisingly, Tween 80, which is widely used in this
respect, was found to be unsuitable for the hydrophobic drug under investigation. Other
surfactants also gave poor particle size data, for example, Tween 20, Cetomacrogol 1000,
Pluronic F88, and sodium lauryl sulfate. This arose from aggregation of the particles, and
additionally, these suspensions showed slower drug dissolution into water. Span 20 and
Pluronic L62 showed the best results, and the authors cautioned the use of a standard surface-
active agent in preclinical studies.

Usually, suspensions are flocculated so that the particles form large aggregates that are
easy to disperse—normally, this is achieved using potassium or sodium chloride (Akers et al.,
1987). However, for controlled flocculation suspensions, sonication may be required to
determine the size of the primary particles (Bommireddi et al., 1998).

Although high performance liquid chromatography (HPLC) is the preferred technique
for assessing the stability of formulations, spectrophotometry can also be used. Girona et al.
(1988) used this technique for assessing the stability of an ampicillin-dicloxacillin suspension.
Rohn (2004) has reported that rheology could be used as a rapid screening technique for testing
the stability of drug suspensions. He claims that by monitoring the tan delta parameter, the
stability of the suspension could be predicted. Furthermore, the oscillation frequency sweep
test gave information on the viscoelastic properties of the suspension, which could be used to
screen potential suspending agents.

TOPICAL/TRANSDERMAL FORMULATIONS

Samir (1997) has reviewed preformulation aspects of transdermal drug delivery. This route of
delivery offers several potential advantages compared with the oral route such as avoidance of
fluctuating blood levels, no first-pass metabolism, and no degradation attributable to stomach
acid. However, the transdermal route is limited because of the very effective barrier function
of the skin. Large, polar molecules do not penetrate the stratum corneum well. The
physicochemical properties of candidate drugs that are important in transdermal drug
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delivery include molecular weight and volume, aqueous solubility, melting point, and log P.
Clearly, these are intrinsic properties of the molecule and as such will determine whether or
not the compounds will penetrate the skin. Furthermore, since many compounds are weak
acids or bases, pH will have an influence on their permeation.

One way in which the transport of zwitterionic drugs though skin has been enhanced
was to form a salt. This was demonstrated by Mazzenga et al. (1992), who showed that the rank
order of epidermal flux of the salts of phenylalanine across the epidermis was hydrobromide >
hydrochloride > hydrofluoride > phenylalanine. Thus, like most other delivery routes, it is
worth considering salt selection issues at the preformulation stage to optimize the delivery of
the compound via the skin.

The formulation in which the candidate drug is applied to the skin is another important
factor that can affect its bioavailability. In transdermal drug delivery, a number of vehicles may
be used, such as creams, ointments, lotions, and gels. The solubility of the compound in the
vehicle needs to be determined. Problems can arise from crystal growth if the system is
supersaturated; for example, phenylbutazone creams were observed to have a gritty
appearance attributable to crystal growth (Sallam et al., 1986). Indeed, in matrix patches,
crystals of estradiol hemihydrate or gestodene of up to 800 um grew during three months of
storage at room temperature (Lipp and Miiller, 1999). Needle-like crystals of the hydrate of
betamethasone-17 valerate were found by Folger and Muller-Goymann (1994) when creams
were placed on storage.

Chemical and physical stability also needs to be considered. For example, Thoma and
Holzmann (1998) showed that dithranol showed a distinct instability in the paraffin base due
to light, but was stable when protected from light. In terms of kinetics, Kenley et al. (1987)
found that the degradation in a topical cream and that in ethanol-water solutions were very
similar in the pH range 2 to 6. This suggested that the degradation of this compound occurred
in an aqueous phase or compartment that was undisturbed by the oily cream excipients. If the
compound decomposes because of oxidation, then an antioxidant may have to be incorpo-
rated. In an attempt to reduce the photodegradation of a development compound, Merrifield
et al. (1996) compared the free acid of compound with a number of its salts, each of which they
incorporated into a white soft paraffin base. Their results (Table 12) showed that after a one-
hour exposure in a SOL2 light-simulation cabinet, the disodium salt showed significant
degradation.

Martens-Lobenhoffer et al. (1999) have studied the stability of 8-methoxypsoralen
(8-MOP) in various ointments. They found that after 12 weeks of storage, the drug was stable
in Unguentum Cordes and Cold Cream Naturel. However, the Unguentum Cordes emulsion
began to crack after eight weeks. When formulated in a carbopol gel, 8-MOP was unstable.

The physical structure of creams has been investigated by a variety of techniques, for
example, DSC, TGA, microscopy, reflectance measure, rheology, Raman spectroscopy, and
dielectric analysis (Peramal et al., 1997). Focusing on TGA and rheology, Peramal et al. (1997)
found that when aqueous BP creams were analyzed by TGA, there were two peaks in the
derivative curve. It was concluded that these were attributable to the loss of free and lamellar
water from the cream, and therefore TGA could be used as a quality-control tool. The lamellar
structure of creams can also be confirmed using small-angle X-ray measurements (Niemi and

Table 12 Light Stability of the Salts of a Candidate Drug in a White Soft Parrafin Base

% Initial compound after 1-hr exposure in SOL2

Salt/form 0.1% concentration 0.5% concentration 2.0% concentration
Free acid (micronized) 51.0 80.0 85.9

Free acid (unmicronized) 69.4 nd nd
Disodium (unmicronized) 9.9 3.6 nd
Ethylenediamine (unmicronized) 51.9 65.1 nd
Piperazine (unmicronized) 79.9 88.2 nd

Abbreviation: nd, not detected.
Source: From Merrifield et al. (1996).
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Laine, 1991). For example, the lamellar spacings of a sodium lauryl sulfate, cetostearyl alcohol
and liquid paraffin cream were found to increase in size as the water content of the cream
increased until, at greater than 60% water, the lamellar structure broke down. This was
correlated with earlier work that showed that at this point, the release of hydrocortisone was
increased (Niemi et al., 1989).

Atkinson et al. (1992) have reported the use of a laser diffraction method to measure the
particle size of drugs dispersed in ointments. In this study, they stressed the fact that a very
small particle size was required to ensure efficacy of the drug. In addition, the size of the
particles was especially important if the ointment was for ophthalmic use where particles must
be less than 25 pum. While the particle size of the suspended particles can be assessed
microscopically, laser diffraction offers a more rapid analysis.

INHALATION DOSAGE FORMS

As noted by Sanjar and Matthews (2001), delivering drugs via the lung is not new since the
absorption of nicotine by smoking of tobacco has been known for centuries, and before
inhalation drug delivery devices, some asthma medications were administered in cigarettes. In
addition, anesthetic gases are routinely administered by inhalation. For many years now,
however, respiratory diseases such as asthma and chronic obstructive pulmonary disease
(COPD) have been treated by inhaling the drug from a pressurized metered-dose inhaler
(pMDD), DPJ, or a nebulizer solution. Although pMDIs remain the most popular devices for the
delivery of drugs to the lungs, DPIs have gained in popularity over the years (Gonda, 2000).
For example, Taylor and Gustafsson (2005) stated that in 2004, 292 million pMDIs and
113 million DPIs were sold worldwide: In another article, Colthorpe (2003) has estimated that,
on a daily basis, 500 million people carry a pMDI. Smyth and Hickey (2005) have estimated
that there are greater than 11 DPIs in use and a similar number under development. See this
publication for a list of devices and compounds. Islam and Gladki (2008) have reviewed DPI
device reliability.

Because of the large surface area available, drug delivery via the lung has a number of
advantages over the oral route since the rate of absorption of small molecules from the lung is
only bettered by the intravenous route, and thus the bioavailability is usually higher than that
obtained from drug delivery by the oral route. This is particularly true for hydrophobic
compounds, which can show extremely rapid absorption (Cryan et al., 2007). However, drug
deposition in the lung can be problematic and requires the drug to be reduced in size to
between 2 and 6 pm for optimal effect (Pritchard, 2001; Howarth, 2001). If the particle size is
greater than 6 pm, the compound is deposited in the mouth and esophageal region, and there
is no clinical effect apart from the part that is swallowed. Particles of size 2 um, on the other
hand, are deposited in the peripheral airways/alveoli.

Metered-Dose Inhalers

In pMDI technology, CFC propellants are being replaced with the ozone-friendly HFAs 134a
and 227 (McDonald and Martin (2000). For an overview of the environmental hazards and
exposure risk of hydrofluorocarbons (HFCs), see Tsai (2005). In pMDI drug delivery systems,

H
FsC — CF,H FsC «I» CFqy
F
134a 227

the drugs are formulated as a suspension or as a solution depending on the solubility of the
drug in the propellant (or the addition of a cosolvent). Hoye et al. (2008) have investigated the
solubility of 36 organic solutes in HFA 134a, and it was found that calculations of solubility
from an ideal solubility viewpoint did not agree well with experimental values. However,
addition of other terms such as log P, molar volume, molecular weight, etc., showed a better
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correlation and could provide an initial estimate of the solubility of a compound in HFA 134a.
Traini et al. (2006) have described a novel apparatus for the determination of the solubility of
salbutamol sulfate, budesonide, and formoterol fumarate dihydrate in propellant 134a. Their
device allows the pMDI to be actuated into a collection vessel from which the amount that has
been dissolved is assessed (using HPLC) after the propellant has evaporated. Another
technique, based on direct injection from a pMDI into the injector port of an HPLC, for
determining compound solubility in pMDIs has been described by Gupta and Myrdal (2004,
2005). An earlier method for determining the solubility of drugs in aerosol propellants has
been described by Dalby et al. (1991). At room temperature, the propellants are gases,
therefore, special procedures are required in separating the excess solid from the solution in
the aerosol can; in this case, it is a simple filtration from one can to another. The propellent
from the can containing the filtrate is then allowed to evaporate, and the residue is assayed for
the drug using, for example, HPLC. Appreciable drug solubility may lead to particle growth,
however, this may be overcome by the appropriate choice of salt if the compound is a weak
acid or base. Thus, although suspensions offer the advantage of superior chemical stability
(Tiwari et al. (1998), they may have problematic physical stability in terms of crystal growth or
poor dispersion properties. In this respect, Tzou et al. (1997) examined whether the free base or
the sulfate salt of albuterol (salbutamol) had the best chemical and physical stability for a
pMDI formulation. Results showed that all of the sulfate formulations were chemically stable
for up to 12 months, however, the base was less stable. In terms of physical stability, the base
formulations showed crystal growth and agglomeration, illustrating the need for a salt
selection process to be undertaken.

One significant challenge in the transition from the CFCs to HFAs is that the surfactants
and polymers used as suspension stabilizers in CFC formulations are not soluble enough in the
HFAs to be effective. For example, sorbitan monoleate (Span 85), commonly used in CFC
formulations, is not soluble in HFA 134a or 227, however, other surfactants and polymers have
been screened for their effectiveness in stabilizing propellant suspensions with some success.
Some solubility of the surfactant in the propellant is a prerequisite, and while some
suitable agents have been identified, they have not been progressed because of their potential
toxicity in the lung. Some apparent solubilities of surfactants in HFAs 134a and 227 are shown
in Table 13 (Vervaet and Byron, 1999).

It would of value to know if and how much surfactant or polymer was adsorbed by the
particles. In an attempt to understand this process, Blackett and Buckton (1995) used

Table 13 Apparent Solubilities of Some Surfactants in HFA 134a and HFA 227

Apparent solubility (% w/
hydrophile-lipophile pparent solubility (% w/w)

Surfactant balance (HLB) HFA 134a HFA 227
Oleic acid 1.0 <0.02 <0.02
Sorbitan trioleate 1.8 <0.02 <0.01
Propoxylated PEG 4.0 ~3.6 1.5-15.3
32.0-60.3
Sorbitan monooleate 4.3 <0.01 <0.01
Lecithin 7.0 <0.01 <0.01
Brij 30 9.7 ~1.8 0.8-1.2
Tween 80 15.0 <0.03 0-10.0
25.0-89.8
Tween 20 16.7 ~0.1 1.4-35
PEG 300 20 ~4.0 1.5-4.3
16.1-100
Polyvinylpyrollidone, PVA >0.1
Oligolactic acids x2.7

Abbreviations: HFA, hydrofluoroalkane; PEG, polyethylene glycol.
Source: From Vervaet and Byron (1999), with permission from Elsevier.
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isothermal microcalorimetry. The system investigated was the model CFC Arcton 113, salbutamol
sulfate (crystalline and partially crystalline), and oleic acid or Span 85 as stabilizers. Using a
perfusion-titration setup, they titrated suspensions of the drug with solutions of the surfactant
and followed heat output as a function of time. It was shown that the heat output and adsorption
were different depending on the crystallinity of the sample; that is, there was less heat output for
the more energetic, partially crystalline sample. From these data, it was hypothesized that the
orientation of the surfactant molecule during adsorption was different depending on the surface
energy of the particles in suspension.

Drug substances for inhalation therapy via a pMDI (and DPIs) are reduced in size by
micronization to particles of approximately 1 to 6 pm, which are capable of penetrating the
deep airways and impact at the site of action. As noted earlier, micronization can cause
problems because of the reduction in crystallinity and poor flow properties as a result of the
milling process (Buckton, 1997). The effect of micronization on samples can be assessed by a
variety of techniques, for example, DVS, microcalorimetry, and IGC. For example, IGC has
been used to determine the surface properties of two batches of salbutamol sulfate (Ticehurst
et al., 1994). This group also investigated the surface properties of a-lactose monohydrate (an
excipient used in DPIs, see next section) using this technique to detect batch variation
(Ticehurst et al., 1996). It was hypothesized that these differences in surface energetics between
the nominally equivalent batches were due to small variations in surface crystallinity or purity.
One common way of removing the high-energy portions from the surface is to condition the
powder with moist air, which crystallizes the amorphous regions (Ahmed et al., 1996).

Williams et al. (1999) have reported the influence of ball milling and micronization on
the formulation of triamcinolone acetonide (TAA) for MDIs. Both methods reduced the
particle size of the powder, however, ball milling produced material with a greater
amorphous content. This was shown by solution calorimetry measurements. Although the
ball-milled material was less crystalline, it was found to have the smallest particles and the
highest respirable fraction.

It is possible that a number of physical changes can occur because of suspension in the
propellant. The first is due to Ostwald ripening, a phenomenon described earlier in this chapter.
This arises when the compound shows some solubility in the propellant resulting in particle
growth and caking. In this process, the smallest micronized particles dissolve and then
recrystallize on the larger particles. As shown by Phillips et al. (1993), optical microscopy can be
used to assess the crystal growth of micronized salicylic acid in CFC pMDIs. In this study, the
increase in the axial ratio (Ilength/breadth) of the crystals was measured as a function of time.
Although the crystals continued to grow after an initial increase in the axial ratio, after some
time, it did not change. It was therefore concluded that axial ratios of crystals should always
be determined by microscopy to detect any physical instability in the early stages of MDI
formulation development. In another paper by this group, Phillips et al. (1994) have investigated
the surfactant-promoted crystal growth of micronized methylprednisolone in trichloromono-
fluoromethane (CFC-11). The effect of drug concentration, surfactant type, and composition on
the solubility of methylprednisolone was determined and related to the observed crystal growth
in suspension. In particular, high concentrations of Span 85 (sorbitan trioleate) were found to
increase the solubility of the compound, with the consequence of crystal growth. Oleic acid and
lower concentrations of Span 85, on the other hand, showed little particle size change. In
addition to an increase in particle size, the crystals may also solvate the propellants, and this
may also lead to crystal growth. Apart from the obvious increase in particle size of the
suspension, there are a number of techniques that can be used to confirm the existence of the
solvate. These include DSC, TGA, hot-stage microscopy, XRPD, and infrared spectroscopy.

An example of this phenomenon is a development compound that was found to have
changed from a micronized powder to much larger particles after storage in propellant. When
the recovered crystals were analyzed using TGA, a mass loss of 25.5% was detected in the
range of 40°C to 100°C. This thermal event was also evident in the DSC, which showed an
endotherm corresponding to solvent loss followed by an exotherm probably due to
crystallization. Hot-stage microscopy showed that, when heated in silicone oil, a gas was
evolved as the temperature was raised. This is illustrated in Figure 19. Notice how the crystals
broke apart as the gas was released as the temperature was raised.
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To confirm that the crystals had solvated the propellant, infrared spectroscopy provided
a useful test, whereby the main difference was the appearance of a medium-strong peak at
1289/ cm. By reference to standard tables of infrared stretching frequencies, this new peak was
assigned as a C-F stretch that, with the other information, lead to the conclusion that the
compound had solvated the propellant gas (134a).

For pMDIs, the compatibility of the propellants with the valve elastomers also needs to
be evaluated. For example, Tiwari et al. (1998) investigated the effect of 134a on a number of
valve elastomers and found that it adversely affected the performance of the valve. Inhalation
dosage forms are discussed in more detail in chapter 10.

Dry-Powder Inhalers
DPIs do not rely on the CFC or HFA propellant gases and are hence more “environmentally
friendly” than MDIs. There are a number of devices that can deliver drugs to the lung as dry
powders, for example, Turbuhaler™ and Diskhaler™. DPIs rely on a larger carrier particle
such as o-lactose monohydrate to which the drug is attached. (The lactose is usually
fractionated such that it lies in the size range 63-90 um.) On delivery, the drug detaches from
the lactose, and because the drug is micronized, it is delivered to the lung, whereas the lactose
is swallowed. The use of alternative carriers, such as erythitol, mannitol, and trehalose, has
been investigated by Jones et al. (2008). As noted elsewhere, micronization is a somewhat
aggressive method of particle size reduction commonly used for inhalation compounds. A
common way of restoring the crystallinity after this process is to condition the surface of the
micronized drug by exposing it to elevated relative humidities or organic vapors. The net effect
of this procedure is to crystallize the amorphous regions, making the powder better suited for
formulation in a DPI. Brodka-Pfeiffer et al. (2003) have described work on the conditioning of
salbutamol sulfate. As noted elsewhere, crystallization from supercritical fluids has been
investigated as a method for producing micronized particles for inhalation (Martin and
Cocero, 2008). Young and Price (2004) have examined the effect of humidity on the
aerosolization of micronized salbutamol sulfate. Using DVS, AFM, and twin-stage impinger
data, they showed that at increased humidities, the fine-particle fraction for both samples
decreased because of the amorphous character induced by the micronization process: the
crystallization of the amorphous regions due to the elevated humidity causes the particles to
fuse to the lactose carrier.

The performance of DPIs is governed by a number of factors such as van der Waals,
electrostatic, and capillary forces (Young et al., 2003a, b; Jones and Price, 2006; Jones et al.,
2008). When formulating a DPI, considerable attention needs to be paid to the physical form of
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the drug substance. For example, it needs to have a reasonably high melting point (>80°C), not
show significant moisture uptake (probably less than 2% w/w), not taste significantly, and not
be significantly colored. Of these, moisture sorption is arguably the most important since
moisture can affect the deagglomeration of the compound from the lactose carrier (Maggi et al.,
1999; Young et al., 2003). The use of hydrates in DPI formulations can be problematic,
particularly those that sorb moisture to form non-stoichiometric hydrate (see chapter 10). It is
recommended that these physical forms be avoided because of potential difficulties with
deagglomeration. For example, Young et al. (2003, 2006) examined the effect of storing
disodium cromoglycate (a channel hydrate that takes up moisture from the atmosphere
nonstoichiometrically for 12 hours at 15%, 30%, 45%, 60%, and 75% RH). Not unsurprisingly,
the delivered dose and the fine-particle dose were decreased with increasing RH. Clarke et al.
(2000), on the other hand, found that the stoichiometric channel hydrate, nedocromil sodium
trihydrate, when stored between 12% and 76% RH, did not have a perceptible effect on its
performance. However, storage of the micronized powder above 86%RH, where the trihydrate
converts to the heptahemihydrate, caused a significant reduction of the deaggregation
performance. The effect of storing two DPI devices under hot and humid conditions showed
that the performance of one DPI was affected in vitro (Borgstrom et al., 2005).

As noted by Jashnani and Byron (1996), in formulation terms, it is always worth
optimizing the salt form of a compound. In this study, the performance of dry-powder aerosol
generation in different environments for the sulfate, adipate (diethanolate), and stearate salts
of albuterol were determined. Overall, the stearate emptied and aerosolized best from the
inhaler and showed the least sensitivity to environmental factors such as temperature and
humidity. Another use of low-solubility salts is to mask the taste of compounds that is
unpleasant when delivered by DPI (or pMDI for that matter). By lowering the solubility and
hence dissolution rate, the taste can often be effectively eliminated.

It has also shown that the polymorphic form of the lactose used can affect the
aerosolization properties of the formulation. The results showed that, as function of flow rate,
the B-form was easily entrained but held on to the drug particles most strongly. The anhydrous
a-form showed the opposite behavior, and the a-form (the monohydrate) showed intermediate
behavior. Processing of lactose was the subject of a paper by Young et al. (2007).

Micronized particles form strong agglomerates, and the size of these agglomerates,
among other things, depends on the surface free energy of the powder. Since micronization can
change the surface free energy of a material, the adherence properties of the compound will
also be changed. For example, Podczeck et al. (1994, 1995a,b) have performed adhesion and
autoadhesion measurements of salmeterol xinafoate particles of various sizes to compacted
lactose monohydrate surfaces using a centrifuge technique. This work was followed up by
work investigating the adhesion force of micronized salmeterol xinafoate particles to
pharmaceutically relevant surface materials (Podeczeck et al., 1996). Results showed that
long contact times with PVC, polyethylene, or aluminum should be avoided because the
adhesion force between the drug and these surfaces was much higher than that between it and
the lactose carrier. Thus, detachment and loss of drug in the formulation could occur. In
another study, Podczeck et al. (1996a, b) investigated the adhesion strength of some salts of
salmeterol to lactose and other substrates with varying surface roughness, surface free energy,
and Young’s modulus. It was concluded that many of these factors play a part, as well as
chemical forces, and that only experimental assessment could indicate whether the material
was suitable.

Using AFM, Bérard et al. (2002) showed that an increased RH increased the adhesion
between their probe molecule, zanamivir, and lactose. As has been noted earlier, micronized
particles can contain amorphous regions, which can be crystallized at elevated levels of RH.
However, the recrystallization process can lead to particle growth, with bridges being formed
between the micronized particles (Brodka-Pfeiffer et al., 2003).

Because lactose is the most commonly used carrier excipient in DPIs, its compatibility
with the drug substance should be assessed, particularly if it is a primary amine (see the
section on compatibility). The physicochemical characteristics of some alternative carrier
particles have been described by Byron et al. (1996). The effect of the surface morphology of
lactose carriers on the inhalation properties of pranlukast hydrate has been reported
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Table 14 Solubility of an Sibenadit HCI in Water and Isotonic Saline as a Function of Temperature

Solubility (ng/mL)

Solvent 4°C 25°C 40°C
Water 1789 2397 6837
Saline <30 61 157

(Kawashima et al., 1998). The lactose carriers investigated were pharmatose 325M, pharmatose
200M (sieved to ~60um), and fluidized-bed granulated lactose. Results showed that with
increasing specific surface area and roughness, the effective index of inhalation decreased
because of the drug being held more tightly in the inhaled airstream. Therefore, character-
ization of the carrier particles by, for example, surface area measurements, SEM, as well as
other solid-state techniques is recommended in preformulation activities for DPIs. Jones and
Price (2006) have shown that inclusion of fine lactose particles improved the performance of a
DPI formulation.

Nebulizer Solutions

Nebulizer formulations are normally solutions, however, suspensions are also used, for
example, the insoluble steroid budesonide has been successfully formulated for delivery by
nebulization (Dahlback, 1994). Some important preformulation considerations for nebulizers
are stability, solubility, viscosity, and surface tension (McCallion et al., 1996; Nikander, 1997).
In terms of solubility, the common ion effect may be important where, for example, a
hydrochloride salt is to be dissolved in saline. In addition, the temperature dependence of the
solubility of the drug may be important, for example, Taylor et al. (1992) found that the
temperature of a solution of a pentamidine isethionate decreased by up to 13°C, causing the
drug to crystallize from solution. The osmolality of solutions has been found to increase during
nebulization, although the pH does not appear to do so (Schoeni and Kraemer, 1989).

Table 14 shows solubility data for the potential inhalation drug sebenadit hydrochloride,
which was to have been delivered by a pMDI and as a nebulizer solution (Cosgrove et al.,
2005).

These data show the increase in solubility of the compound with respect to temperature
and how the presence of the chloride ion depressed its solubility. Wong-Beringer et al. (2008)
have performed in more depth investigation into the optimal physicochemical properties for
the delivery of the antibiotic caspofungin by nebulizer solution. They found that caspofungin
required dilution with a 0.9% w/v sodium chloride adjusted to between pH 6.17 and 6.26
with sodium hydroxide to give a solution that had an osmolality that was optimal for delivery
to the lung.

If the drug is insoluble, it is important that for a suspension formulation, the drug is
micronized to a size of less than 2 um (Dahlback, 1994). The particle size distribution of
nebulized droplets can be measured using, for example, laser diffraction (Clark et al., 1995).
Validation experiments showed that laser diffraction was robust and reliable and that the
diffraction data was a good measure of the particle size of the aerosolized droplets.

Nebulized inhalation drugs are often admixed with others, however, their physical and
chemical compatibility should be to assess before proceeding. For a discussion of this aspect of
nebulizer therapy, see Kamin et al. (2007).

COMPATIBILITY

Compatibility studies are conducted to accelerate the development of formulations by
allowing formulators to eliminate those excipients that cause API degradation. Factors that
affect the compatibility between drugs and potential formulation aids include local pH and
water content, which affect the chemical stability of the API. Typically, incompatibilities can
arise because of either intrinsic degradation of the API and is facilitated by the excipients or a
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Table 15 Known Reactivities of Some Functional Groups

Functional group Incompatibilities Type of reaction

Primary amine Mono- and disaccharides Amine-aldehyde and amine-acetal

Ester, cyclic, lactone Basic components Ring-opening ester-base hydrolysis
Carbonyl, hydroxyl Silanol Hydrogen bonding

Aldehyde Amine carbohydrates Aldehyde-amine Schiff base or glycosylamine
Carboxyl Bases Salt formation

Alcohol Oxygen Oxidation to aldehydes and ketones
Sulfhydryl Oxygen Dimerization

Phenol Metals Complexation

Gelatin capsule shell Cationic surfactant Denaturation

Source: From Monkhouse (1993), reproduced with permission.

covalent chemical reaction between the API and the excipients (Damien, 2004). Of course, it is
worth checking whether there are any known incompatibilities, as shown in Table 15
(Monkhouse, 1993). After checking for any known incompatibilities, experimental inves-
tigations of compatibility should be undertaken. Akers (2002) has reviewed drug-excipient
interactions with respect to parenteral formulations.

While the Maillard reaction between lactose and primary amines is well known, the same
reaction between the secondary amine fluoxetine hydrochloride (Prozac) and lactose has
recently been reported (Wirth et al., 1998). In the solid-state water content, lubricant
concentration and temperature were also found to influence the degradation. In addition to the
chemical reactions noted above, the drug may interact to form a molecular compound. For
example, solid-state interactions between trimethoprim and antimicrobial paraben esters to
form a 1:1 molecular compound have been reported (Pedersen et al., 1994).

When conducting compatibility studies, there are four steps to be considered, which are
as follows:

1. Sample preparation
2. Statistical design

3. Storage conditions
4. Method of analysis

Traditionally, a binary mixture of drug and the excipient being investigated is intimately mixed,
the ratio of drug to excipient being often 1:1; however, other mixtures may also be investigated.
These powder samples, one set of which is moistened, are then sealed into ampoules to prevent
moisture loss. These are then stored at a suitable temperature and analyzed at various time points
using HPLC, DSC, FTIR (Fourier transform infra-red), or TGA as appropriate (Stulzer et al., 2008).
Using DSC alone is not recommended since it can throw up false negatives and positives and
should be used as guide only. Indeed, Larkshama et al. (2008) have concluded that DSC
experiments need to be supported by other techniques such as FTIR and HPLC. The use of
microthermal analytical technologies such as localized thermomechanical analysis (L-TMA),
localized differential thermal analysis (L-DTA), nanosampling, thermally assisted particle manip-
ulation (TAPM), and photothermal microspectrometry (PTMS) has been described by Harding
et al. (2008). It is fair to say, however, that these are quite specialized techniques not widely
available in industry at this point in time. Alternatively, the drug in suspension with excipients may
be investigated (Waltersson, 1986). Table 16 shows data for 250 mg of remacemide hydrochloride
mixed with 250 mg of spray-dried lactose and dispensed into clear, neutral glass ampoules. Half of
the ampoules were sealed without further treatment, and to the others, 25 pl of distilled water was
added prior to sealing. The ampoules were then stored at 25°C for 1, 4, and 12 weeks.

As expected, there is clear evidence of incompatibility between the amine hydrochloride and
the spray-dried lactose. However, the results also showed that moisture was the catalyst for
decomposition as no degradation was observed in the dry state even after 12 weeks’ storage at 90°C.
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Table 16 Compatibility Study Between Remacemide HCI and Spray-Dried Lactose

Water Storage Storage Moisture by % Drug
added (ul) temperature (°C) time (wk) Color TGA recovered
0 25 1 White 2.6 101.2
4 White 2.6 994
12 White 2.6 102.8
70 1 White 2.6 105.0
4 White 2.6 101.8
12 Off-white 2.5 100.3
90 1 White 2.6 102.5
4 White 2.6 98.5
12 Off-white 2.2 100.2
25 25 1 White 2.6 93.6
4 White 6.8 102.6
12 White 5.0 88.4
70 1 Brown 3.2 91.4
4 Brown/black N/l2 99.7
12 Brown/black N/I 74.4
90 1 Brown 4.0 98.5
4 Brown/black N/I 90.0
12 Black N/I 51.4

3Thermogram not interpretable because of extensive sample degradation.

Ahlneck and Lundgren (1985) have described methods for the evaluation of solid-state
stability and compatibility between drugs and excipients. Three methods were studied and
compared isothermally and non-isothermally, viz. suspension, storage of powders, and
compacts at specified humidities and elevated temperatures. It was concluded that the
suspension technique was good for fast screening of chemical instability. The other solid-state
procedures were found to be better predictors of the solid dosage form.

The storage conditions used to examine compatibility can vary widely in terms of
temperature and humidity, but a temperature of 50°C for storage of compatibility samples is
considered appropriate. Some compounds may require higher temperatures to make reactions
proceed at a rate that can be measured over a convenient time period. Methods of analysis also
vary widely, ranging from thermal methods, for example, DSC, microcalorimetry or
chromatographic techniques like TLC and HPLC.

DSC has been used extensively for compatibility studies (Holgado et al., 1995). Although
only milligram quantities of drug are needed for a DSC experiment, the interpretation of the
thermograms may be difficult and conclusions may be misleading on the basis of DSC
experiments alone (van Dooren, 1983; Joshi et al., 2002b), Nonetheless, the technique remains in
use, for example, Verma and Garg (2005) and Araujo et al. (2005). The original protocol for DSC
compatibility testing was proposed by van Dooren (1983), who suggested the following scheme:

Run the drug candidate and excipients individually

Run mixtures of the drug candidate and excipients immediately after mixing

Run the drug candidate and excipients individually after three weeks at 55°C

Run the drug candidate—excipient mix after three weeks at 55°C

Run the single components and mixtures after three weeks at 55°C only if the curves
of the mixtures before and after storage at this temperature differ from each other

Gl L=

An excipient that is particularly desired may be investigated further by examining
different weight ratios with the drug. This method of compatibility testing has been criticized
by Chrzanowski et al. (1986), who found that the DSC compatibility method was an unreliable
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compatibility predictor for fenretinide and three mefenidil salts with various direct compres-
sion excipients. They concluded that an isothermal stress (IS) method (which requires a
specific, quantitative assay method, for example, HPLC, for either test substance or its
degradation products) was preferred for its accuracy over DSC in compatibility testing. In
addition, the IS method gave quantitative information. Disadvantages of the IS system
compared with DSC are that the tests tend to consume more compound than the DSC test and
are conducted over longer storage times, one to two months at 60°C to 80°C. However, the
whole point of DSC is speed of prediction, so DSC may be of use if the amount of drug
available is small and an idea of compatibility is required (Venkataram et al. 1995). On the
other hand, although DSC may be used to predict that interactions may occur, it provides little
insight into the nature of the interaction (Hartauer and Guillory, 1991). Although most
investigators use only binary mixtures of drug and excipient, Damien (2004) notes that the
interactions are often complex and active substance-excipient compatibility studies must not
be limited to simple binary mixtures.

Microcalorimetry has also been used in excipient compatibility studies (Phipps et al.,
1998). In this study, 1:1 mixtures were prepared using a ball mill and examined for
incompatibility by sealing samples in glass crimped vials using a microcalorimeter at 50°C at a
set RH. After an equilibration period of between one to four days, thermal data were collected
over 15 hours. Generally, the data from the thermal activity monitor (TAM) was comparable to
the corresponding HPLC analysis. However, it was less successful in prediction when
mixtures containing a hygroscopic component was present. Another work by Selzer et al.
(1998) has shown that microcalorimetry can be used to detect incompatibility. However, since
microcalorimetry only detects heat flow, they made the point that physical events such as
crystallinity changes would be superimposed on the heat output signal. They also found that
experimental temperatures close to the ambient could not be employed because the enthalpy
change was not large enough.

In solid dose form technology, Monkhouse (1993) has argued that it may be a better idea
to make tablets with proven excipient blends in a compaction simulator using representative
compression forces. This, it was claimed, would use a small amount of the candidate drug and
also take into account factors such as mixing, granulation, and compression. Then only if the
tablet is proven to be unstable, should retrospective examination of the incompatibility be
undertaken to identify the excipients that are incompatible. Indeed, according to this author,
any formulations that do not contain lactose and magnesium stearate should be successful!
Other investigators may have different experiences and may not have access to a compaction
simulator. It is also worth being aware of processing-induced incompatibilities such as that
reported by Wardrop et al. (2006), who found that even after conventional compatibility
testing, degradation of their compound in a trial formulation was observed. The incompat-
ibility was traced to an unusual anhydrate-to-amorphous transition that occurred because of
granulation. A new dry process was developed, and polarized light microscopy was used to
confirm the presence of the crystalline anhydrate after formulation.

Like other aspects of the work in the modern pharmaceutical industry, automation and
high-throughput techniques are being employed to speed up the process. For example,
Wyttenbach et al. (2005) have described a miniaturized high-throughput compound-excipient
compatibility protocol, which included statistical experimental design techniques. In essence,
they used 96-well technology, whereby the compound was mixed with the excipients in a
~1:100 ratio and stored under accelerated conditions of elevated temperature and humidity.
At various time points, the mixtures were analyzed using fast gradient HPLC. Combined with
the statistical experimental design factor interaction plots can be generated, and all this can be
achieved using 0.1 mg of compound per data point. Workers from Pfizer (Thomas and Naath,
2008) have also reported an automated 96-well plate compatibility system, which can weigh
and blend mixtures, conduct accelerated stress stability, extract the sample, and perform HPLC
analysis. They have termed this system as drug-excipient compatibility automated system
(DECCAS). Wakasawa et al. (2008) have conducted drug-excipient compatibility studies using
a robotic system, which automatically dispenses, weighs, and stores powder samples, and then
analyzes the drug substance using ultra-performance liquid chromatography (UPLC). After
storage at 70°C for nine days, the samples are examined for degradation.
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INTRODUCTION

The pharmaceutical formulation plays an important role in the delivery of a drug to the body.
The clinical benefit of a drug molecule can thereby be optimized by delivering the right
amount at the right rate to the right site at the right time. For example, extended-release (ER)
formulations have been used for a long time to control the rate of absorption and thereby keep
drug levels within the therapeutic interval during an entire dosage interval. More examples of
biopharmaceutical properties that can be provided by oral formulations are given in Table 1. In
the future, the pharmaceutical possibilities for improving clinical utility may be extended to
include site-specific drug delivery systems that reach systemic targets, such as cancer cells and
the central nervous system (CNS), or gene delivery to cell nuclei. Such areas of drug delivery
are, however, outside the scope of the present chapter.

To achieve the potential clinical benefits that can be provided by a formulation, as
exemplified in Table 1, biopharmaceutical input is needed from the start of preformulation,
through formulation development, to documentation for regulatory applications. The main
objective is to obtain and verify desirable drug-delivery properties for a pharmaceutical
formulation. The key activities are as follows:

¢ Characterization of relevant physicochemical, pharmacokinetic/dynamic prerequisites
provided by the drug molecule

¢ Identification of the relevant biopharmaceutical targets and hurdles in formulation
development

® Definition of test methods/study designs needed to obtain the biopharmaceutical
targets in the formulation development and correct interpretation of the study results
obtained

® Choice of suitable drug form, formulation principles, and excipients

In addition, understanding of the physiological processes that may interact with the
biopharmaceutical function of the dosage form is crucial.

Successful biopharmaceutical input during development can make a significant
contribution to clinical efficiency and tolerability of a drug product. In certain cases, such as
poorly absorbable drugs or drugs that are degraded in the gut, the biopharmaceutical aspects
can make the difference between a new useful product or an aborted development program of
a potentially very useful drug compound. Additionally, appropriate use of biopharmaceuticals
will also contribute to a time and cost-efficient development process.

The present chapter is limited to presentations and uses of different biopharmaceutical
test methods in formulation development, such as

in vitro dissolution testing,

bioavailability studies,

in vitro/in vivo correlation (IVIVC) of drug dissolution,

use of animal models in in vivo studies of formulations, and
in vivo imaging of formulations by y-scintigraphy.
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Table 1 Examples of Biopharmaceutical Properties of Oral Dosage Forms

Biopharmaceutical target Formulation function

Increase amount absorbed/reduced variability of amount absorbed Dissolution or permeability enhancement
Protection from degradation in Gl tract

Control rate of absorption Extended release
Pulsed release

Control site of delivery Gastric retention
Colon release
Mucoadhesive

This chapter is strongly focused on oral drug delivery. The relevant principles and
methods involved in biopharmaceutical characterization of a drug molecule, mainly applied in
the preformulation phase, are described in chapter 4, “Biopharmaceutical Support in
Candidate Drug Selection.”

IN VITRO DISSOLUTION

In vitro dissolution testing of solid dosage forms is the most frequently used biopharmaceut-
ical test method in formulation development. It is used from the start of dosage form
development and in all subsequent phases. Examples of different purposes of dissolution
testing in research and development are as follows:

¢ Investigation of drug release mechanisms, especially for ER formulations

¢ Obtaining a predefined target release profile and robust formulation properties
regarding influences of physiological factors (e.g., pH and food) on the drug release

® Generation of supportive data to bioavailability studies as an aid in interpretation of in

vivo results

Validation of manufacturing processes

Investigation of effects of different storage conditions

Batch quality control (QC)

A surrogate for bioequivalence studies

An in vitro dissolution method for batch QC is always defined for a new solid dosage
form product. However, this method may not be sufficient for all the different aims of
dissolution testing that might arise. The choice of dissolution method and test conditions
should therefore be adapted to best serve their purpose. For example, simplicity and
robustness are crucial properties of a QC method; whereas physiological relevance may
overrule these factors when a method is used for in vivo predictions.

Standard in vitro dissolution testing models two processes: the release of drug substance
from the solid dosage form and drug dissolution. Drug release is determined by formulation
factors such as disintegration/dissolution of formulation excipients or drug diffusion through
the formulation. Drug dissolution is affected by the physicochemical substance properties (e.g.,
solubility, diffusivity), solid-state properties of the substance (e.g., particle surface area,
polymorphism), and formulation properties (e.g., wetting, solubilization). In vitro dissolution
testing should thus provide predictions of both the drug release and the dissolution processes
in vivo. Therefore, in most situations, the use of in vitro dissolution will be meaning]less if the
method used does not provide some correlation with in vivo data or resemblance with the
physiological conditions in the gastrointestinal (GI) tract. To reach this goal, the choice of
dissolution apparatus and test medium should be carefully considered. Another important
aspect in the development and definition of a new method is that it must be designed and
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operated in such a way that drug release and dissolution are not sensitive to minor variations
in the operating conditions.

This chapter will provide some practical considerations for developing and using in vitro
dissolution methods. Aspects of study design and evaluation of in vitro dissolution data will
also be discussed. For additional information on in vitro dissolution testing, Pharmaceutical
Dissolution Testing (Dressman and Kramer, 2005), the FIP Guidelines for Dissolution Testing of
Solid Oral Products (1997), Handbook of Dissolution Testing (Hansson, 2007), pharmacopoeias,
and regulatory guidelines are recommended.

Dissolution Apparatus

The most well established apparatuses are those described in the pharmacopoeias. Four
methods, mainly intended for oral solid dosage forms, are described in the U.S. Pharmacopoeia
(USP) XXIV (1) the rotating basket method (USP I), (2) the rotating paddle method (USP II),
(3) the reciprocating cylinder (USP III), and (4) the flow-through method (USP IV). All of these
methods, except for the reciprocating cylinder, are also described in the European Pharmaco-
poeia (EP), although the equipment specifications are not identical to those in the USP. These
methods are schematically presented in Figure 1.

® USP I: The dosage form is placed in a cylindrical basket that is covered by a mesh. The
basket is immersed in the dissolution medium and rotated at a speed of between 25
and 150 rpm. The standard beaker has a volume of 1 L, but smaller and larger volume
vessels, for example, 0.25 and 4 L, are also available. The mesh size in the basket wall
can also be varied.

e USP II: The dosage form moves freely in the same type of glass beaker as used for USP 1.
A paddle is rotated at a speed of 25 to 150 rpm. The dosage form may be placed in a
steel helix, a “sinker,” to avoid floating.

e USP III: The formulation is placed in a cylindrical glass tube with steel screens in the
bottom and at the top. The mesh size of the tube may vary. This tube is moved up and
down in a larger tube that contains the dissolution fluid. The amplitude of the inner
tube movements is 540 dips/min, and the volume of the outer tube is 300 mL. Tubes
containing 100 mL and 1 L are also available. The inner tube can be moved during the
dissolution process between different outer tubes, which may hold different dissolu-
tion fluids.

e USP IV: The formulation is placed in a thermostated flow cell. The dissolution fluid is
pumped through the cell in a pulsating manner at a constant rate, typically between 4
and 16 mL/min. Before the inlet flow reaches the formulation, it is passed through a
bed of glass pellets to create a laminar flow. A filter is placed in the cell at the outlet
side of the formulation. The cell is available in different sizes/designs, and tablet
holders are available as an option.

USP and the EP describe four additional apparatuses mainly intended for transdermal
or dermal delivery: the paddle over disc (USP V, EP), the extraction cell method (EP),
the cylinder method (USP VI, EP), and the reciprocating holder method (USP VII). A large
number of other noncompendial methods have been described. Most of them could be
categorized as

e modified USP methods,
¢ rotating flask methods (Koch, 1980), and
¢ dialysis methods (El-Arini et al., 1990).

An example of a commercially available (VanKel, Cary, North Carolina, U.S.) alternative
to the standard USP II method is one that consists of a glass vessel that has been modified by
introducing a peak in the bottom (Fig. 2). This modification has been introduced to create
appropriate stirring in all parts of the vessel and thereby avoid formation of poorly agitated
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heaps of undissolved material. Another more recent development of nonstandard USP
methods is the TIM machine (Blanquet, 2004). This method, originally developed for
absorption studies of nutritionals but now applied for dissolution testing of pharmaceuticals,
represents a more complex approach aiming to better mimic the fluid dynamics and
hydrodynamics of the GI tract. This kind of approach has low throughput, is labor-intensive,
and variability sources are difficult to control. Therefore, presently they have the potential to
replace in vivo studies rather than simpler in vitro dissolution tests.
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Figure 1 Different dissolution apparatuses: (A) the rotating basket (USP I) dissolution apparatus, (B) the rotating
paddle (USP Il), (C) the reciprocating cylinder (USP lIl) dissolution apparatus, (D) flow-through cell (USP V).
Abbreviation: USP, U.S. Pharmacopoeia.

The choice of dissolution apparatus will be specific for each formulation, and the
following factors should be considered:

Correlation to in vivo data
Risk for hydrodynamic artifacts
Regulatory guidelines

Drug solubility
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Standard USP vessel Peak vessel

Conventional Peak Vessel

Figure 2 Standard and modified (peak vessel) USP Il dissolution apparatuses including illustrations of the
different flow patterns within the beakers and photographs taken at a paddle stirring rate of 100 rpm showing a
heap of pellets beneath the paddle in the standard method compared to the desirable dispersion of pellets in the
modified method.

¢ Need to change the dissolution medium during dissolution testing
® Ease of operation, in-house know-how, and suitability for automation

As a general guideline in the choice of dissolution test apparatus, the simplest and most
well established method should be chosen, with respect to both in-house know-how and
regulatory aspects. In most cases, this is the USP II paddle method or the USP I rotating basket
method. However, if satisfactory performance cannot be obtained by these methods, other
methods should be considered. Primarily, the USP IIl and USP IV methods, and non-
compendial methods could also provide relevant advantages.

Correlation of the in vitro dissolution to the in vivo dissolution is a crucial property of a
dissolution test. The major difference in this respect between different apparatus is the
hydrodynamic conditions. It has been argued for some of the methods, such as the USP IV
flow-through cell or a rotating flask with baffles, that an in vivo-like situation is created in the
in vitro test. However, this hypothesis has not been verified by any experimental means for
any method, and it is clear that no apparatus mimics the full complexity of the motility
patterns in the GI tract. A recommended approach is therefore to evaluate different
apparatuses on a case-by-case basis using IVIVC studies (see sect. “Bioavailability Studies”)
to reveal which method provides the most desirable results.

The potential for hydrodynamic artifacts (e.g., floating, clogging of material to screens,
coning below paddle, adhesion to equipment of the formulation, or variable flow conditions in the
vicinity of the formulation because of other reasons) is strongly formulation dependent and thus
has to be evaluated for each type of formulation. To detect artifacts, careful visual inspection of the
dissolution test equipment is crucial. Video recordings can be used to aid such investigations.

The present regulatory guidelines in the United States and Europe propose the use of
USP I and USP II as the methods of choice. Other methods, both compendial and
noncompendial, could be acceptable, but the rationale for not using USP I and USP II must
be clearly stated and supported by experimental data. In generic product development,
complete dissolution methods, including the apparatus, are provided for many products in the
USP and should thus be the first choice in a regulatory context. It should be noted, however,
that this is not applicable in all cases. A dissolution method that is well functioning for a
certain formulation type may provide high variability, artifacts, or poor IVIVC for other dosage
forms. Thus, in particular, for ER formulations or dosage forms containing dissolution-
enhancing principles, different dissolution tests may be needed for different formulations,
although the drug substance is the same.
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