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1

 

Measuring Toxicity and Assessing Risk

 

Introduction

 

Toxicology is the science of poisons and has as its focus the study of the adverse
effects of chemicals on living organisms. Although almost any substance in
sufficient quantities (even water) can be a poison, toxicology focuses primarily
on substances that can cause these adverse effects when administered in rel-
atively small quantities. Knowledge of the relative toxicity of substances is
fundamental to all applications of toxicology, from development of a new drug
to the modeling of the effects of an environmental pollutant. This chapter
describes approaches used by toxicologists to determine the toxicity of a sub-
stance. We consider principles of the dose vs. response relationship, methods
used to evaluate toxicity in laboratory animals, and subsequent statistical
analyses for quantitation of toxicity. We also discuss the use of toxicity data
in assessing the risks of exposure to potentially hazardous substances.

 

Chemistry of Toxicants

 

Knowledge of the chemistry of a poison is of primary importance because
it is a major determinant in the solubility and reactivity of the substance.
Chemistry can dictate the 

 

vehicle

 

 used to administer the substance in testing,
and can predict to some extent the duration of the test, as well as any
potential products of biotransformation (metabolism). For small molecules,
knowledge of chemistry is relatively simple to gain by examining the chem-
ical formula and performing tests such as an octanol/water partitioning
experiment to find the relative lipid solubility. However, the coming gener-
ation of drugs will be composed of many large polymeric compounds such
as proteins and nucleic acids, which are more challenging to study chemi-
cally. There is also a trend to return to botanical products, which are often
highly complex mixtures with multiple active ingredients. This can compli-
cate the administration and interpretation of testing for toxicity.
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Toxicity Testing Methods

 

A wealth of information can be gathered from toxicity testing by carefully
observing animals during and following exposure. These data may provide
evidence for the mode of action of the substance and provide clues as to
which physiological system, organs, and tissues could be affected.

Although specific protocols for toxicity testing have been developed by
various regulatory agencies (such as FDA and EPA), they share many char-
acteristics in common. Of course, in any study, the handling and treatment
of animals must be humane and must be the same for all animals in the
study, whether they are in treated or control groups. Animals may be tagged
for identification, using either simple numbered, metal 

 

ear tags

 

, or more
sophisticated devices such as 

 

electronic transponding implants

 

. Animals must
be housed in clean, comfortable conditions with access to adequate food and
water. Typically, animals are housed in conventional, box-type cages,
although in some cases specialized cages such as metabolism cages may be
used. These cages are equipped with a separator for collection and measure-
ment of urine and feces, so that consumption of food and water can be
measured more accurately.

In a typical study, 

 

body weight

 

 of the test animals is measured either daily
or periodically. Animals are observed for 

 

behavior

 

 (comparing behavior of
treated with control animals) and 

 

symptomology

 

 (such as tremors or convul-
sions, for example). During the exposure period, animals are monitored
closely for symptoms of poisoning, as well as timing of appearance of those
symptoms, which might suggest the mechanism of poisoning of the sub-
stance. A slow onset of poisoning, for example, might suggest a 

 

bioactivation

 

of the substance to a more toxic 

 

metabolite

 

, or product, which accumulates
as the 

 

parent substance

 

 is converted.
Following an exposure period, the animals are sacrificed and 

 

necropsy

 

 is
performed. This is a procedure in which the treated and control animals are
dissected and organs are weighed and examined for toxic effects in gross
morphology and physiology. Sections of tissue samples may be sliced on a

 

microtome

 

 and examined under the microscope for evidence of 

 

histopathology

 

(which is any abnormality in cell or tissue). Tissue samples may also be
analyzed for the presence of biochemical indicators of pathology.

 

Factors to Be Considered in Planning Toxicity Testing

 

There are several questions that must be answered in determining the tox-
icity of a chemical substance. Among these are:
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1. Through what physiological route does exposure occur (in other
words, how does the substance get into the body)?

2. How much of the substance is necessary to produce toxicity?
3. Over what period of time does exposure occur?

Toxicity testing attempts to answer these questions and thus provide prac-
tical information about the risks involved in exposure to potentially toxic
compounds.

 

Routes of Exposure

 

Various means of administration or 

 

routes
of exposure 

 

are used in toxicity testing.
Oral toxicity is of primary concern when
considering a substance that might be ingested in food, such as the residue,
or a pesticide or food additive, or taken orally as a drug. Dosing through
the mouth is technically described as the 

 

peroral

 

 or 

 

per os 

 

(po) method. In
some cases, the substance to be tested may be added directly to the animal’s
food or water. Alternatively, it may be dissolved in water, vegetable oil, or
another 

 

vehicle 

 

(depending on the solubility of the test substance) and intro-
duced directly into the esophagus or stomach through use of a curved
needle-like tube (a process called 

 

gavage

 

). Dermal administration may be
considered for a substance that might be handled by workers, such as paints,
inks, and dyes, or for cosmetics applied to the skin. The test substance is
painted onto the skin, covered with a patch of gauze held with tape, and
plastic is wrapped around the body to prevent ingestion of the substance.
Finally, respiratory administration should be considered in testing industrial
solvents or cosmetics applied in an aerosol spray.

Toxicity may also be assessed by direct injection of the substance, using a
syringe and needle. 

 

Intraperitoneal 

 

(ip)

 

 injections

 

 are made into the body
cavity; 

 

intramuscular 

 

(im)

 

 injections

 

 are placed into a large muscle of the hind
leg; 

 

subcutaneous 

 

(sc)

 

 injections

 

 are placed just beneath the skin; 

 

intravenous

 

(iv)

 

 injections

 

 are made directly into a large vein. Data derived from these
injections are especially useful in estimating doses for investigations of drugs
that eventually may be injected by an analogous method in human patients.

 

Determining the Responses to Varying Doses of a Substance

 

Several terms are used to describe levels of exposure to toxicants. The terms

 

dose 

 

and 

 

dosage 

 

have been used nearly interchangeably, although dose com-
monly refers to the amount of a chemical administered, and dosage refers
to the amount of chemical administered per unit body weight of the recipient.
Thus, a dose of a drug might be expressed in milligrams, while the dosage
would be expressed as milligram per kilogram of body weight. In toxicity

Routes of Exposure
See also:

Toxicokinetics Ch. 2, p. 16
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testing most chemical amounts are calculated and administered as dosages,
which allows better standardization of the amount of chemical received, and
allows a better basis for comparison of effects between individuals and
species of widely varying body size. In respiratory exposures, exposure
levels are usually measured by the concentration of the substance in the
environment (in parts per million).

Quantitative toxicology involves challenging test animals with the sub-
stance to be evaluated, which is applied in an ordered series of doses. The
dose is controlled by the toxicologist; therefore, it is considered to be the
independent variable. Response of the animals may be measured in many
different ways, and is generally dependent on the dose applied (i.e., it is the
dependent variable).

Responses can be scored and related to dose in order to determine the
dose vs. response relationship. One response considered in toxicology is the
death of the animal. This is scored as a 

 

quantal value

 

, alive (no response: 0)
or dead (response: 1), and recorded as 

 

mortality

 

. A dose producing mortality
is a lethal dose of the substance. In other experiments, the observed response
may be a 

 

continuous variable

 

 that can be measured in each subject. Examples
of continuous variables include consumption of oxygen, time to onset of
convulsions, degree of inhibition of an enzyme, and loss of weight.

A basic principle of toxicology is that response varies proportionally to a
geometric, not arithmetic, increase in dose. This means that to test a sub-
stance that produces responses in a small proportion of animals at 1 to 2
mg/kg, a geometric dosing range (1, 2, 4, 8, and 16 mg/kg) would be used
rather than an arithmetic range (1, 2, 3, 4, and 5 mg/kg). Because of this,
graphs relating dose and response are generally plotted with the response
value on the y-axis and the logarithm of the dose on the x-axis.

 

Timing of Exposure

 

Often, the first of many considerations in toxicity testing is to assess the
acute toxicity of the chemical. 

 

Acute toxicity

 

 is the toxicity that results from
a single exposure to the substance. Typically, animals are dosed with a single
dose and then observed for up to 14 days. One example of an acute toxicity
test is the LD

 

50

 

, which will be discussed next in this chapter. 

 

Subacute toxicity
testing

 

 measures the response to substances that are delivered through
repeated or continuous exposure over a period that generally does not
exceed 14 days; 

 

subchronic toxicity testing

 

 involves repeated or continuous
exposure over a period of 90 days. The final category of exposure is 

 

chronic
toxicity testing

 

, which refers to repeated or continuous exposures that last for
more than 90 days. To ensure sufficient challenge, animals are often exposed
to the maximum tolerated dose, the greatest dose that neither kills nor causes
incapacitating symptoms. While very high doses are used so that any chronic
toxicity of the test compound will be observable, some experts consider that
effects seen at large doses may be due to massive physical damage or 

 

mito-
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genesis 

 

(regeneration due to cell death), and thus may not accurately predict
a substance’s toxicity at lower doses.

 

The LD

 

50

 

 Experiment

 

Testing

 

Traditionally, the 

 

median lethal dose

 

 has been used as a general measure of
acute toxicity of any substance. This is the predicted dose at which one half
of the individuals in a treated population would be killed. The median lethal
dose is determined by exposing groups of uniform test animals to a geomet-
ric series of doses of the substance of interest under controlled environmental
conditions. The abbreviation 

 

LD

 

50

 

, for lethal dose 50, is often used for the
median lethal dose. The standard laboratory animal commonly used in this
test is the white Norway rat, 

 

Rattus norwegicus

 

.
The dose is expressed in dosage units of milligrams of active ingredient

of the test substance administered per kilograms of body weight of the test
organisms (mg/kg). The highest dose administered in a typical LD

 

50

 

 exper-
iment is chosen so that 90% or more of the animals in the highest dose group
will be killed. The choice of the highest dose can be estimated from previous
results with chemically similar substances, or by a pilot, range-finding exper-
iment in which a smaller number of animals are exposed to a wide range of
dilutions. Then 

 

serial dilutions

 

 of that dose are used to produce a gradient of
intermediate responses over four or five doses. Typically, at least 10 animals
(ideally, 5 males and 5 females) are exposed at each of six doses, plus there
is always a negative control group exposed only to the vehicle.

In LD

 

50

 

 determinations, the test substance is usually applied as 

 

technical
grade

 

, the practical grade as manufactured for sale and use (usually of approx-
imately 95% purity). In some cases, an agency might require additional tests
with the 

 

analytical grade

 

 (which is greater than 99% pure). If necessary, a
sample can be tested by gas chromatographic or high-performance liquid
chromatographic analysis to verify the purity. A vehicle and route of admin-
istration must be chosen, based in part on the physical properties of the test
substance, including solubility in water, organic solvents, and corn oil; melt-
ing point, boiling point, and vapor pressure; and color and odor.

To perform the dosing, animals of similar weight are chosen, fasted over-
night, numbered, and then assigned to treatment groups using a table of
random numbers. Doses are applied beginning with the negative control,
which is vehicle only, and then increasing doses of the test substance. (In
this way, the same syringe can be used with no risk of contaminating a lower
dose with the residue of a higher dose.) For each dose, a solution is prepared
so that a small volume of vehicle (e.g., no more than around 2.0 ml) will
contain the intended dose when administered to the animal of average size.
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For example, if a dose of 10 mg/kg is intended, and the average rat weighs
200 g (0.2 kg), then the concentration of the test substance in oil solution
should be 1.0 mg/ml. If the subject rat weighs 200 g, then 2.0 ml administered
will result in the intended dose of 10 mg/kg. If the next rat weighs only 190
g, then the amount administered can be reduced to 1.9 ml to maintain the
desired dose of 10 mg/kg.

 

Analysis

 

In any population, a very small proportion of individuals are very 

 

susceptible

 

,
while another very small proportion of individuals are very 

 

tolerant

 

 to the
same dose of the same poison. Some variability is actually 

 

experimental error

 

due to such factors as the precision in administering the dose, environment
of the animal, and condition of the animal, such as fasting, handling of the
animal, etc. True heterogeneity is due to the genetic variability in physiolog-
ical characteristics of the animals (although it is expected that inbred strains
of rodents used in laboratory experiments would be much less heteroge-
neous in response than wild populations of the same species).

This variation in response is observed as the long tails of the dose vs.
response histogram (Figure 1.1). If tolerances of individuals are 

 

normally
distributed

 

 (values are symmetrical around the mean, with 68% of the values
falling within one standard deviation of the mean and 98% of the values
falling within two standard deviations of the mean) in the population of rats
tested (as commonly assumed), then a 

 

sigmoid curve

 

 would describe the
accumulated percentage mortality plotted vs. the logarithm of the dose
(Figure 1.2). The increasing mortality observed at each higher dose is the
result of accumulating responses of less tolerant to more tolerant individuals
in each group.

The median lethal dose is often calculated by transforming the accumu-
lated percentage mortality at each dose to a 

 

probit

 

 mortality score. This is a
type of probability transformation in which one probit unit is defined as

 

FIGURE 1.1

 

Histogram showing a normally distributed response to a toxic substance.
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being equal in magnitude to one standard deviation unit of the response.
Probit mortality scores plotted vs. the logarithm of the dose will produce a
straight line from which the median lethal dose can be predicted (Figure 1.3
and Figure 1.4). The slope of the probit plot line is related to the uniformity
of response within the animal population. If the slope of the response were
2.0, a rather typical value, then approximately 68% of the population would
be expected to respond to a tenfold range in doses centered at the median
lethal dose. On the other hand, if the slope of the response were 6.0, then
more than 99.6% of the population would be expected to respond to a tenfold
increase in dose centered at the median lethal dose. As an example, an
extremely homogeneous response was observed in CF1 mice exposed to an
organophosphorus agent; there was a change of 18.8 probit units of response
per 1.0 log

 

10

 

 increase in dose (Figure 1.4).

 

Alternative Tests

 

Although the median lethal dose is traditionally a very important value for
toxicologists to use when considering the toxicity of a substance, this exper-

 

FIGURE 1.2

 

Graph showing the sigmoid curve characteristic of accumulated responses.

 

FIGURE 1.3

 

Log dose vs. probit transformed responses.
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iment has been criticized increasingly because of the large number of animals
needed to gain a rigorous estimate. If a less precise estimate of the median
lethal dose is acceptable, then a substitute called the up-and-down method,
which requires fewer animals, can be used. This method was developed to
find optimum mixtures of explosive materials with fewer trials and less
waste and hazard. In the method, one animal is exposed to one dose of the
substance. If it survives, then a second animal is exposed to a higher dose.
If the second animal survives, another higher dose is administered until
mortality is observed. Following mortality, the next animal is exposed to a
lower dose, and following survival, the next animal is given a higher dose,
until an equilibrium is observed.

From less than 10 animals, the population median lethal dose can be
estimated by the up-and-down method with accuracy similar to that of the
full-scale LD

 

50

 

 experiment exposing more than 60 animals. One deficiency
of this test, however, is that the variability of response cannot be estimated.
Another disadvantage is the extra time required in waiting to score one
animal before determining the dose for the next animal; however, this prob-
lem can be partially solved by reducing the observation period. Despite these
problems, for most routine purposes of comparing the toxicity of poisons,
the up-and-down method will provide sufficient information while sacrific-
ing far fewer animals.

Biotechnology is also being applied to provide more sensitive test animals
to supplement conventional testing. Lethality can be highly dependent on
biotransformation of the substance of interest. This can be controlled by

 

FIGURE 1.4

 

Mortality of CF1 mice exposed to 4-nitrophenyl methyl(phenyl)phosphinate. (From Joly, J.M.
and Brown, T.M., 

 

Toxicol. Appl. Pharmacol

 

., 84, 523, 1986. Copyright 1986, Elsevier. Reprinted
with permission.)
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engineering for a high or low capacity of biotransformation. Also, tumor
suppressor capacity or DNA repair capability can be negated in the animal
to increase sensitivity in detecting carcinogens. For example, genetically
modified mice in development include the p53+/–, Tg.AC, and Tg.rasH2
assays; they are to be used to supplement information gained in the conven-
tional inbred strains and not to replace them.

 

Categories of Toxicity

 

A somewhat arbitrary system of toxicity ranking has evolved based on the
median lethal dose of a substance. A substance with a median lethal dose
of less than 1 mg/kg is considered to be extremely toxic, while various
definitions of highly toxic, moderately toxic, and slightly toxic have been
proposed. Generally, highly toxic substances have a median lethal dose of
less than 50 mg/kg, moderately toxic have a median lethal dose of less than
500 mg/kg, and slightly toxic have a median lethal dose of greater than 500
mg/kg and up to approximately 5 g/kg, which approaches the practical
limit of most dosing techniques.

 

Mixtures

 

Mixtures of poisons can be more toxic or less toxic than predicted from the
toxicity of the individual components of the mixture. This phenomenon of
increased toxicity of a mixture is known as 

 

synergism

 

, and it results from an
interaction of one component with the pharmacokinetics or pharmacody-
namics of the second component; e.g., the first component might interfere
with the elimination of the second component so that a given exposure of
the second component produces higher concentrations in the body when
applied in the mixture. 

 

Antagonism

 

 is the observation of less than predicted
toxicity from a mixture, e.g., when one component induces a higher rate of
inactivation of the second component, resulting in a higher concentration of
a less toxic metabolite.

Drugs, pesticides, industrial chemicals, etc., when used in mixtures, or
when giving simultaneous exposure, should be evaluated empirically for
interactions to determine whether there is synergism or antagonism. When
one component is nontoxic, this test is relatively simple; the nontoxic com-
ponent can be administered at a high concentration with the complete range
of doses of the toxic component. If the dosage–mortality line of the mixture
differs significantly from the dosage–mortality line of the toxic component
alone, then an interaction is indicated. If both components are toxic, then
the test for an interaction is more complex. One approach is to prepare a
mixture containing each component at its median lethal dose. Dilutions are
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made and administered; then the observed dosage–mortality line is com-
pared to a line predicted by adding the expected mortalities for the individ-
ual components at each dilution.

 

Toxicity, Hazard, and Risk

 

Toxicity and Hazard

 

For any substance, the term 

 

hazard

 

 can be used to describe the actual risk of
poisoning. Thus, an estimate of toxicity is not a direct estimate of hazard. In
fact, toxicity is only one variable to be considered in predicting how hazard-
ous a substance will be during practical use. Another significant variable that
must be considered is potential level of human exposure to the substance.
This must be predicted based on factors such as the concentration and cir-
cumstances of use of the substance. While the intrinsic toxicity of a substance
cannot be altered because it is a basic property of that substance, it is possible
to reduce hazard of a toxic substance by reducing the practical risk of expo-
sure. A simple example is the invention of childproof packaging of nonpre-
scription drugs, which reduces the hazard associated with some drugs by
making access to the drug more difficult. In another example, hazards posed
by pesticides to the pesticide applicator have been reduced by preparing the
pesticide in dissolvable polymer bags containing premeasured quantities
designed to be dropped into the sprayer tank without opening. This inno-
vation greatly reduced the risk of exposure to formulated pesticide concen-
trates by eliminating measuring and mixing by the applicator.

 

The Role of Laboratory Testing in Estimation of Hazard

 

Toxicological data from laboratory studies such as those described here are
often used by regulatory agencies in the attempt to estimate the hazard to
human health posed by a particular toxicant. Even though there may be issues
in extrapolating from animal data to humans, and from higher to lower expo-
sure levels, these studies are still extremely useful in estimating human hazard.

To help with both experimental design and interpretation of toxicological
data, the mathematical tools of 

 

statistics

 

 are used. In terms of experimental
design, statistics can help with issues such as randomization of subjects and
choice of sample size. Then, because toxicological data sets are often quite
large, 

 

descriptive statistics

 

 are useful to help summarize the data. Examples
of descriptive statistics are the 

 

mean

 

, 

 

standard deviation 

 

(SD), or 

 

standard error
of the mean 

 

(SEM).

 

 

 

The SEM is defined as

SEM SD N= /
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where N is the number of data points in the data set.
Statistics can also be used to help identify 

 

differences

 

 and 

 

trends 

 

in data
sets. Normally distributed data that are continuous (such as weight, volume,
etc.) may be analyzed using 

 

parametric statistics

 

. 

 

Nonparametric statistics

 

 are
used to analyze data sets that are not normally distributed, or that are made
up of 

 

discrete data 

 

(data that occur only as integer values).
Tests such as 

 

Student’s t-test

 

 (a parametric test) or the 

 

Mann–Whitney U test

 

(a nonparametric test) test the hypothesis that two sets of data are 

 

significantly
different

 

. These tests deliver a 

 

p value

 

 that tells you the probability that the
differences between the two groups are simply due to random chance. General
scientific consensus states that if there is a 5% or less chance that the differences
between the two sets of data are due to chance (in other words, a 

 

p

 

 value less
than or equal to 0.05), then the difference can be termed significant. Multiple
groups can be compared using 

 

analysis of variance 

 

(ANOVA) tests, of which
there are both parametric and nonparametric forms. If the results of an
ANOVA indicate a significant difference, a variety of tests known as 

 

post hoc
tests

 

 may be used to further analyze where the differences lie.
One final use of statistics is in the analysis of trends. Tools such as 

 

linear
regression analysis 

 

can help determine the relationship between two variables
such as, for example, dose and response. A statistic called the 

 

correlation
coefficient

 

 (also known as r

 

2

 

) measures the accuracy with which the data fit
the hypothesized linear relationship.

It can be quite difficult to extrapolate from laboratory studies to real-world
situations, which is one reason why the processes of risk assessment and
management are often fraught with controversy. Although laboratory ani-
mals can serve as models for humans in toxicological testing, species differ-
ences do exist. Also, many scientists have criticized the practice of using
very high doses of toxicants during laboratory testing and then attempting
to apply the results to a situation where human exposure levels are actually
very low. Therefore, data must be interpreted with caution.

 

Epidemiological Data

 

Along with laboratory data, data from 

 

epidemiological

 

 studies are also used
in risk estimation. These studies examine the relationships between exposure
to a toxicant (usually accidental or voluntary exposure) and either disease

 

incidence

 

 (the rate at which new cases of the disease appear in a human
population) or disease 

 

prevalence

 

 (the number of existing cases of the disease
at a particular point in time).

Epidemiological studies do have some drawbacks. Because of variability
in genetic and environmental factors between individual humans, it can be
extremely difficult to be sure that differences in disease incidence or preva-
lence between exposed and control groups are really due to the factor being
tested and not to some other 

 

confounding factor (a factor that can cause a
difference between the groups, but is not the factor being tested). Also,
exposure levels may be difficult to estimate (particularly if exposure to the
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toxicant occurred some time in the past). To maximize reliability of results,
exposed and control groups are often matched as closely as possible for
potential confounding factors such as age, sex, lifestyle factors, working
conditions, or living conditions. Also, the larger the number of individuals
participating in the study, the easier it is to detect small differences between
the exposed and control groups.

Recently, the technique of meta-analysis has been added to the tools of
epidemiologists. This technique involves combining results from different
studies in order to acquire the statistical power necessary to determine
whether two groups (generally exposed and control) differ with respect to
development of disease. A meta-analysis, however, is only as good as the
data that it is based on, and there are many disagreements as to how to
select which studies to include. Even in published papers, data are not
always complete, and in fact, there may be some bias inherent in the pool
of available published papers, as negative results may be less publishable
than positive results.

Finally, one additional caveat must be kept in mind in terms of epidemi-
ological studies (and, of course, of laboratory studies as well). This is the
important concept that correlation is not causation. Even if a so-called risk
factor is shown to be positively associated with an increased risk of disease,
it does not necessarily mean that the risk factor causes the disease.

Risk Assessment and Risk Management

In the process of risk assessment, hazard is weighed against benefit as regu-
latory decisions are made concerning potentially toxic substances. The
National Academy of Sciences/National Research Council published a
report in 1983 outlining the steps involved in risk assessment and risk man-
agement. They identify four main components of the process of risk assess-
ment: (1) hazard identification, where it is determined whether a substance is
a potential health hazard; (2) dose–response evaluation, where the
dose–response relationship is quantified; (3) exposure assessment, where
potential exposure levels are estimated; and (4) finally, this information is
merged in the process of risk characterization, where effects on the exposed
population are estimated. Descriptions of risk are often phrased in terms of
the chances of contracting a particular disease during a lifetime of exposure
to a particular toxicant at a given level of exposure.

Risk assessment is then followed by risk management, which is the process
by which regulatory decisions are made concerning health risks. Risk man-
agement takes not only risk assessment results but also other political, social,
and economic factors into account when making decisions about regulating
potential toxicants. Government agencies involved in risk management
include the Occupational Safety and Health Administration (OSHA), the Food and
Drug Administration (FDA), and the Environmental Protection Agency (EPA).
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Toxicokinetics

 

Introduction

 

Interactions of a poison with an organism can be considered in three phases:
exposure, toxicokinetics, and toxicodynamics. During the 

 

exposure phase

 

, con-
tact is established between the poison and the body via one or more routes,
e.g., a volatile air pollutant inhaled into the body. Then, during the 

 

toxico-
kinetic phase

 

, the poison undergoes movement (Greek: 

 

kinesis

 

) through the
body. This movement includes absorption into the circulatory system, dis-
tribution among tissues (including those that will serve as sites of action),
and then elimination from the body. The 

 

toxicodynamic phase

 

 is the exertion
of power (Greek: 

 

dynamos

 

) of the poison through its actions on affected target
molecules and tissues. These phases can be overlapping so that once expo-
sure occurs, all phases of action can be in effect simultaneously in the body.

 

Pharmacokinetics and Toxicokinetics

 

The principles of 

 

toxicokinetics

 

, like most
principles of toxicology, are derived from
the science of pharmacology and 

 

pharma-
cokinetics

 

, which is the study of how drugs
enter, move through, and exit the body.
Toxicology and pharmacology are natu-
rally related because while most drugs are
therapeutic (medicinally effective) over a
narrow range of doses, they are also toxic
at higher doses. In fact, many clinically important drugs are moderately
toxic; therefore, they must be administered very carefully to avoid reaching
toxic concentrations in the body. Conversely, some well-known poisons are
therapeutic at lower doses, as seen in the recent development of 

 

tetrodotoxin

 

as an analgesic, 

 

botulinum toxin

 

 as a cosmetic, and 

 

ivermectin

 

, a veterinary
anthelmintic (killer of parasitic filarial worms), as a larvicide for human
onchocerciasis (blinding filarial disease; see below).

Tetrodotoxin
See also:

Cellular sites of
action Ch. 4, p. 62
Neurotoxicology

Ch. 10, p. 188 
TTX, STX Appendix, p. 349 
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Although the basic principles of phar-
macokinetics and toxicokinetics are fun-
damentally the same, there are some
differences that can be seen in their appli-
cation. A very practical problem in phar-
macology, for example, is encountered in

determining how to administer repeated doses of a drug in order to maintain
the proper therapeutic concentration in the bloodstream. To avoid toxicity,
the physician must understand how the concentration changes to predict
the amount of the dose and the interval between doses.

In toxicokinetics, a more typical problem might be to estimate how con-
centrations of a toxicant may change over time. For example, one might want
to see whether a toxicant is quickly excreted or whether repeated exposures
will lead to accumulation in the body.

There are also differences in chemical properties between drugs and other
types of toxicants. There are several environmentally important toxic sub-
stances (such as some pesticides, for example) that have both high levels of

 

lipophilicity

 

 (solubility in lipid) and high levels of 

 

persistence 

 

(due to slow
degradation rates). These properties result in very slow toxicokinetics com-
pared to most pharmaceuticals. Many common drugs may be absorbed, exert
an effect, and be eliminated in hours or even minutes. By contrast, some
lipophilic substances found in the environment may be very slowly accu-
mulated, and once exposure is terminated, they may be very slowly elimi-
nated over days or months.

This chapter examines principles of absorption, distribution, and excretion
of toxicants and looks at some simple mathematical models used to study
the way toxicants enter, move through, and exit the body.

 

Absorption

 

There are several possible routes of 

 

absorption

 

 for toxicants. What all routes
have in common is that they present a cellular barrier that toxicants must
cross to enter into the bloodstream. Thus, toxicants that can easily cross
cell membranes (through 

 

simple diffusion

 

 or other transport processes) can
be more easily absorbed than toxicants that cannot. The primary chemical
property that enhances the ability of a toxicant to diffuse across biological
membranes is lipophilicity (the ability to dissolve in lipids such as the
phospholipids, which make up the bulk of the membrane). Other proper-
ties that aid in diffusion include small size (which allows the toxicant to
fit more easily between membrane molecules) and neutral charge (which
allows the toxicant to avoid interactions with charged groups on mem-
brane molecules).

Botulinum Toxin
See also:

Neurotoxicology
Ch. 10, pp. 174, 214
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The three major routes of absorption for toxicants are 

 

oral

 

, 

 

respiratory

 

, and

 

dermal

 

. Other routes include various sites for injection such as 

 

intramuscular

 

,

 

intraperitoneal 

 

(into the peritoneal cavity, the space that contains the intes-
tines), 

 

intravenous

 

, or 

 

subcutaneous

 

.

 

The Oral Route of Absorption

 

One common route of absorption for toxicants is the oral route. Absorption
can occur all along the gastrointestinal tract from the mouth to the large
intestine. One factor that influences the site of absorption is the time a
toxicant spends in that region. Thus, little absorption usually occurs in the
mouth because of the limited time a toxicant spends there, while the much
longer time it takes a toxicant to move through the small intestine gives
plenty of opportunity for absorption. Also, surface area of the region is a
factor, as is pH. Some toxicants tend to 

 

ionize

 

, which is to gain or lose
electrons and thus become negatively or positively charged ions. Weak bases
ionize in low-pH environments, while weak acids ionize in high-pH envi-
ronments. Because ionization decreases likelihood of absorption, weak
bases are more likely to be absorbed in the higher pH found in the small
intestine, while weak acids are more likely to be absorbed in the lower pH
found in the stomach. When all factors are considered, as is the case with
absorption of nutrients from food, most absorption of toxicants occurs in
the small intestine.

The small intestine has a high surface area, a neutral pH of approximately
6, and is highly vascularized (contains many blood vessels). Most toxicants
cross the epithelial cells lining the small intestine and enter the bloodstream
by diffusion, although some enter through specific transport mechanisms
such as 

 

active transport 

 

or 

 

facilitated diffusion

 

. Active transport and facilitated
diffusion both require the participation of protein carriers within the mem-
brane and are generally quite limited in the molecules that they can carry.
Thus, toxicants that can enter through these mechanisms are generally those
that are structurally quite similar to the molecule normally moved by the
carrier. For example, heavy metals such as lead may enter through the
transporter that normally carries calcium.

Typically, a portion of an orally administered drug or toxicant will be
unavailable for absorption into the general circulation. Some of the substance
will simply continue through the alimentary tract. Factors that can influence
absorption include presence or absence of other material in the gastrointes-
tinal tract, the presence or absence of disease, and age of the individual.
Also, since blood from the lower gastrointestinal tract travels through the
portal vein to the liver prior to traveling to the rest of the body, a portion of
the substance may be metabolized and deactivated in the liver prior to
reaching other tissues. This phenomenon is known as the 

 

first-pass effect

 

, and
it means that some drugs or toxicants may have less of an effect when
administered orally than when administered through another route.
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Respiratory Route of Absorption

 

Another important route of absorption is
through the respiratory system. Inhaled
gases pass through the nose, pharynx, lar-
ynx, trachea, and bronchi prior to entering
the lungs. Water-soluble gases tend to be
absorbed in the watery mucus that lines

the upper part of the respiratory tract, while less water-soluble gases con-
tinue into the lungs. With particles, size is the determining factor. Large
particles are screened out by cilia and mucus in the upper part of the tract,
while smaller particles continue into the lungs for absorption. In the lungs,
barriers to diffusion are few, because the cells that line the lungs are thin
and located in very close proximity to blood vessels.

 

Dermal Route of Absorption

 

Of the three major routes, the dermal route of absorption provides the
greatest cellular barrier. The skin consists of an epidermal layer made up of
many layers of epithelial cells and a dermal layer made of connective tissues.
Because blood vessels are located in the dermal layer, a toxicant must pass
through the epidermis first. The top layer of epidermal cells provides the
greatest barrier to diffusion, because these cells not only have thickened cell
membranes but are also filled with a protein called 

 

keratin

 

. These modifica-
tions effectively block all but the most lipid soluble substances from pene-
trating farther into the epidermis or dermis. Factors that influence dermal
absorption include differences in thickness and degree of keratinization
between skin in different body regions, as well as the condition of the skin.
Injuries (e.g., scrapes, burns, cuts) that remove the keratinized layer of epi-
thelial cells can increase significantly the potential for dermal absorption.

 

Distribution

 

When a drug is administered intravenously at a known dose, it is assumed
to be instantaneously dissolved in the blood or plasma. (The 

 

plasma

 

 is the
fluid portion of the blood, while 

 

serum

 

 is the more clear supernatant portion
remaining after removal of the fibrin clot and coagulated cells.) Plasma can
then be sampled immediately upon administering the dose and at intervals
after dosing. The concentrations of the toxicant in the plasma are measured
and the concentration at time zero can be found by extrapolation. The 

 

volume
of distribution

 

 of the toxicant is found by dividing the amount of drug in the
body (the total amount of drug administered, in milligrams) by the concen-
tration in plasma at time zero. If all of a drug remained in the plasma, this

Absorption of Gases and 
Particulates
See also:

Respiratory toxicology
Ch. 8, p. 152 
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volume of distribution would be equal to the volume of plasma (which for
a 70-kg human is approximately 3.0 L). For example, if 3 mg were adminis-
tered to a 70-kg human, and the concentration at time zero were 1.0 mg/
mL, then the volume of distribution would be 3.0 L (or 0.043 mL/kg).

Frequently, however, the measured value for volume of distribution of a
drug or toxicant exceeds the volume of plasma in the body. This indicates
that some of the drug or toxicant has left the plasma and has entered the
fluid between and within the cells. Thus, volume of distribution gives an
indication of the ability of a drug or toxicant to leave the bloodstream and
distribute into the tissues.

The rate at which a drug or toxicant is distributed to the various tissues
of the body depends on several factors. Chief among these is the rate at
which blood is supplied to the tissue. Tissues with a high rate of 

 

perfusion

 

(rate of blood flow), such as the heart, liver, and kidney, will thus also have
a high rate of delivery of toxicants.

There are some tissues, however, that
have anatomical and physiological modi-
fications that act to limit the delivery of
toxicants. The tissues of the central ner-
vous system, for example, are protected
by a system known as the 

 

blood–brain bar-
rier

 

. This barrier is a result of tighter junctions between cells that make up
the capillaries in the central nervous system, as well as the wrapping of
capillaries in a cellular blanket that increases the width of the cellular barrier
to diffusion that toxicants must cross. As a result, only highly lipid soluble
toxicants have easy access to the central nervous system.

There are some toxicants with high affinity for certain tissues. For example,
some toxicants bind to plasma proteins such as 

 

albumins

 

. This tends to hold
the toxicant in the bloodstream and delay release to other tissues. Liver and
kidney contain proteins called 

 

metallothioneins

 

 that bind and hold heavy
metals such as cadmium and zinc. Heavy metals may also accumulate in
bone, and highly lipid soluble compounds (such as DDT) can accumulate in
fat tissues. The tissues where toxicants accumulate are sometimes referred
to as storage depots.

 

Elimination

 

Elimination

 

 is the loss of the parent drug
or toxicant from the body due to 

 

biotrans-
formation

 

 of the 

 

parent drug

 

 to 

 

metabolites

 

,
and also from excretion of the parent drug
in urine or feces. Metabolites are products
of chemical changes in the drug that are

Blood–Brain Barrier
See also:

Neurotoxicology
Ch. 10, p. 184 

Biotransformation
See also:

Biotransformation
Ch. 3, p. 27 
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catalyzed by various enzymes in the body. These products may vary in
toxicity and therapeutic effect from the parent drug. When biotransformation
results in a less toxic product, the process is detoxication; however, some
reactions form more toxic products from the parent and are known as intox-
ication or bioactivation reactions.

The major route of 

 

excretion

 

 of most drugs and toxicants is through the
kidneys. Drugs or toxicants and their metabolites are filtered from the blood
and excreted in the urine. Other drugs and toxicants and their metabolites
may be removed from the blood by the liver, excreted into the bile, and
eliminated through the gastrointestinal tract. Other routes of elimination
include through the respiratory system or through secretions such as saliva,
sweat, or milk.

 

Toxicokinetic Models

 

Mathematical Models of Elimination

 

Many common drugs and toxicants are water soluble and are carried through
the body in the blood. The blood-borne concentration can be measured by

 

chromatographic analysis

 

 of a small sample of blood. Administration of a drug
or toxicant is followed by very rapid absorption into the blood (which results
in increasing concentration) and the slower elimination of drug from the
body (which causes the concentration in the blood to decline). These pro-
cesses can be mathematically modeled, and the 

 

elimination rate

 

 can be used
to predict drug or toxicant concentrations.

Absorption and elimination are opposite processes, and as such, they
cannot be estimated when both are in operation. To measure elimination
from the blood without needing to take into account absorption, a drug or
toxicant can be injected intravenously. In a typical experiment, the drug or
toxicant is introduced into a large vein of a rat by injection in a small volume
of carrier. Assuming that the drug or toxicant has a high solubility in water,
it will dissolve throughout the blood almost instantaneously and thereafter
will decline in concentration. Repeated sampling of blood and measurement
of the declining concentrations with time will then allow the elimination
kinetics to be determined.

The rate of elimination of a drug, where [

 

A

 

b

 

] is the concentration of the
drug, 

 

A

 

, in the body, can be described mathematically as

[

 

A

 

b
t

 

]/

 

t

 

The rate of elimination bears units such as mg*kg

 

–1

 

*min

 

–1

 

 or mg*kg

 

–1

 

*h

 

–1

 

.
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For some drugs or toxicants the rate of
loss from the body is constant over time,
independent of the concentration of the
drug in the body. In this case, the elimi-
nation is described as a 

 

zero-order kinetic
process

 

 (Figure 2.1). In practice, few drugs
are eliminated in a zero-order process.
One that is, however, is ethanol. Although
unusual, ethanol pharmacokinetics are
very important due to the common prob-
lem of excess alcohol drinking. Unfortu-
nately, a high dose of ethanol will not be
eliminated at a higher rate than a normal
dose because the elimination rate is inde-
pendent of the concentration in the body.
For the zero-order process, since 

 

A

 

 will be
eliminated at the same rate continuously, even as the concentration declines,
the equation becomes

[

 

A

 

b
t

 

]/

 

t 

 

= –

 

K

 

0

 

where 

 

K

 

0

 

 is called the 

 

zero-order elimination rate constant

 

. Knowing the con-
centration of the drug in the body at any given time, [

 

A

 

b
t

 

], and the rate of
elimination (in the case of zero-order kinetics, –

 

K

 

0

 

*

 

t

 

), the concentration at a
later time, t + x, can be predicted by the equation

[

 

A

 

b
t+x

 

] = – (

 

K

 

0

 

*

 

t

 

) + [

 

A

 

b
t

 

]

The time required to eliminate a given portion of the drug via a zero-order
process will vary and will lengthen as the initial concentration is increased.

 

FIGURE 2.1

 

Zero-order process of elimination.
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Ethanol
See also:

Reproductive toxicology 
and teratology

Ch. 7, p. 135 
Cardiovascular

toxicology Ch. 9, p. 168
Neurotoxicology

Ch. 10, p. 211 
Hepatotoxicology

Ch. 11, pp. 224, 226, 227
Forensic toxicology

Ch. 16, p. 297 
Ethanol Appendix, p. 340 
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If the rate of elimination of a drug or toxicant is first very rapid and then
becomes less rapid with subsequent sampling, it might follow a 

 

first-order
process of elimination

 

. The first-order process is observed as a logarithmic
decay in the concentration of drug in the body in which the rate of loss is
dependent on the concentration of the drug in the body, [

 

A

 

b
t

 

] (Figure 2.2).
The mathematical relationship describing first-order elimination kinetics is

[

 

A

 

b
t

 

]/

 

t

 

 = –

 

K

 

0

 

 [

 

A

 

b
t

 

]

In this case, the proportion (not the amount) of the drug lost per unit time
is constant. The exponential change in the concentration in the body is a
constant value, the 

 

first-order elimination rate constant

 

, 

 

K

 

. Units of 

 

K

 

 are per
time, such as min

 

–1

 

 or h

 

–1

 

.
To predict the concentration of the drug after a period of time, you can

use the equation

ln [

 

A

 

b
t

 

] = –

 

K

 

*

 

t

 

 + ln [

 

A

 

b
0

 

]

where [

 

A

 

b
0

 

] is the initial concentration of 

 

A

 

 in the plasma. This equation may
be more useful in the following form, in which the natural log (ln) has been
converted to the base 10 log (log):

log [

 

A

 

b
t

 

] = (–

 

K

 

*

 

t

 

)/2.303 + log [

 

A

 

b
0]

This equation takes the form of a straight line if you plot the log [Ab
t] vs.

time (Figure 2.3). (An easy way to do this is to use semilogarithmic paper,
which makes the logarithmic conversion for you automatically.) The slope
of this line is –K/2.303.

Most drugs are eliminated in a process that resembles first-order pharma-
cokinetics; however, in practice, the process is usually more complicated.
Rather than behaving as if the body were only one single compartment, most
drugs and toxicants actually move between multiple body compartments.

FIGURE 2.2
First-order process of elimination, arithmetic plot.
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Typical experimental results suggest that there may be two, three, or even
more first-order processes by which the drug is eliminated. This would
correspond to a body containing several compartments, each eliminating the
drug by a slower first-order process.

As described above, the first-order elimination constant from a single com-
partment can be determined simply from the log concentration vs. time plot
of the observed data. When a multicompartment model is necessary, then only
the final rate constant, representing loss from the slowest compartment, can
be determined directly from a plot. It should be noted that the ability to
detect the compound of interest in the plasma will often limit the lower range
of this experiment so that a slow compartment might be observable for some
drugs and not observable, but still present, for other drugs. Prior to final
elimination, the observed data represent simultaneous loss from multiple
departments and faster processes must be estimated by working back from
the final compartment by a more complex mathematical modeling process.

Clinical administration of drugs in a multiple-dose regimen requires the
estimation of drug clearance, which is the volume of blood or plasma that
would be cleared (purged) of the drug per unit time to account for the
elimination of the drug. Total systemic clearance is simply the dose (e.g., in
mg*kg–1) divided by the area under the plasma concentration vs. time elim-
ination curve (AUC) for that dose (generally expressed as mg*ml–1*min):

clearance = dose/AUC

Thus, the typical value for clearance is given in units of ml*min–1*kg–1.
Considering that AUC is inversely related to clearance, we see that for two
drugs administered at identical doses, the one with the smaller AUC will
have a larger value for clearance.

Absorption and Bioavailability

However, not all drugs or toxicants are administered intravenously, and
methods do exist to quantify rates of absorption. For typical drugs or toxi-

FIGURE 2.3
First-order process of elimination, logarithmic plot.
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cants, absorption from the gut is a faster process than elimination. Thus, the
concentration of the drug in the blood will initially depend on both the
absorption and elimination rates and will rise rapidly to some peak concen-
tration at which the rate of absorption is equal to the rate of elimination.
Concentrations will then fall again, as elimination becomes the dominating
process (Figure 2.4). Because absorption and elimination are simultaneous
processes from an oral dose, it is more accurate and far simpler to estimate
an elimination rate from the i.v. experiment described above rather than
attempting to derive it from an oral dose experiment. From the elimination
rate and the data obtained in the oral dose experiment, the absorption rate
can then be determined also.

The AUC when the blood concentration of a drug or toxicant is plotted
vs. time can also be used to estimate drug bioavailability. Bioavailability
describes the extent to which a drug or toxicant is absorbed orally compared
to intravenous administration and is defined as

(AUCoral/doseoral)/(AUCi.v./dosei.v.)

The closer this number is to 1, the better the absorption of the compound
through the oral route.

Contrasting Kinetics of Lipophilic Substances

Many xenobiotics are of interest to toxicologists because they are slowly
eliminated and accumulate in the body. Such compounds, when administered

FIGURE 2.4
Plot of absorption and elimination of an oral dose.
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in the experiments typical of pharmacokinetics as described above, sometimes
have very large volumes of distribution and very low clearance values.

An example of a drug with apparently slow pharmacokinetics is ivermectin,
a veterinary anthelmintic, which is also used as a long-lasting larvicide for
human onchocerciasis (blinding filarial disease). Popularly used as Heart-
guard® for dogs, ivermectin pharmacokinectics have been studied primarily
by oral administration; however, intravenous administration in cattle dem-
onstrated at least two phases of elimination with a rapid distribution phase
followed by one or more slower phases of decay. The estimated T1/2 was 2.8
days in cattle and 1.8 days in dogs. It should be noted that ivermectin is
fluorescent and detectable at low levels (pg/mL) in plasma; therefore, the
very slow terminal phase of elimination is detectable, but the quantity of
drug is very minute. The slow-release effect of this terminal compartment
combined with very high toxicity to the target filarial worms produces the
high efficacy of this anthelmintic.

Heartguard needs to be administered only monthly to dogs, compared to
a much more frequent dosing for alternatives. Similarly, ivermectin for
human filarial blindness (river blindness) need be given only weekly, com-
pared to daily for alternatives.

With some very lipophilic xenobiotics, the simple one-compartment model
is not realistic because there is poor solubility in plasma and high solubility
in body lipids; therefore, the compound is highly dissolved in fatty com-
partments, from which it is slowly eliminated over days or weeks, as has
been observed for DDT and TCDD. These compounds would exhibit very
low bioavailability in terms of the proportion of the dose actually available
in the plasma.

Typical clinical drugs are eliminated in just a few hours; however, there is
a recent trend for some categories of pharmaceuticals to have slower kinetics.
This is due to the targeting of drugs toward membrane-bound receptors and
the need to increase lipophilicity for effectiveness. For example, compared
to the earlier nonsteroidal analgesic drug acetaminophen, the drugs rofe-
coxib and celecoxib are 100 to 1000 times more lipophilic (fat soluble) and
more likely to associate with lipid membranes. This is predicted by the
calculated log P values (Table 2.1). This characteristic also would predict
slower elimination from the body, giving greater opportunity for side effects,
contingent, of course, on relative biotransformation rates.

For comparison, DDE, the dehydrochlorination product of DDT, is one
of the most lipophilic of xenobiotics and was found to accumulate in the
lipids of fish and other wildlife. DDE is 100,000 times more lipophilic than
acetaminophen.
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TABLE 2.1

Calculated Hydrophobicity Estimates for 
Nonsteroidal Analgesics Including COX-2 Inhibitors 
as Compared to Other Hydrophobic Toxicants

Compound X log Pa Mol. Wt., g/mol

Acetaminophen 0.917 151.163
Aspirin 1.426 180.157 
Rofecoxib 3.019 314.357 
Ibuprofen 3.481 206.281
Parecoxib 3.822 370.423
Celecoxib 4.157 381.373
TCDD 6.202 321.970
DDE 6.862 318.024
Ivermectin 9.950 1736.160

a Calculated log P value as listed at http://pubchem.
ncbi.nlm.nih.gov/; estimated hydrophobicity is directly
proportional to log P.
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3

 

Biotransformation

 

Introduction

 

The previous chapter began a discussion of the 

 

toxicokinetic phase

 

. This phase
consists of movement (Greek: kinesis) of a poison in the body, including
absorption into the circulatory system, distribution among tissues including
sites of action, and elimination from the body. This chapter focuses in more
detail on the aspect of elimination that involves the loss of the parent drug
from the body due to 

 

biotransformation 

 

of the 

 

parent drug 

 

to 

 

metabolites

 

. This
biotransformation generally aids in the excretion of the parent drug in urine
or feces.

Metabolites are the products of enzyme-catalyzed chemical changes in a
drug or toxicant. These products may vary in toxicity or therapeutic effect
from the parent drug or toxicant. When biotransformation results in a less
toxic product, the process is generally known as 

 

detoxification

 

. Some reac-
tions, however, lead to the formation of products that are more toxic than
the parent. These reactions are then known as 

 

intoxication

 

 or 

 

bioactivation

 

reactions. And in cases where the parent drug or toxicant is reversibly bound
to a protein, or otherwise temporarily sequestered, only to be released later
into the blood, the metabolite may, in fact, be the parent compound itself.

In general, blood-borne drugs and toxicants are most capable of crossing
cell membranes and binding to protein targets if they are 

 

lipophilic

 

, small,
and neutrally charged. Detoxification, then, is most efficient when the parent
compound can be altered to a metabolite that is hydrophilic, large, and carries
a charge. These changes typically occur in two stages. First, in what are often
referred to as 

 

phase I reactions

 

, the parent compound is typically hydrolyzed
or oxidized (or in some cases, reduced). This leads to formation of a metab-
olite that is then conjugated (bound) to a larger, much more hydrophilic
molecule, which often carries a charge. This second conjugation step is what
is often referred to as a 

 

phase II reaction

 

. Usually, this stepwise biotransfor-
mation is necessary since many parent compounds lack a functional group
to which a larger molecule can be attached. Therefore, phase I adds the
necessary functional group and phase II attaches the larger molecule.
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As an example, carbohydrates are often involved in conjugation reactions.
Many carbohydrates are very soluble in water (consider the teaspoons of
sucrose that dissolve readily to sweeten your coffee or tea), and when a
toxicant is conjugated to a carbohydrate, it becomes very water soluble as
well. The functional result is that this product molecule, or conjugate, shows
little tendency to partition into lipids or membranes, and is instead easily
excreted in urine.

A revolution is occurring in the study
of biotransformation with methods devel-
oped in the field of molecular genetics.
Enzymes involved in xenobiotic biotrans-
formation are being studied by protein-
less sequencing. In this process, the gene

of interest is cloned and sequenced, and then the protein sequence is inferred
by translating the codons present in the gene sequence. This method is much
faster and easier than enzyme purification and protein sequencing methods.
Much of the information in this chapter was derived through application of
such techniques. Another important contribution of molecular biology is the
development of diagnostic tests for genetic deficiencies. Patients with a low
level of detoxicative capacity can be identified, and in some cases the defi-
ciency in these poor metabolizers has been traced to a specific change in the
sequence of a gene.

Advances in urinalysis with high-resolution nuclear magnetic resonance
(NMR) have also introduced the potential to relate metabolism to genetics
using urinary profiles as a phenotype. This topic is known as 

 

metabolomics

 

or 

 

metabonomics

 

. Generally these methods consider the alteration of the nor-
mal profile of bodily metabolites, but could include the profile of xenobiotics
if detected.

 

Primary Biotransformation (Phase I Reactions): Hydrolysis

 

A drug ingested into the body is subject to the same type of biotransforma-
tion as a molecule of food. In both cases, the type of reaction depends on
the chemistry of the substance and on whether or not the substance is a
substrate for various enzymes that enhance the efficiency of biotransforma-
tion. 

 

Hydrolysis

 

 and 

 

oxidation

 

 are two of the most important primary or phase
I reactions of biotransformation.

The enzymes that catalyze the hydrolysis reaction are called 

 

hydrolases

 

.
Hydrolases include 

 

amidases

 

 and 

 

peptidases

 

 that are important in the digestion
of protein in the diet, as well as the 

 

lipases

 

 that cleave fatty acid esters and
glycerides. In addition, 

 

cholinester hydrolases

 

 are active in the hydrolysis of
choline esters. Also among the hydrolases of the liver are several that detox-
ify important endogenous and xenobiotic carboxylesters. These 

 

carboxylester

Toxicogenomics
See also:

Toxicogenomics
Ch. 5, p. 79 
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hydrolases

 

, although primarily known for detoxification of xenobiotics, are
likely also to function as lipases in lipid digestion.

As an example of a compound that undergoes hydrolysis, consider 

 

meth-
oprene

 

, an insecticide used for mosquito and fly control. Methoprene pos-
sesses chemistry similar to that of a fatty acid alkyl ester (Figure 3.1). During
hydrolysis, esters are split through the addition of a molecule of water to
yield an acid and an alcohol. (This is the reverse of 

 

esterification

 

, in which an
acid and an alcohol react to produce an ester accompanied by water.) Hydrol-
ysis proceeds more rapidly in alkaline conditions because it is actually the
hydroxyl ion that attacks an electrophilic carbon in the reaction. When fed
to cattle, methoprene does not accumulate because it is hydrolyzed to pro-
duce isopropanol and an aliphatic acid metabolite. The acid product is then
oxidized to carbon dioxide and water. Drugs such as 

 

aspirin

 

, 

 

propanidid

 

, and

 

procaine

 

, as well as pesticides such as 

 

malathion

 

, its biotransformation product,

 

malaoxon 

 

(Figure 3.1), and 

 

pyrethrins

 

 also contain an ester linkage (a carbox-
ylester) in the molecule, and can also be hydrolyzed.

At the opposite extreme is the insecticide and fire retardant 

 

mirex 

 

— a
carcinogen that is no longer being used. The unusual structure of this insec-
ticide (a cage consisting of only carbon and chlorine; see the appendix)
renders it practically impervious to biotransformation. Mirex has no ester
present; therefore, there is no opportunity for ester hydrolysis. Mirex was
found to accumulate in human adipose tissue and in wildlife tissue due to
the combination of lipophilicity and very slow biotransformation.

 

Serine Hydrolases

 

Peptidases, carboxylester hydrolases, and cholinester hydrolases together
form a group known as 

 

serine hydrolases. 

 

These enzymes have as a catalytic
site a serine residue that reacts with the substrate to form a transiently
alkylated enzyme as the ester bond of the substrate is cleaved. Serine hydro-
lase genes have been cloned and the enzymes have been found to contain
highly conserved regions of amino acid sequences, especially a Phe-Gly-Glu-
Ser-Ala-Glu sequence that includes the serine at the catalytic site.

In the peptidases chymotrypsin and trypsin, the three-dimensional struc-
ture of the enzyme is known from 

 

x-ray crystallography

 

. Serine

 

195

 

 (the serine
located at amino acid site number 195 in the enzyme) of the catalytic site is
part of a catalytic triad of amino acids residues that also includes histidine

 

57

 

and aspartic acid

 

102

 

. The nucleophilicity of serine

 

195

 

 is enhanced by charge
transfer from aspartic acid

 

102

 

 to histidine

 

57

 

, which accepts the proton of the
serine hydroxy

 

195

 

 group as it attacks the substrate. Site-directed mutagenesis
(the technique of inducing a specific mutation in a gene) consisting of the
substitution of asparagine

 

102

 

 for the aspartic acid

 

102

 

 destroyed the activity of
the enzyme without disturbing the configuration of the triad, demonstrating
the importance of the charge transfer phenomenon and the role of the aspar-
tic acid

 

102

 

 in the activity of serine

 

195

 

.
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Shape is also important in the active sites of hydrolases. Carboxylesters
and amides form a tetrahedral transition state when attacked by serine

 

195

 

prior to the cleavage of the leaving alcohol or amine. The three-dimensional
shape of the enzyme forces the substrate into the active site in an orientation
that favors formation of this transition state, which is the conformation from
which the reaction can proceed most readily. By favoring this orientation,
the enzyme lowers the activation energy required for hydrolysis.

The carboxylester hydrolases are a very
diverse group, with more than 20 genes
in mouse, and multiple genes in rat and
in humans. In mouse, there are two clus-
ters of carboxylester hydrolase genes on
chromosome 8 and several additional
genes on other chromosomes. This characteristic suggests a multigene family.
The evolution of multigene families may have involved the duplication of
genes on a chromosome followed by the divergence of the duplicated genes,
leading to a cluster of different, but related, genes encoding enzymes of
similar function whose activity taken together can catalyze a broad spectrum
of reactions.

 

Cholinester hydrolases

 

 are active against
choline esters, which are carboxylesters in
which the leaving group alcohol is the
quaternary amine, choline. 

 

Acetylcho-
linesterase

 

 (acetylcholine hydrolase) is a
cholinester hydrolase that serves as a crit-
ical enzyme for clearing the neuromuscu-
lar synapse of the neurotransmitter,

 

acetylcholine

 

. Acetylcholinesterase is the
target of poisoning by many organophos-
phorus and carbamate pesticides. Acetylcholinesterase is present in many
tissues, including the erythrocytes, from which its activity can be monitored
conveniently. Activity against carboxylester substrates declines as the acyl
group is lengthened from acetate. In the serum, 

 

butyrylcholine hydrolase

 

 is a
similar enzyme with activity against longer-chained acyl esters. There is only
one gene each for acetylcholinesterase and butyrylcholinesterase in humans.

Recent x-ray crystallography of acetylcholinesterase from 

 

Torpedo califor-
nica 

 

has revealed a gorge extending very deep into the enzyme. At the bottom
of the gorge is the active site, with serine as part of a catalytic triad composed
of glutamic acid

 

327

 

, histidine

 

440

 

, and serine

 

200

 

 (similar to the aspartic
acid

 

102

 

–histidine

 

57

 

–serine

 

195

 

 triad of chymotrypsin). A pocket at the bottom
of the gorge is lined with phenylalanine residues that restrict the acyl group
of the substrate to acetate. Sequence comparison indicated that a more spa-
cious pocket is present naturally in butyrylcholinesterase and in lipases that
must accept substrates bearing large acyl substituents.

Multigene Families
See also:

Toxicogenomics
Ch. 5, p. 78

Acetylcholinesterase
See also:

Mechanisms of
action Ch. 4, p. 52 

Neurotoxicology
Ch. 10, p. 196 

Organophosphates
Appendix, p. 344 
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It is possible by site-directed mutagene-
sis to create a version of the acetylcho-
linesterase enzyme with a much more
open active site acyl pocket. The effect of
this change is to introduce very efficient
butyrylcholinesterase activity while
retaining acetylcholinesterase activity. This
type of mutation appears to have hap-
pened spontaneously in the insecticide-
resistant acetylcholinesterases of several
agricultural pest insects (which formerly
lacked butyrylcholinesterase activity).

One group of toxicants that inhibit
serine hydrolases is the organophosphate

insecticides. These compounds are esters that react rapidly and irreversibly
with the active serine of carboxylester hydrolases and peptidases, inhibiting
these enzymes. Although this reaction with serine hydrolases is a factor in
the detoxification of these potent poisons, the reaction leaves the serine
phosphorylated and the enzyme activity lost. Thus, one mole of serine hydro-
lase is sacrificed for each mole of organophosphate that is broken down.
Malathion, as mentioned before, is a substrate for carboxylester hydrolases,
and in fact is primarily metabolized through hydrolysis of its carboxylester
group. The metabolic product of malathion is malaoxon, which is an even
more reactive acetylcholinesterase inhibitor than malathion. Malaoxon pos-
sesses both a substrate carboxylester group and an inhibitor phosphorothion-
ate group. Malathion hydrolysis proceeds linearly; however, malaoxon
hydrolysis is progressively inhibited, resulting in a progressive decline of
the rate of hydrolysis. While malaoxon is unusual in serving as both substrate
and inhibitor for carboxylester hydrases, the general pathways of intoxica-
tive and detoxicative biotransformation illustrated by malathion apply to
most organophosphate pesticides (Figure 3.2). Toxicity from these com-
pounds depends on the rates of bioactivation vs. detoxification — both of
which are affected by factors that alter metabolism.

In mammalian liver and serum, there is an enzyme known as a 

 

paraoxonase

 

that can also catalyze organophosphate hydrolysis (but by an unknown mech-
anism). The structure of paraoxonase is quite different from that of the serine
hydrolases in that it contains nothing resembling the serine-containing con-
served sequence of the serine hydrolases. Instead of a serine active site, this
enzyme perhaps uses a cysteine residue (as do 

 

thiol hydrolases 

 

such as the
enzyme papain). Also, when a number of 

 

chiral 

 

organophosphate inhibitors
(in other words, those that possess four unlike substituents of phosphorus
and therefore exist as either (+) or (–) enantiomers) were evaluated as sub-
strates for several types of enzymes, acetylcholinesterase and the peptidase
chymotrypsin usually preferred the opposite enantiomer compared to paraox-
onase. This suggests that the shape of the active site in paraoxonase is the
mirror image of the active sites of acetylcholinesterase and chymotrypsin.

Organophosphates
See also:

Mechanisms of
action Ch. 4, p. 52

Neurotoxicology
Ch. 10, p. 196 

Forensic toxicology
Ch. 16, p. 302 

Environmental
toxicology Ch. 17, p. 320

Organophosphates
Appendix, p. 344 
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Still, acetylcholinesterase and paraoxonase likely have active sites of similar
size (but smaller than either chymotrypsin or carboxylester hydrolase).

Paraoxonases are common in mammals, but very rare in birds and insects.
In humans, there is a polymorphism in the activity of paraoxonase in serum,
with a low-activity allele and a high-activity allele. Caucasians have a low-
activity allele with a frequency of 50 to 70%, while Africans and Asians have
primarily the high-activity allele, and South Pacific aboriginal tribes have
only the high-activity form.

Another hydrolase that plays a role in phase I metabolism is 

 

epoxide hydro-
lase

 

. This enzyme acts on 

 

epoxides

 

, compounds in which an oxygen shares a
single bond with each of two carbon atoms that also share a single bond
with each other. Epoxide hydrolase converts epoxides into diols, a reaction
that can be important in detoxification of epoxides (which are quite reactive
compounds). The active site of epoxide hydrolase consists of a nucleophilic
amino acid (usually aspartic acid), a basic amino acid (often histidine), and
an acidic amino acid (either aspartic acid or glutamic acid).

 

Primary Biotransformation (Phase I Reactions): Oxidation

 

The Role of Cytochrome P450

 

Oxidation

 

 is a second mechanism of pri-
mary metabolism by which xenobiotics
are either detoxified or bioactivated to a
more toxic product. A wide variety of oxi-

 

FIGURE 3.2

 

Pathways of metabolism of organophosphates leading to detoxication and intoxication. Both a
general case and a specific case (malathion) are shown.

Intoxication path Parent compound Detoxication path

P = SP = O

P = O

Detoxication

DetoxicationPhosphorylated
acetylcholinesterase

Malathion Malathion carboxylic acidMalaoxon

Malaoxon Malathion carboxylic acid
Phosphorylated
acetylcholinesterase

Cytochrome P450
See also:

Toxicogenomics Ch. 5, p. 89 
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dation reactions are catalyzed by 

 

cytochrome P450 enzymes

 

 of various forms.
These enzymes are found in 

 

microsomes

 

 (smooth endoplasmic reticulum) of
the liver. Also known as 

 

monooxygenases

 

, P450 enzymes include a heme (iron-
containing) group in which molecular oxygen is bound to iron. P450 is
named for the characteristic peak of light absorbance at 450 nm, when carbon
monoxide, a potent inhibitor, is bound to the reduced enzyme and scanned
vs. the reduced enzyme as a reference. This is called the 

 

ferrous–CO 450-nm
Soret band

 

.
P450 (

 

CYP

 

) genes are members of an anciently evolved multigene super-
family in bacteria, plants, and animals. There are 36 known families of P450
enzymes based on protein sequence homology (similarities between protein
sequences), and all mammals studied to date have been shown to have at
least one representative gene from each of 12 different P450 families. While
some P450 genes in a family occur in clusters, 15 genes have been mapped
to 7 different human chromosomes.

In these P450 families there is a conserved Phe-X-X-Gly-X-X-X-Cys-X-Gly
sequence near the cysteine residue that holds the heme molecule in position.
Apart from this heme binding site, however, there is a great diversity of
sequence, with each P450 family consisting of proteins with >40% sequence
homology. Some families have a relatively broad range of substrates that
overlap to other families. P450 families are numbered using a somewhat
arbitrary system in which some numbers were assigned to preserve conti-
nuity in the literature. The four major P450 families are CYP1, CYP2, and
CYP3 (which play major roles in xenobiotic metabolism) and CYP4 (which
metabolizes fatty acids and related endogenous compounds). Subfamilies
are designated by adding letters, e.g., subfamily CYP1A; different enzymes
within the subfamilies are designated by number, e.g., enzyme CYP1A1 or
enzyme CYP1A2. There are also individual variations (

 

polymorphisms

 

) that
occur with these enzymes and that can have functional consequences for the
individuals that express them.

Many of the P450 enzymes can undergo
the process of 

 

induction

 

, whereby enzyme
activities increase following exposure to
substrates. Major inducing agents include

 

phenobarbital

 

, which induces the synthesis
of one group of P450 enzymes, and 

 

3-
methylcholanthrene 

 

(3-MC) and 

 

TCDD

 

, which induce the synthesis of a sep-
arate group of P450 enzymes. Although the mechanism for phenobarbital
induction is not well understood, induction by 3-MC and related compounds
has been explained through a series of experiments. Investigations in mice
led to the discovery of a soluble protein receptor, or transcription factor,
called the 

 

Ah receptor

 

, which was lacking in homozygous mutant Ah

 

–

 

 mice.
Mice with the Ah receptor, which has a high affinity for TCDD, were sus-
ceptible to poisoning by TCDD, which must undergo bioactivation to pro-
duce toxicity. Ah

 

–

 

 mice, however, were not responsive to TCDD. Further
studies demonstrated that after binding of 3-MC or TCDD to the Ah receptor,

Induction
See also

Cellular sites of action
Ch. 4, p. 59 
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the whole complex translocates to the nucleus, where interaction with DNA
results in transcription of the appropriate P450 genes.

P450 activity can also be 

 

inhibited

 

. Not
only can inhibitors of protein synthesis
block the induction process, but some
compounds can act as specific competi-
tive inhibitors for binding to the P450
enzyme. Examples of inhibitors include

 

carbon monoxide

 

, which competes with
oxygen for binding to the heme site. Com-
pounds such as 

 

piperonyl butoxide

 

 and a
compound called 

 

SKF 525-A

 

 compete for
binding at the substrate binding site.

In P450-catalyzed reactions, molecular
oxygen is activated by two electrons, and then one oxygen atom is inserted
into the substrate drug and the other oxygen atom is reduced to yield water.
During these steps P450 must be reduced first, then bind substrate and
molecular oxygen to complete the oxidation reaction. Reduction is accom-
plished by electron transport from the enzyme 

 

NADPH cytochrome P450
reductase

 

. Both enzymes are embedded adjacently in the microsomal mem-
brane, allowing efficient reduction of P450. Reduced P450 then activates
molecular oxygen for substrate oxidation. The general P450-catalyzed oxi-
dation reaction is

substrate(H) + O

 

2

 

 + NADPH + H

 

+ 

 

 substrate(OH) + H

 

2

 

O +NADP

 

+

 

Common oxidation reactions catalyzed by P450 include 

 

hydroxylation

 

,

 

dealkylation

 

, and 

 

epoxidation

 

. Oxidation reactions change hydrophobic sub-
strates into more polar products, which can then be conjugated and elimi-
nated through excretion in the urine. Oxidative biotransformation via P450
occurs for a great number of these hydrophobic substrates, including endog-
enous biochemicals such as steroid hormones, fatty acids, and retinoids, as
well as many important xenobiotics, such as drugs, antibiotics, pesticides,
industrial solvents, dyes, and petroleum. Natural toxins from microorgan-
isms and plants can also be substrates of P450.

One major category of oxidation reaction carried out by P450 is 

 

aliphatic
hydroxylation

 

. An example of an aliphatic hydroxylation reaction is shown in
Figure 3.3, which shows the P450-mediated hydroxylation of lauric acid.
Other substrates for aliphatic hydroxylation include straight-chain 

 

alkanes

 

from hexane to hexadecane, 

 

cyclohexane

 

, 

 

hexobarbital

 

, and 

 

prostaglandins

 

. This
reaction is among those catalyzed by enzymes from CYP4 (cytochrome P450
family 4), a family characterized by its induction by 

 

clofibrate

 

, an antihyper-
lipoproteinemic drug used to decrease lipid levels in the blood after surgery
to reduce the risk of clotting. A gene coding for one of these proteins has
been found in the cockroach and shows greater similarity to mammalian

 

CYP4

 

 genes than to several insect genes from other P450 families. This sup-

Carbon Monoxide
See also:

Cellular sites of action
Ch. 4, p. 63 

Cardiovascular system
Ch. 9, p. 177 

Environmental toxicology
Ch. 17, p. 306

Carbon monoxide
Appendix, p. 338

P450⎯ →⎯⎯
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ports the hypothesis that genes for P450 evolved before divergence of the
vertebrates and the invertebrates. A unique sequence that serves as a finger-
print for proteins from this family is a sequence of 13 consecutive amino acids
that are fully conserved within CYP4 but found intact in no other families.

Aliphatic oxidation reactions of steroid hormones are also catalyzed by
specific P450 families. The family CYP2A is specific for testosterone 7-a-
hydroxylation and is inducible by 3-MC. In the biosynthetic pathway from
cholesterol to steroid sex hormones, oxidations in positions 17 and 21 (side
chain) are catalyzed by families CYP17 and CYP21, and 11-b-hydroxylation
is catalyzed by CYP11 (Figure 3.4).

The antihypertensive debrisoquien is
hydroxylated by CYP2D, a family that
may be involved in biotransformation of
many drugs. Metabolic capabilities of this
enzyme family can vary from individual
to individual, and patients can be charac-
terized as extensive metabolizers or poor

metabolizers based on a polymerase chain reaction assay of their DNA. This
was, in fact, the first P450 polymorphism discovered. Poor metabolizers may
suffer from deficiency in detoxication of drugs. On the other hand, poor
metabolizers among Nigerian cigarette smokers were found to be less sus-

FIGURE 3.3
Aliphatic hydroxylation of lauric acid.
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Individual Differences in 
Metabolism
See also:

Toxicogenomics Ch. 5, p. 90 
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ceptible to cancer than extensive metabolizers who smoke, perhaps due to
reduced bioactivation of carcinogens in tobacco smoke.

A second major type of oxidation is aromatic hydroxylation, a characteristic
reaction catalyzed by CYP1 and induced by TCDD or 3-MC. Some aromatic
substrates can be hydroxylated by direct insertion of oxygen to produce
hydroxylated aromatic rings, such as in the hydroxylation of chlorobenzene
to form ortho-, meta-, and para-chlorophenols (Figure 3.5). Others are hydrox-
ylated through initial formation of a transient epoxide (arene oxide), which
then may undergo hydrolysis to form a more stable metabolite. An example

FIGURE 3.4
Aromatic hydroxylation of testosterone.

FIGURE 3.5
Aromatic hydroxylations of chlorobenzene (top) and benzo[a]pyrene (bottom). A transient
epoxide is formed, which may then undergo conversion to a diol by epoxide hydrolase.

CH3 

CH3 
OH 

O 

CH3 

CH3 
OH 

O OH 
7a-hydroxytestosterone 

+ H2O
P450 (CYP2A)

NADPH + H + O2  

Cl Cl

OH

+ H2O

+ H2O

+ H2O

P450

NADPH + H + O2

NADPH + H + O2

P450
O

OH
HO

Epoxide hydrase

2856_C003.fm  Page 37  Wednesday, December 7, 2005  9:40 AM



38 Principles of Toxicology, Second Edition

of this is the hydroxylation of benzo[a]pyrene to form benzo[a]pyrene-7,8-
epoxide. This product can then be converted to benzo[a]pyrene-7,8-diol, by
addition of water as catalyzed by the enzyme epoxide hydrolase (epoxide
hydrase) (Figure 3.5). Aromatic hydroxylation reactions are implicated in
bioactivation of carcinogens through formation of these reactive epoxide
intermediates. For example, benzo[a]pyrene-7,8-diol is a proximate carcino-
gen that can be further epoxidated to form benzo[a]pyrene-7,8-diol-9,10-
epoxide, which is even more reactive with DNA than the parent molecule.

Another common reaction is alkene oxidation. One example of alkene oxi-
dation is the epoxidation of the cyclodiene insecticide aldrin to the 6,7-
epoxide product dieldrin (Figure 3.6). Another cyclodiene, chlordane, is metab-
olized to heptachlor epoxide. Dieldrin and chlordane were registered for
many uses in agriculture, and chlordane was the principal termite-proofing
agent used over the past 30 years. However, the registrations of these and
most other cyclodiene insecticides have been canceled by the EPA due to
persistence and suspected carcinogenicity.

Another type of reaction carried out by P450 is O-, S-, or N-dealkylation.
One example of this type of reaction is the dealkylation of chlordimeform to
form N-demethyl chlordimeform, which is again N-dealkylated to form N,N-
didemethyl chlordimeform (products that are successively more toxic; Figure
3.7). These reactions proceed through the formation of reactive oxygen-
inserted intermediates that may be carcinogenic.

FIGURE 3.6
Alkene oxidation of aldrin.

FIGURE 3.7
O-, S-, or N-dealkylation of chlordimeform.
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Dialkylnitrosamines may be activated in this fashion. The final products
may also be bioactivated, as seen for several pesticides, including chlordime-
form and chlorfenapyl. Oxidative removal of both methyl groups from chlo-
rdimeform gives a more potent activity in situ in the firefly, and piperonyl
butoxide, a P450 inhibitor, blocks the pesticidal activity against cattle ticks.
Chlorfenapyl is a new proinsecticide that is 1000-fold less active as an uncou-
pler of oxidative phosphorylation than is the N-dealkylated product. New
drugs and pesticides may be designed with these types of bioactivation
reactions in mind. A more hydrophobic prodrug (an inactive compound that
has an active metabolite) could provide efficient transport to the site of
action, then be metabolized to an active polar molecule at the site of action.

S- or N-oxidation, such as the S-oxidation of aldicarb to aldicarb sulfoxide,
then to aldicarb sulfone (Figure 3.8), often leads to products that are equal
to or more toxic than the parent molecules.

Most organophosphorothioate and organophosphorodithioate insecticides
are propesticides that are biotransformed to much more toxic and reactive
organophosphates through desulfuration reactions. For example, malathion-
P=S is transformed through the oxidized intermediate (malathion-P-S-O) to
form malathion-P=O (Figure 3.9). The lower-toxicity parent compounds are
used rather than the metabolites because the metabolites are much too toxic
for practical handling and application. About 400 organophosphorothioate
active ingredients are applied in agriculture and household pest control and
in the control of mosquitoes.

FIGURE 3.8
S-oxidation of aldicarb.

FIGURE 3.9
Desulfuration of malathion.
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Other Enzymes Carrying Out Oxidation

Another class of monooxygenases is the flavin-containing monooxygenases,
which are known for N-oxidation of tertiary amines. These enzymes overlap
with P450 in catalysis of certain biotransformation reactions. They are impor-
tant in S-oxidation reactions and in the desulfuration of phosphonates —
those organophosphorus pesticides that possess one phosphorus-to-carbon
bond. They are stabilized by the presence of NADPH, which, along with
molecular oxygen, is required for activity. Like P450, activity is found in liver
and kidney; however, flavin-containing monooxygenases lack a heme group
and are not inhibited by carbon monoxide, nor by piperonyl butoxide. Also,
inducers of P450 do not regulate levels of expression of this enzyme.

Alcohol dehydrogenase (ADH) is another
enzyme that can carry out oxidation in a
variety of tissues. This enzyme converts
small alcohols to aldehydes and is found
in a variety of tissues, such as liver, kid-
ney, and lung. There are four major classes
of isozymes for this enzyme, with class I
isozymes primarily responsible for etha-
nol metabolism. Individuals within the
human population differ in which
isozymes they express, and differences in
speed of ethanol metabolism between
populations depend at least in part on
which isozymes are expressed by individ-
uals in that population. Forms of ADH
also differ between tissues. Higher levels

of class I ADH are located in liver, which is where most ethanol metabolism
takes place. A type of ADH known as class IV ADH is located in the gas-
trointestinal tract and may play some role in ethanol metabolism as well.
This form of ADH may also be responsible for the increased risk of gastric
cancer seen with heavy ethanol consumption, as it leads to the production
of the suspected carcinogen acetaldehyde in the upper GI tract.

Along with ADH, another enzyme important in ethanol metabolism is
aldehyde dehydrogenase (ALDH), which converts aldehydes to carboxylic acids
(a step that requires NAD+ as a cofactor). There are 12 ALDH isozymes
occurring in various human tissues, some of which show polymorphisms
that may vary between individuals. Some individuals, for example, have a
form of ALDH that works more slowly than other forms. If this variation
happens to occur in conjunction with a variant form of ADH that produces
an increased rate of conversion of alcohol to aldehyde, then aldehyde levels
can build and cause unpleasant physiological symptoms, such as flushing
of the skin. Genetic variations in these enzymes are, in fact, considered to
be one of the many potential factors that must be considered in attempting
to assess risk for alcoholism.

Ethanol
See also:

Reproductive
toxicology and
teratology Ch. 7, p. 135 

Cardiovascular
toxicology Ch. 9, p. 168

Neurotoxicology
Ch. 10, p. 211 

Hepatotoxicity
Ch. 11, pp. 224, 226, 227

Forensic toxicology
Ch. 16, p. 297 

Ethanol Appendix, p. 340 
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There are many additional phase I reac-
tions that will not be described in detail.
Few other mechanisms are as important
for a wide spectrum of xenobiotics as
those discussed already. One final exam-
ple, monoamine oxidase (MAO), is a critical
enzyme in the brain for deamination of neurotransmitters and also for some
xenobiotics. It is quite significant in pharmacodynamics because it is the
target for many enzyme-inhibiting antipsychotic drugs, including the orig-
inal monoamine oxidase inhibitor, iproniazid. Also, two forms of MAO, MAO-
A and MAO-B, have now been identified, each with different substrate
specificities. This discovery has opened the door for additional fine-tuning
of pharmacological interventions in the MAO system. MAO may also play
a role in development of Parkinson’s disease, a common neurodegenerative
disease of age.

Primary Biotransformation (Phase I Reactions): Reduction

Some compounds are not oxidized, but are in fact reduced during phase I
metabolism. These compounds probably act as electron acceptors, playing
the same role as oxygen. In fact, reductions are most likely to occur in
environments where oxygen levels are low. Reductions can occur across
nitrogen–nitrogen double bonds (azo reduction) or on nitro (NO2) groups
(nitro reduction). These reactions are primarily catalyzed by cytochrome P450
and NADPH–quinone oxidoreductase. Often, the resulting amino compounds
can then be oxidized to form toxic metabolites, making this an activation
rather than a detoxification reaction. Nitro reduction may also occur in the
gastrointestinal tract, where it is carried out by intestinal microorganisms.

Another major type of reduction that typically results in activation is
dehalogenation. Halogens can be removed from compounds such as carbon
tetrachloride by replacing them with hydrogen or oxygen, or through elim-
ination of two adjacent halogens and replacement with a double bond. These
reactions are catalyzed by cytochrome P450 and glutathione S-transferase
and produce free radicals and other reactive intermediates with the strong
potential to bind to cellular macromolecules.

Secondary Metabolism (Phase II Reactions)

Products of phase I may enter a secondary phase of biotransformation in
which they are rendered highly polar by conjugation to carbohydrates,

Parkinson’s Disease
See also:

Neurotoxicology
Ch. 10, p. 210 
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amino acids, or small peptides. These products, or conjugates, are excreted
from the body more efficiently than the parent or the phase I products.
Enzymes that catalyze phase II reactions appear to be coordinately regulated
along with phase I, so that products do not accumulate when detoxication
rates increase. Research in phase II biotransformation is complicated by the
need to hydrolyze conjugates with enzymes, such as glucuronidase, pepti-
dase, or sulfatase, in order to recover, identify, and measure the quantity of
the phase I product that had been conjugated.

Glucuronidation

Conjugation of phase I products with the activated nucleoside diphosphate
sugar uridine diphosphoglucuronic acid (UDPGA), a process known as glucu-
ronidation, is catalyzed by the enzyme UDP-glucuronosyltransferase, which is
found in mammals primarily in rough and smooth endoplasmic reticulum
from the liver, kidney, alimentary tract, and skin. At least eight forms of
UDP-glucuronosyltransferases exist in rat liver, differing in substrate speci-
ficity and inducibility by phenobarbital, 3-MC, and other inducers. Analo-
gous enzymes are encoded by a family of seven or more highly homologous
genes in humans. This multigene family displays a diversity of genes within
one species and includes individual genes that are conserved among species.

Glucuronidation employs UDPGA (Figure 3.10) as a cofactor. The first step
in the synthesis of this cofactor is the reaction of uridine triphosphate (UTP)
with glucose-1-phosphate as catalyzed by UDP-glucose pyrophosphorylase.
While readily reversible, this reaction is pulled toward synthesis by the rapid
hydrolysis of a pyrophosphate to orthophosphate (catalyzed by pyrophos-
phatase), leaving only one of the products (and thus blocking the back
reaction). The UDP-glucose thus formed is then converted to UDPGA by
oxidation of the glucosyl C-6 methanol moiety to a carboxyl group.

Glucuronidation is naturally important
in the conjugation of bilirubin, an endog-
enous compound produced when heme
released from the hemoglobin of dead
erythrocytes is oxidized in the spleen.
Bilirubin possesses two proprionic acid
groups, one of which becomes esterified

with glucuronyl from uridine diphosphoglucuronic acid to yield bilirubin
monoglucuronide. This product is then converted to bilirubin diglucuronide
for excretion as the major pigment in bile (although it appears that the second
glucuronidation is accomplished by a different mechanism).

The UDP-glucuronosyltransferase responsible for bilirubin conjugation
differs from other, apparently distinct, enzymes that catalyze conjugation of
steroids or phenolic xenobiotics. Examples of these reactions include the
conjugation of testosterone with UDPGA to form testosterone glucuronide
and the conjugation of 1-naphthol and UDPGA to form naphthyl glucuronide.

Bilirubin
See also:

Hepatic toxicology
Ch. 11, p. 222 
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In the conjugations described above, the glucuronide conjugation occurs
on an oxygen atom, resulting in carboxylic acid or ether products. However,
N-, S-, and C-glucuronidation can also occur. While generally detoxicative,
the formation of N-glucuronides of arylamines and N-hydroxyarylamines
may enhance bladder cancer by aiding transport of the carcinogen from the
liver to the bladder, where the conjugate may undergo acid hydrolysis, thus
releasing the carcinogen.

In some cases, the parent drug rather than a phase I metabolite may be
conjugated directly. Examples of direct glucuronidation include the anti-
histamine tripelennamine, which is conjugated to form a quaternary amine
N-glucuronide, and the antibiotic sarafloxacin hydrochloride, for which the
most significant biotransformation in chickens and turkeys is direct
glucuronidation.

Glucuronidation is a principal conjugation reaction in most mammals;
however, a minor amount of glucosidation (conjugation with glucose) has also
been detected in mammals. The domestic cat, lion, and lynx fail to produce
glucuronides of certain small substrates, but do conjugate bilirubin. On the
other hand, glucosidation is the primary conjugation reaction in insects
(which coincidentally lack hemoglobin) and plants. In many insects, phase
II reactions are very efficient because certain insecticides are oxidized and
excreted primarily as conjugated metabolites.

FIGURE 3.10
Glucuronidation.
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Glutathione Conjugation

Glutathione is the tripeptide L-glutamyl-L-cysteinylglycine. This compound
has a particularly nucleophilic thiol (sulfhydryl) in the central cysteinyl
residue. Glutathione possesses an unusual -glutamyl linkage to cysteine; the
more common peptide linkage of glutamate is through the carboxyl group
bonded to the -carbon atom. Many tissues are rich in glutathione.

Glutathione can react spontaneously with peroxides and other potentially
damaging electrophilic compounds, including certain phase I products of
xenobiotics. Some of these reactions are catalytically enhanced by glutathione
transferases, enzymes with high affinity for lipophilic substances. However,
all catalyzed reactions can proceed (although at some slower rate) without
the enzyme.

Glutathione transferases are dimers, consisting of two identical or noniden-
tical subunits (enzymes with nonidentical subunits are called heterodimers).
There are now seven known classes of these subunits: alpha, mu, pi, theta,
kappa, sigma, and zeta. Enzymes within a class have subunits that share a
much greater homology (around 70%) than the subunits of enzymes in
different classes. In human tissue, there are four alpha class subunits (GSTA1
through GSTA4 for glutathione-s-transferase class alpha subunits 1 through
4), five mu class subunits (GSTM1*A, GSTM1*B, and GSTM3 through
GSTM5), two pi class subunits (GSTP1*A and GSTP1*B), two theta class
subunits (GSTT1 and GSTT2), one kappa class subunit (GSTK1), one zeta
class subunit (GSTZ1), and two microsomal forms (which are significantly
different from any of the other categories).

These forms differ in isoelectric point, but they are similar in size at approx-
imately 23,000 Da per subunit. Besides in the liver, activity is found in the
kidney, small intestine, and some other tissues. Activity is found in micro-
organisms, plants, and throughout the animal kingdom. Some forms have
been found to be inducible.

Site-directed mutagenesis studies have suggested that a conserved tyrosine
residue may be necessary for catalytic activity; however, the precise interac-
tions with substrates have not been determined. Because all reactions occur
even without catalysis, it appears that the glutathione sulfhydryl group is
the active site and that the enzyme holds it in a position that enhances the
nucleophilic attack on the substrate (which is typically electrophilic), and
thus enhances the rate of transition to products.

A wide variety of biotransformation reactions are catalyzed by glutathione
transferases. In these reactions, reduced glutathione is conjugated to a reac-
tive electrophilic carbon, nitrogen, or oxygen atom. One major class of elec-
trophilic compounds that are attacked by glutathione include products of
primary detoxication reactions, e.g., arene oxides produced by P450-cata-
lyzed oxidation of xenobiotics discussed in phase I. The resulting glutathione
conjugate is metabolized through several reactions converting the glu-
tathione portion to N-acetylcysteinyl (mercapturic acid), the derivative of the
conjugate most commonly detected in urine, and several other products
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(Figure 3.11). Glutathione transferases may also play a role in the detoxica-
tion of endogenous lipid and nucleic acid hydroperoxides produced by
superoxide radical attack. Linoleic acid hydroperoxide is a good substrate
for several glutathione transferases.

The significant role of glutathione transferases in xenobiotic detoxication
can be observed in the biotransformation of the common analgesic drug
acetaminophen, which is transformed to N-acetyl-p-benzoquinonimine, a
potential hepatotoxin, in a phase I N-oxidation. This reactive product is
rapidly conjugated to glutathione in a reaction that is catalyzed readily by

FIGURE 3.11
Glutathione conjugation.
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glutathione transferases. Depletion of glu-
tathione by acetaminophen overdose
negates this detoxication and can lead to
liver toxicity or death in extreme cases.

Chemical weed control with atrazine in
maize is possible because the maize glu-
tathione transferase efficiently detoxifies
the pesticide. Atrazine is used in greater
quantity than any other pesticide in the
U.S., primarily for maize. Both reduced

glutathione and glutathione S-transferase activity are increased in corn and
sorghum crops by adding herbicide safeners such as dichlormid and flurazole
to certain herbicides. These additives increase the margin of safety, or selec-
tivity between killing the competing weed species and the crop plant. The
mechanism of increasing glutathione conjugation is unknown, but the
enhancement of glutathione S-transferase appears to be via induction of
transcription from secondary genes.

Glutathione transferases are also important in various aspects of cancer
research. Aflatoxin B1 is a mutagen in the Ames test when activated by liver
microsomal fraction. The epoxide of aflatoxin B1 formed by P450-catalyzed
oxidation can be conjugated with glutathione at a slow rate, and induction
of higher rates of conjugation decreases the oncogenicity. On the other hand,
1,2-dibromoethane (ethylene dibromide (EDB)), a once common agricultural
fumigant canceled by the EPA, is biotransformed to a highly carcinogenic
glutathione conjugate that acts as a sulfur mustard to alkylate DNA. This
activation is probably responsible for the high rate and rapid formation of
stomach and nasal carcinoma observed in rats administered 1,2-dibromoet-
hane. In some cases, tumors become resistant to antineoplastic agents due
to the high expression of glutathione transferases.

Acetylation and Other Phase II Reactions

Acetylation is an important transformation of arylamines and hydrazines (but
not phenols) catalyzed by an acetyl–CoA-dependent N-acetyltransferase.
Although often detoxicative, acetylation may not lead to a more hydrophilic
product and, in some cases, may yield a better substrate for P450 or other
phase I enzymes. Common xenobiotic substrates include isoniazid, benzidine,
procainamide, and p-aminobenzoic acid. This mechanism is greatly reduced in
dogs and foxes, and there is a common recessive allele for slow acetylation
in humans.

In addition to glucuronidation, glutathione conjugation, and acetylation,
many other phase II reactions are known. These include conjugations of
phase I products to sulfate, glucose, glycine, and other molecules catalyzed
by the respective transferase enzymes.

Acetaminophen
See also:

Genomics
Ch. 5, p. 89 

Hepatotoxicity
Ch. 11, p. 226

Acetaminophen
Appendix, p. 335 
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Factors That Influence Metabolism

There are a number of factors that can affect both phase I and phase II
metabolism. One obvious factor is species. Both qualitative differences (dif-
ferences in enzymes expressed) and quantitative differences (differences in
level of expression) in drug-metabolizing enzymes exist between species.
Even within a single species, of course, there are differences, as which alleles
for a polymorphic enzyme a particular individual carries will most certainly
influence metabolic capabilities.

Age is another important factor. The capacity for metabolism is generally
low during development, and in humans it does not reach adult levels until
well after birth. Likewise, rates of xenobiotic metabolism seem to decline
with age, a factor that must be taken into account when physicians prescribe
drugs for the elderly. Gender differences in metabolism also exist in many
species, but to this point have not been shown to play a significant role in
xenobiotic handling in humans. Diet and other environmental factors may
also impact metabolism in some cases.
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4

 

Cellular Sites of Action

 

Introduction

 

Many toxic substances are known to cause poisoning through a chain of
events that begins with action at a very specific target. Often this target is a
biological molecule with which the toxicant binds or reacts, such as one or
more of the various types of proteins, lipids, and nucleic acids within the
cell. Symptoms resulting from exposure to a toxicant may relate directly to
this molecular event, or may be complicated by secondary effects, just as
symptoms of a disease may be due to physiological imbalances that are
secondary to the initial infection. Therefore, identification of the primary site
of action requires careful collection and interpretation of biochemical and
physiological evidence. For some toxicants, this initial event in poisoning,
or molecular lesion, has been characterized. For many other toxicants, the
precise interaction of the toxicant with one or more specific biological mol-
ecules has yet to be demonstrated. With the increasingly powerful experi-
mental techniques available, however, it is likely that precise molecular sites
of action will be described for many more toxicants in the near future.

The nature of the interaction between toxicant and binding site is also
important. Toxicants may bind covalently to cellular macromolecules, lead-
ing typically to long-lived or virtually permanent changes within the cell.
Noncovalent binding (such as formation of ionic bonds or hydrogen bonds)
tends to be much more easily reversible.

This chapter discusses some of the ways in which toxicants are known to
interact with biological molecules, as well as some of the techniques used
to study these interactions.

 

Interaction of Toxicants with Proteins

 

Proteins are composed of a linear chain of amino acids linked together by a
type of covalent bond known as a peptide bond. The order of the amino
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acids in a particular protein (known as the protein’s 

 

primary structure

 

) is
encoded in a molecule called DNA, which is located in the nucleus of the
eukaryotic cell. Specifically, the sequence of nucleotides in a segment of DNA
known as a 

 

gene

 

 directs the order in which amino acids will be assembled
to build a particular protein.

DNA contains many genes, each of which contains the instructions for
making one specific amino acid chain. When proteins are manufactured
by a cell, the proper DNA nucleotide sequence is first 

 

transcribed

 

 (copied)
into messenger RNA. The messenger RNA copy then leaves the nucleus
for the cytoplasm, where the encoded instructions are then 

 

translated

 

 on
structures called ribosomes and an amino acid chain is constructed. The
order of the amino acids that appear in a protein is known as its 

 

primary
structure

 

.
There are around 20 different amino acids that commonly appear in

proteins, each of which carries an amino group (NH

 

2

 

) and a carboxyl
group (COOH), which tend to ionize at physiological pH to form NH

 

3
+

 

and COO

 

–

 

. These charged groups interact together to fold regions of many
proteins into the form of helices or pleated sheets, in a pattern that is
referred to as the 

 

secondary structure

 

 of the protein. An additional layer of
folds and twists is referred to as the 

 

tertiary structure 

 

of the protein. This
tertiary structure is produced by interactions of the side chains (R groups)
of the amino acids (which differ from one amino acid to the next) with
each other and with the aqueous environment of the cell. One such inter-
action is 

 

hydrogen bonding

 

,

 

 

 

an attraction between a positively charged
region on one R group to a negatively charged region on another. 

 

Hydro-
phobic interactions

 

 (the folding of hydrophobic R groups to the interior of
the protein and hydrophilic region to the exterior) can also impact tertiary
structure. Finally, some protein molecules are an aggregation of two or
more subunits that may be identical or may be coded for by different
genes. The way in which these subunits fit together is called the 

 

quaternary
structure

 

 of the protein.
Proteins can play a variety of structural and functional roles within the

cell. Tubulin, actin, and other structural proteins comprise the 

 

cytoskeleton

 

of the cell, providing physical support and also figuring prominently in
cell motility (movement of a cell or structures within a cell). Some proteins
function as 

 

hormones

 

, carrying messages between cells; others function as
the 

 

receptors 

 

on cell surfaces that hormones and other messengers bind
to. Proteins also make up the 

 

ion channels

 

 that regulate the flow of ions
across cell membranes. 

 

Transport proteins

 

 such as hemoglobin move sub-
stances through the bloodstream; other proteins called 

 

antibodies

 

 defend
the body as part of the immune system. Finally, protein catalysts called

 

enzymes

 

 regulate biochemical reactions. Although toxicants can and do
interact with all of these functional types of proteins, this chapter focuses
on the effects of toxicants on enzymes, receptors, ion channels, and trans-
port proteins.
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Effects of Toxicants on Enzymes

 

Enzymes are catalysts, meaning that they enhance the rate of various bio-
chemical reactions in the cell. Usually, an enzyme only catalyzes one specific
type of reaction. In a catalyzed reaction, 

 

substrates

 

 (molecules that participate
in the reaction) interact with the 

 

active site

 

 of the enzyme and are converted
to 

 

product

 

, leaving the enzyme chemically unchanged.
The rate of an enzyme-catalyzed reaction depends primarily on the con-

centration of the substrate. The greater the substrate concentration, the more
enzyme becomes bound to substrate, and the faster the reaction proceeds.
As substrate concentration increases, however, the enzyme eventually
becomes 

 

saturated

 

 with substrate, and the rate (velocity) of the reaction
approaches a maximum. This maximum rate is called the V

 

max

 

, or 

 

maximum
velocity

 

. The concentration of substrate at which the rate of reaction is half
of the V

 

max

 

 also has a specific designation. It is called the 

 

Michaelis constant

 

(K

 

m

 

) for that substrate. The V

 

max

 

 and K

 

m

 

 for a reaction can be determined
experimentally by measuring reaction rate in a series of samples with dif-
fering substrate concentrations. This will produce a curve such as the one
shown in Figure 4.1.

The rate of an enzyme-catalyzed reaction may be modified through other
means as well. Some enzymes have sites known as 

 

allosteric

 

 sites, which are
located in a different region of the molecule than the active site. Binding of
molecules to these sites can change the shape or conformation of the enzyme
molecule, thus affecting its catalytic ability. Allosteric sites commonly play
a role in negative feedback mechanisms. For example, the product of an
enzymatic reaction may bind to an allosteric site on that enzyme, preventing
overactivity of the enzyme and the resulting accumulation of too much of
the product.

Enzymes are a common target for toxicants within the cell, and enzyme
inhibition is a common molecular mechanism of poisoning. First of all,
inhibition may be characterized as either 

 

reversible

 

 or 

 

irreversible

 

, depending

 

FIGURE 4.1

 

Enzyme kinetics. This graph of velocity vs. substrate concentration shows the relationship
between K

 

m

 

 (the substrate concentration when velocity is 

 

∫
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on the strength of the bond formed between the enzyme and inhibitor
(noncovalent binding generally produces reversible inhibition; covalent
binding may produce irreversible inhibition). We will look first at the char-
acteristics of reversible inhibition and then look at an example where irre-
versible inhibition plays a role.

There are two basic types of reversible inhibition, and they can be distin-
guished experimentally on the basis of their different effects on the K

 

m

 

 and
V

 

max

 

 of the reaction. Inhibitors that compete with the substrate for binding
to the active site of an enzyme are called 

 

competitive inhibitors

 

. Because of
their direct competition with the substrate, competitive inhibitors increase
the K

 

m

 

. In other words, a higher concentration of substrate is required to
achieve a given reaction rate. However, the effects of competitive inhibitors
can be overcome with large excesses of substrate, and at high enough sub-
strate concentrations, the reaction can achieve the same V

 

max

 

 as would be
expected in the absence of inhibitor.

In contrast, 

 

noncompetitive

 

 inhibitors
bind to and act on an allosteric site and
not on the active site of the enzyme. As a
result, the concentration of substrate does
not affect the ability of these inhibitors to
alter the enzyme’s catalytic ability. In
terms of kinetics, these inhibitors reduce
the V

 

max

 

; however, they do not alter the K

 

m

 

.
One example of an enzyme that serves

as a target for toxicants is the enzyme 

 

ace-
tylcholinesterase

 

, which is inhibited by a cat-
egory  of  compounds  known as

 

organophosphate insecticides

 

. Acetylcholin-
esterase is an enzyme that is important in
the passage of impulses between neurons.
Communication between neurons is car-
ried out by a group of molecules called

 

neurotransmitters

 

, which are released from
one neuron, then diffuse across the space
between the neurons (called a 

 

synaptic gap

 

),
where they bind to 

 

receptors

 

 on the mem-
brane of the adjoining neuron. Once this

signaling process is complete, the synaptic gap must be cleared of neurotrans-
mitters in order to be ready for the next signal. While some neurotransmitters
are reabsorbed by the releasing neuron, others are broken down by enzymes.
Acetylcholinesterase is one such enzyme, clearing the synaptic gap by break-
ing down the neurotransmitter acetylcholine at synapses where it is in use.

Functionally, acetylcholinesterase catalyzes the hydrolysis (splitting
through the addition of water) of acetylcholine to form choline and acetate.
During the catalytic process, an acetyl group (COCH

 

3

 

) from acetylcholine
becomes covalently bound to a serine (an amino acid) in the active site of

Acetylcholinesterase
See also:

Biotransformation
Ch. 3, p. 31 

Neurotoxicology
Ch. 10, p. 196 

Organophosphates
Appendix, p. 344

Organophosphates
See also:

Neurotoxicology
Ch. 10, pp. 196, 204

Forensic toxicology
Ch. 16, p. 302 

Environmental
toxicology Ch. 17, p. 320

Organophosphates
Appendix, p. 344 
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the enzyme. (This is a process called acetylation.) Next, a choline molecule
is released through hydrolysis. Finally, because the covalent bond between
the enzyme and the acetyl group is not very stable, that bond is also hydro-
lyzed and the acetate released. This process is shown in Figure 4.2. Inhibition
of acetylcholinesterase by organophosphates involves a similar reaction
between the enzyme and the organophosphate inhibitor at the active site.
First, a covalent bond forms between the enzyme and the inhibitor, with the
serine residue (which normally becomes acetylated) becoming phosphory-
lated instead (Figure 4.3). Next, hydrolysis occurs and part of the inhibitor
molecule is released. The final step, however, is a little different. Whereas
the covalent bond between acetate and the enzyme is weak and easily hydro-
lyzed, the covalent bond formed between the phosphate group and the
enzyme is quite stable and may last for at least several hours.

Although several hours is an extremely long period of inhibition (based
on the timescale of a cell), recovery of the enzyme can and does occur. The
rate of recovery of the phosphorylated enzyme depends on the chemical
characteristics of the specific organophosphate inhibitor. While most com-
mercial organophosphate insecticides produce a phosphorylated enzyme
that takes several hours to recover half its activity, inhibition by other orga-
nophosphate insecticides results in a phosphorylated enzyme with a half-
life of several days. And with some organophosphate insecticides, the phos-
phorylated enzyme may undergo a process called 

 

aging

 

, during which a
chemical change to the phosphoryl group (generally a dealkylation) occurs
(as shown in Figure 4.4). Aged, phosphorylated enzyme does not reactivate
at all, so this event, in effect, converts a reversible inhibition event into an

 

FIGURE 4.2

 

The hydrolysis of acetylcholine by the enzyme acetylcholinesterase. The acetyl group of ace-
tylcholine becomes bound to a serine residue at the active site of the enzyme, and the molecule
undergoes hydrolysis to release choline. Further hydrolysis releases the acetate.
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irreversible

 

 inhibition. Irreversible inhibition is characterized by formation of
a relatively permanent covalent bond with an amino acid at the active site
of the enzyme. Because of the permanence of the reaction, this effect is not
overcome by excess substrate.

Due to the long recovery times and tendencies of inhibited enzyme to
undergo aging, exposure to organophosphate insecticides leads to accumu-
lation of phosphorylated enzyme and thus a decline in active enzyme levels.

 

FIGURE 4.3

 

The phosphorylation of the enzyme acetylcholinesterase by the organophosphate insecticide
methyl paraoxon. Instead of becoming acetylated, the serine residue becomes phosphorylated.

 

FIGURE 4.4

 

The recovery or aging of phosphorylated acetylcholinesterase.
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The potency of inhibitors can be compared by measuring the rate at which
enzyme activity declines. Symptoms of inhibition result when about 60 to
70% of the enzyme is phosphorylated, and are related to an excess of ace-
tylcholine and resulting overstimulation at synapses (1) between nerve and
skeletal muscle, (2) in the central nervous system, and (3) in the parasym-
pathetic branch of the autonomic nervous system. These symptoms in
humans include constriction of the pupil, slowing of heart rate, broncho-
constriction, excessive salivation, and muscle contraction. The cause of death
in poisoning by organophosphate insecticides is usually asphyxiation caused
by either malfunctioning of the diaphragm and the related muscles involved
in breathing, or failure of the respiratory center in the brain, which controls
this process.

Antidotes for organophosphate toxicants include the compound prali-
doxime (2-PAM) and atropine. 2-PAM is a base that reacts with the phos-
phorylated acetylcholinesterase to remove the aged phosphoryl group and
regenerate the enzyme. 

 

Atropine

 

 is a compound that acts as an antagonist
(blocker) at one type of acetylcholine receptor (the receptor found in the
parasympathetic system) and primarily counteracts the symptoms of para-
sympathetic overstimulation. Organophosphate poisoning is also treated by
providing artificial respiration and general life support.

Another potential set of targets for toxicants are the various mitochondrial
enzymes. Mitochondria (Figure 4.5) are cellular organelles that extract usable
energy from glucose and other molecules and transfer it to be stored in the
high-energy molecule ATP. This process begins with the metabolic pathways
of glycolysis and the citric acid cycle, where glucose is broken down, leading
to the reduction of (addition of high-energy electrons to) electron acceptor
molecules such as NAD

 

+

 

 or FAD

 

+

 

. The electrons gained by these molecules

 

FIGURE 4.5

 

A mitochondrion.
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are then transferred to a series of enzyme complexes and electron carriers
called the 

 

respiratory chain

 

, located within the mitochondrial inner mem-
brane. Electrons are then passed down from one member of the chain to the
next (releasing energy as they go), until they are eventually donated to
oxygen at the end of the line.

According to the 

 

chemiosmotic hypothesis

 

, as electrons are transported along
the chain, the energy released is used to pick protons up from inside the
mitochondrion and move them across the inner membrane to the space
between the inner and outer membranes. Because the inner mitochondrial
membrane is not very permeable to protons (due in part to the presence of
a phospholipid called cardiolipin), a concentration gradient develops.
Although this gradient cannot push protons back across the impermeable
membrane itself, it can push protons back across the membrane through
hydrophilic channels that are part of an enzyme called a 

 

Mg

 

++

 

 ATPase

 

. The
movement of a pair of protons through the ATPase channel causes a part of
the ATPase (a sort of molecular rotor) to actually turn, much the way that
water flowing over a dam can turn a water wheel. This turning then supplies
the energy necessary to drive the synthesis of a molecule of ATP. This entire
process is illustrated in Figure 4.6.

The effects of toxicants on several of the enzymes in this mitochondrial
system are well documented. For example, one of the most notorious toxic
chemicals, 

 

cyanide

 

, blocks electron transport by inhibiting the actions of the
enzyme complex cytochrome oxidase, a member of the electron transport
chain. Other toxicants, including the pesticide 

 

rotenone

 

, the barbiturate 

 

amytal

 

,
and the antibiotic 

 

antimycin A

 

, inhibit the activity of other enzyme complexes
in the chain. Since electrons cannot be passed on to an enzyme complex that
cannot accept them, the effect of any of these toxicants is to completely shut
down the flow of electrons in the blocked chain. This blockage can be detected
in the laboratory by measuring the resulting decrease in mitochondrial oxy-
gen uptake (which can be done with a tool called an 

 

oxygen electrode

 

), since
blockage of the flow of electrons prevents the final transfer of electrons to an
oxygen molecule. In terms of functional consequences for the cell, because
the proton gradient does not develop properly, there is a reduction in ATP
production (which is also measurable in the laboratory).

Another mitochondrial enzyme that has been shown to be affected by
toxicants is the Mg

 

++

 

 ATPase. ATPase inhibitors such as 

 

oligomycin

 

 inhibit
this enzyme, thus blocking the formation of ATP. Inhibition of the ATPase
also prevents the discharge of the proton gradient, and because the resulting
pressure opposes further proton pumping, electron transport, and thus oxy-
gen uptake, is also reduced.

A third class of toxicants that acts on mitochondria are known as 

 

uncou-
plers

 

. As their name suggests, these toxicants uncouple the two processes of
electron transport and ATPase production. The result is a stimulation of
electron transport (again, measured by oxygen uptake) along with a reduc-
tion in ATP production. There are many different uncouplers, and the mech-
anism of action of many is not completely clear. Most uncouplers probably
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interact with membrane proteins or lipids to alter permeability of the mem-
brane to protons, thus interfering with the maintenance of the proton gra-
dient. The oldest synthetic organic insecticide, dinitro orthocresol (DNOC),
is an uncoupler and was once used as a drug to enhance weight loss, because
uncoupling allows food to be oxidized without producing ATP. This target
has been rediscovered recently with the development of a new insecticide,
chlorfenapyr (American Cyanamid). Another well-known uncoupler is 2,4-
dinitrophenol.

 

Effects of Toxicants on Receptors and Ion Channels

 

Receptors

 

 are proteins that respond to the binding of a signal molecule gen-
erally referred to as a 

 

ligand

 

. Receptors may be found embedded in mem-

 

FIGURE 4.6

 

Mitochondrial function and the sites of action of toxicants. As electrons flow down the electron
transport chain, protons are pumped across the inner membrane, establishing a gradient. The
proton motive force developed moves protons back through the channel of the ATPase, cata-
lyzing the formation of ATP. Rotenone, antimycin a, and cyanide block this process by blocking
the electron transport chain; oligomycin blocks the action of the ATPase. Other compounds,
such as DNOC, act as uncouplers and dispel the gradient.
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branes, as transmembrane channels, or in the cytoplasm of cells. Ligands
may be hormones, neurotransmitters, other internal signaling molecules, or
even xenobiotics (compounds foreign to the body). Generally, binding of
ligands to receptors is quite specific, in that only a limited number of ligands
(which are generally closely related structurally) will bind to a given receptor.
Upon binding to the receptor, ligands form a ligand–receptor complex with
kinetics that are similar to those in the formation of an enzyme–substrate
complex. Receptor systems are part of the cell’s 

 

signal transduction system

 

,
facilitating communication both between and within cells.

Experimentally, a specific receptor can be detected and identified using a
ligand that has been labeled with a radioactive element such as tritium. First,
the amount of labeled ligand bound to all protein (including both specific
binding to the receptor and nonspecific binding to other molecules in the
cell) is measured. Then, the binding experiment is repeated, but this time
with a 100-fold excess of nonlabeled ligand also added. The idea is that the
nonlabeled ligand will bind to the specific receptor, a saturable process,
leaving only the nonspecific binding sites for the labeled ligand. When this
difference between total and nonspecific binding is measured over a series
of labeled ligand concentrations, the binding of ligand to the specific receptor
can be estimated.

The protein structures of several receptors have been inferred from the
nucleotide sequences of the genes that encode them. Such new techniques
in molecular genetics have the potential to revolutionize the understanding
of toxicology on the cellular level by allowing for detailed analysis of many
proteins that occur at concentrations far too low for conventional purifica-
tion. This technique involves extraction of messenger RNA from an organ-
ism known to produce the receptor protein of interest in relative abundance.
The mRNA is then partially purified by chromatography and used as a
template for preparing complementary DNA by reverse transcription (mak-
ing a copy of DNA from RNA), a process that is catalyzed by the enzyme
reverse transcriptase, as found in RNA viruses. The resulting complemen-
tary DNA can then be cut into pieces by enzymes called restriction endo-
nucleases, and the pieces inserted into host bacteria using vectors such as
bacterial plasmids or viruses. The transformed bacterial cells then are grown
into colonies, with the bacteria in each colony containing a fragment of the
DNA of interest.

If a part of the gene sequence is known (or can be inferred from a known
sequence of amino acids in the protein), then a radioactively labeled com-
plementary probe can be synthesized and used to identify the colonies con-
taining the gene of interest. If the gene sequence is not known, then
identification of the proper colonies must be made by immunoassay for the
protein (if an antibody for that protein is available) or by testing for the
characteristic activity of the protein of interest. Once the proper piece of
DNA is identified, its nucleotide sequence can be determined, and then
confirmed by matching it with mRNA or DNA from the original organism
through a technique called hybridization. Once several sequences are known,
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PCR techniques can be applied to obtain sequences from additional species
without further gene cloning.

In contrast to enzymes, receptor proteins do not catalyze chemical reactions;
however, binding of a ligand to a receptor may ultimately result in profound
changes, such as triggering the transcription of a gene, opening of an ion
channel through a membrane, or activation of enzymes through the actions
of second messengers. The interaction of toxicants with a receptor can be
categorized based on the response of the receptor to that toxicant. Toxicants
that mimic the action of the natural neurotransmitter are known as 

 

agonists

 

;
they bind to the receptor in its active state and elicit the same response as the
endogenous ligand normally does. 

 

Antagonists 

 

are toxicants that bind to the
receptor site but do not produce a response. They can negate the action of
neurotransmitter or agonist. 

 

Partial agonists

 

 produce a response; however, that
response is not as strong as the response produced by the endogenous ligand.

One example of how interaction of a
toxicant with a receptor can trigger tran-
scription is the induction of the enzyme
cytochrome P450 by 

 

xenobiotics

 

 (foreign
substances). The 

 

cytochrome P450-depen-
dent monooxygenases

 

 are a large group of
enzymes important in the metabolism
and detoxification or activation of many
xenobiotic compounds. Levels of the various forms of P450 are responsive
to the concentrations of xenobiotics in the body. In other words, the presence
of certain xenobiotics can trigger an increase in synthesis of P450 enzymes,
a process called 

 

induction. 

 

For at least some forms of P450, induction appears
to be mediated by receptor binding. For example, the xenobiotic chemical
dioxin (also known as TCDD) has the ability to induce the synthesis of one
form of P450 (CYP1A) through interaction with a specific receptor, the 

 

Ah
receptor

 

. TCDD enters liver cells (where most xenobiotic metabolism occurs)
and binds to this receptor in the cytoplasm. The 

 

receptor–ligand complex

 

 then
moves into the nucleus, where it interacts with DNA to initiate the transcrip-
tion of several genes, including the gene that encodes the form of P450 that
metabolizes TCDD. Many other xenobiotics with similar chemical structures
to TCDD also act as agonists for this same cytosolic receptor, and can also
initiate synthesis of the enzyme. Other forms of P450 are induced by other
chemicals (including phenobarbital, ethanol, and other drugs and toxicants).
Inhibitors of P450 include carbon monoxide and piperonyl butoxide.

Several receptors are actually ligand-
activated transmembrane ion channels.
Many of these are found in the nervous
system, where communication between
neurons is mediated by chemicals called
neurotransmitters. Neurotransmitters are
synthesized and released by 

 

presynaptic

 

neurons, migrate across the 

 

synapse

 

 (the

Cytochrome P450
See also:

Biotransformation
Ch. 3, p. 33

Toxicogenomics
Ch. 5, p. 89 

Neurotransmitter
Receptors
See also:

Neurotoxicology
Ch. 10, p. 191 
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space in between neurons), and ultimately bind to receptors on neighboring

 

postsynaptic

 

 neurons. The presence of a particular receptor determines the
nature of the synapse. When acetylcholine receptors are present in the
postsynaptic membrane, the synapse is termed cholinergic because it will
respond to acetylcholine. Adrenergic synapses have receptors that respond
to norepinephrine, GABAergic synapses contain receptors that respond to
GABA, and so on for the many different neurotransmitter substances that
exist in the nervous system.

Two of these neurotransmitter/receptor systems in the nervous system are
the 

 

γ

 

-aminobutyric acid 

 

(GABA)

 

 receptor

 

 system and the 

 

nicotinic acetylcholine
receptor

 

 system (Figure 4.7). These receptors incorporate ion channels that
are opened in response to binding by chemical messengers called neurotrans-
mitters. GABA receptors incorporate a chloride ion channel and are com-
posed of primary alpha, beta, and gamma subunits. Acetylcholine receptors
are more complex, with four different genes encoding protein subunits. The
alpha subunit, which binds the neurotransmitter, occurs twice in the mole-
cule, along with one of each of the beta, gamma, and delta subunits, arranged
in a rosette that has been observed by electron microscopy. Agonists for the
GABA receptor include drugs such as barbiturates and benzodiazepines;
antagonists include lindane, an insecticide. 

 

Nicotine

 

 is an agonist of the
nicotinic cholinergic receptor, while 

 

curare

 

, the muscle relaxant and Amazo-
nian hunter’s arrow-tip poison, acts as a blocker at that receptor.

Toxicants may also interact with receptors that are coupled to intracellular
effectors through intermediaries such as 

 

G proteins

 

,

 

 

 

or by enzymes such as
tyrosine kinases. G proteins are comprised of three subunits: an alpha sub-
unit, a beta subunit, and a gamma subunit. In their resting state, these three
subunits can be found associated together in the membrane near their affil-
iated receptor. In this resting state, the alpha subunit of the G protein is
bound to a molecule called guanosine diphosphate (GDP). When a ligand
binds to the receptor, the structure of the receptor is altered and it develops
a high binding affinity for the G protein complex. Binding of the complex

 

FIGURE 4.7

 

The GABA and acetylcholine receptors, and toxicants that bind to them.
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to the receptor triggers the replacement of GDP with the molecule guanosine
triphosphate (GTP), which in turn leads to the dissociation of the alpha
subunit from the rest of the protein. The alpha subunit is now activated and
can bind to various intracellular targets and either activate or inactivate
them. Binding of the alpha subunit to a target stimulates hydrolysis of GTP
to form GDP, which inactivates the alpha subunit. The inactivated subunit
returns to the other two subunits, and the G protein returns to its resting
state, ready to be activated again. This process is shown in Figure 4.8. One
example of a receptor that is linked to G proteins is the muscarinic acetylcho-
line receptor. Muscarine toxin from the fly agaric mushroom, Amanita muscaria,
is an agonist for this receptor; atropine, another toxin of botanical origin, is
an antagonist.

Many ligand–receptor systems (such as G protein-linked receptors) ulti-
mately produce their effects through activation of second messenger systems,
which link the signal produced by binding of the ligand to the receptor with
functional changes within the cell. Often, binding activates the enzyme ade-
nylate cyclase, which catalyzes the conversion of ATP into cyclic AMP. Cyclic
AMP is then involved in activation of a group of enzymes called protein
kinases, which catalyze the phosphorylation of other proteins, leading to
changes in cell function. In an alternative system, activation of an enzyme,
phospholipase C, leads to the production of the molecules diacylglycerol and
inositol (1,4,5)-triphosphate, which can themselves activate protein kinases
or produce increases in intracellular calcium levels.

FIGURE 4.8
The steps involved in activation of a target protein following the binding of a ligand to a G
protein-linked receptor.
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Second messenger systems can also be targets for toxicants. There is some
evidence that interference with calcium metabolism, for example, may be a
factor in the mechanisms by which some chemicals produce cell death. Other
studies, however, point to abnormal increases in calcium levels in dying cells
as a result of rather than as the cause of cellular injury.

Effects of Toxicants on Voltage-Activated 
Ion Channels

Another category of transmembrane ion
channels includes those that respond to
local voltage change in charged mem-

branes such as the nerve axon. The passage of an impulse through the nerve
axon is an electrical phenomenon in that the impulse is actually a wave of
ionic depolarization. Because neurons are polarized with a negative internal
charge, the opening of sodium ion channels has a depolarizing effect as
positive ions flow inward with the sodium gradient. Following the opening
of sodium channels, a second wave of channels, in this case potassium
channels, also open. The opening of these channels allows the potassium
gradient to be dispelled through the movement of potassium ions out of the
neuron. Once initiated, the wave of depolarization initiated by the sodium
channel opening passes completely down the axon in a wave known as the
action potential. The action potential requires no energy; however, once com-
pleted, ATP is used to drive ion pumps to restore the resting sodium and
potassium gradients.

Upon reaching the presynaptic membrane at the end of a neuron, the
electrical impulse must be converted into a chemical signal for transmission
of the signal to neighboring neurons. First, voltage-activated calcium chan-
nels open and calcium flows into the cells due to a very strong concentration
gradient. The change in intracellular calcium concentration then leads to the
release of a neurotransmitter, which can then cross the synapse to bind to
receptors on the postsynaptic neuron.

Both sodium ion channels and potassium ion channels have been described
by cloning and sequencing of the genes that encode them. In the process of
cloning genes for channels, the expression of activity can be observed by
injecting messenger RNA into Xenopus oocytes, which then produce the
protein and incorporate the channels into the oocyte membrane. If the protein
is produced and incorporated, voltage stimulus results in channel opening.

Voltage-activated sodium channels are
the molecular site of action of tetrodotoxin
(TTX), an alkaloid found in skin and
gonads of the globe fish, Spheroides
rubripes, and in certain newts and frogs.
Saxitoxin, from the dinoflagellates Gon-
yaulax catenella and Gonyaulax tamatensis

Action Potential
See also:

Neurotoxicology
Ch. 10, p. 188 

TTX, STX
See also:

Neurotoxicology
Ch. 10, p. 188 

TTX, STX Appendix, p. 349 
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(of poisonous red tide), also acts specifically on the sodium ion channel. Both
toxins block the sodium channel and are among the most toxic naturally
occurring chemicals known, with median lethal doses in mice of approxi-
mately 10 mg/kg by intraperitoneal injection. Batrachitoxin, on the other
hand, increases permeability to sodium. It appears that poisoning of only a
small percentage of sodium ion channels can be lethal. This is due to the
necessity of maintaining a resting potential that is more negative than the
threshold for the action potential. Leakage of sodium ions through a few
poisoned channels results in a resting potential that is too close to the thresh-
old, causing hyperexcitability of the neuron.

Effects of Toxicants on Transport Proteins

While there are several different proteins that function in transport, probably
the most well known is hemoglobin, an oxygen-carrying molecule found in
red blood cells. In vertebrates, the hemoglobin molecule is made up of four
amino acid chains, with each chain possessing an iron-containing structure
called a heme group, which is capable of carrying a molecule of oxygen.
The binding of oxygen to the heme group of one of the amino acid chains
alters the conformation of the remaining chains to make oxygen binding
easier. Likewise, the release of oxygen by one heme group produces a con-
formational change that encourages oxygen release by the other heme
groups as well. The net result is that hemoglobin loads oxygen easily in
areas rich in oxygen and unloads it promptly in areas low in oxygen. Around
98% of the oxygen in the bloodstream is carried by hemoglobin; the remain-
ing 2% is dissolved in the blood plasma.

Carbon monoxide (CO) is a toxicant that
interferes with the functioning of hemo-
globin by competing with oxygen for
binding to the heme groups. In humans,
hemoglobin has a much higher affinity for
carbon monoxide than for oxygen (by a
factor of 200), so even very small amounts
of carbon monoxide can effectively block
oxygen binding. Carbon monoxide poi-
soning is particularly insidious because
the potential compensatory responses to oxygen deprivation are not trig-
gered by reduction in oxygen binding by hemoglobin, but only by changes
in dissolved oxygen levels (which are affected little, if at all, by moderate
levels of carbon monoxide). Thus, in carbon monoxide poisoning there is no
sensation of struggling for breath, but just gradual loss of consciousness.
Poisoning is treated with oxygen, often with a little carbon dioxide added
to stimulate breathing. Under normal circumstances, less than 1% of a per-
son’s circulating hemoglobin carries carbon monoxide; for smokers, how-
ever, the figure is closer to 5 to 10% because of exposure to the carbon
monoxide given off in cigarette smoke. 

Carbon Monoxide
See also:

Cardiovascular
toxicology Ch. 9, p. 177

Environmental
toxicology Ch. 17, p. 306

Carbon monoxide
Appendix, p. 338 
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Another alteration that can prevent
hemoglobin from carrying oxygen is the
oxidation of the heme iron from the fer-
rous (Fe+2) to the ferric (Fe+3) state. A
hemoglobin molecule with these oxidized
heme irons is called methemoglobin. A
small percentage of circulating hemoglo-
bin exists normally in this state; however,
exposure to certain chemicals can dramat-
ically increase methemoglobin levels,

leading to a condition called methemoglobinemia. One such group of chemicals
is the nitrates. These highly water-soluble compounds found in sewage
wastes and fertilizers are frequent groundwater pollutants. They are also
used in the processing and preservation of meats. Nitrates are converted in
the gastrointestinal system to nitrites, which then oxidize heme iron to pro-
duce methemoglobin.

Methemoglobinemia is relatively rare in adults, because of the existence
of a biochemical system that can reduce the oxidized heme iron, converting
methemoglobin back to hemoglobin. Infants, however, are deficient in this
enzyme, a factor that puts them at special risk. Most cases of methemoglo-
binemia occur in infants in rural areas where nitrate-contaminated well water
is used to prepare formula. Affected babies literally turn blue, but termina-
tion of exposure and prompt medical attention usually lead to recovery. One
possible treatment for methemoglobinemia is administration of the com-
pound methylene blue, which stimulates reduction of the oxidized heme iron.

Interestingly enough, there is one case in which formation of methemo-
globin is deliberately induced, and that is the treatment of cyanide poisoning.
Nitrites are administered in order to produce moderate levels of methemo-
globin, to which cyanide binds with an even higher affinity than it does to
cytochrome oxidase. Administered along with the nitrites is a compound
called sodium thiosulfate, which converts the cyanide in the bloodstream to
thiocyanate (which can then be excreted).

Effects of Toxicants on Lipids

Lipids, of course, play a major role in the structure and function of cell
membranes. Cell membranes are composed of a phospholipid bilayer (Figure
4.9) with an internal hydrophobic region consisting of the hydrocarbon tails
and an external hydrophilic region made up by the phosphate heads of the
phospholipids. Certain proteins, including receptors and ion channels, have
a tertiary structure with strongly hydrophobic regions, allowing them to be
imbedded in the membrane. Membranes are dynamic, having fluidity as well
as constant turnover with incorporation of newly synthesized components.

Nitrates and Nitrites
See also:

Cardiovascular toxicology
Ch. 9, pp. 173, 177

Environmental
toxicology Ch. 17, p. 323

Nitrates, nitrites
Appendix, p. 242 
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Highly lipophilic substances may dis-
solve readily into membranes because
they reach much higher equilibrium con-
centrations in lipid than in the blood.
Organic solvents and anesthetic gases are
among the substances with narcotic activ-
ity that appears to be correlated to lipid solubility. These compounds may
dissolve in membranes of the central nervous system, the heart, and other
organs, most likely exerting their toxic effects through alteration of mem-
brane structure and function. This creates a situation where a compound can
affect cellular function without specific binding to the molecule involved.
For example, alterations of membrane fluidity can affect the function of
membrane-bound proteins by altering the physical and chemical character-
istics of their surroundings. There is, in fact, evidence that high concentra-
tions of anesthetics increase lipid fluidity of membranes; however, this effect
is not observed at normal anesthetic concentrations.

The fatty acid chains of many membrane phospholipids are unsaturated
(contain double bonds). These unsaturated fatty acids are susceptible to
damage through a process called lipid peroxidation. In lipid peroxidation, free
radicals (molecules with unpaired electrons) formed from halogenated hydro-
carbons and other xenobiotics attack fatty acids, removing hydrogen atoms
and converting the fatty acids into free radicals themselves. These fatty acid
free radicals then react with oxygen to form additional free radicals and
unstable peroxides (which can also break down, yielding even more free

FIGURE 4.9
The phospholipid bilayer as found in membranes.

Proteins

Hydrophobic
hydrocarbon “tails” Hydrophilic

phosphate “heads”

Organic Solvents
See also:

Neurotoxicology
Ch. 10, p. 211 

2856_book.fm  Page 65  Thursday, November 17, 2005  10:28 AM



66 Principles of Toxicology, Second Edition

radicals). Thus, the process spreads, which can lead to structural and func-
tional damage not only to the plasma membrane, but also to the membranes
of cellular organelles, such as the endoplasmic reticulum (Figure 4.10).

Effects of Toxicants on Nucleic Acids

The nucleic acid DNA is built of units called
nucleotides, each of which consists of a base
(adenine, guanine, cytosine, or thymine), a
phosphate, and a deoxyribose sugar.
Nucleotides can be linked together through
covalent bonds between the phosphate of one nucleotide and the sugar of the
next. The DNA molecule itself consists of two complementary chains of nucle-
otides, meaning that each nucleotide in one chain is paired opposite a specific
partner in the other chain. A nucleotide containing the base cytosine will always
pair with a nucleotide containing the base guanine. Likewise, a nucleotide
containing adenine will always pair with a nucleotide containing thymine. The

FIGURE 4.10
The steps involved in lipid peroxidation. A hydrogen atom (1P + 1E) is pulled off of a polyunsat-
urated fatty acid (which has weak C-H bonds). The resulting radical reacts with oxygen to form
a peroxyl radical, which can pull a hydrogen off another fatty acid, thus propagating the cycle.
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two chains are held together by hydrogen bonds that form between the base
pairs, and twist the chains together in a form called a double helix (Figure 4.11).

The toxicants that interact with and produce changes in cellular DNA are
described by the general term mutagens. Most mutagens interact with the base
portions of nucleotides. Some may delete portions of bases, such as nitrous
acid, which can remove an amine group from adenine or cytosine (a process
called deamination). Other compounds (mustard gas, for example) act as alky-
lating agents, adding alkyl groups to bases, while still others replace nucleotides
that they closely resemble. Also, exposure to ultraviolet light and ionizing
radiation can cause cross-linking between DNA bases. Enzyme systems exist
that can deal with such damage, repairing or removing and replacing damaged
nucleotides. Unrepaired damage, however, can lead to mutagenicity or carci-
nogenicity due to misreading or incorrect replication of DNA during cell
division. These topics will be discussed in more detail in Chapter 5.

Toxicants may also interact with DNA without producing the damage
characteristic of mutagens. Some toxicants may be the correct molecular size
and shape to bind to DNA and influence gene expression through acting as
transcription factors. Transcription factors bind to DNA and initiate transcrip-
tion of adjacent genes.

Mechanisms of Cell Death

Apoptosis

Cell death is a necessary event in the life of a multicellular organism. During
the process of development, for example, structures are formed that will be
removed before the process is complete (flaps of tissues between the fingers,
for example). It is also advantageous to have a mechanism for removing

FIGURE 4.11
The double-helix structure of DNA.
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cells that are damaged and dysfunctional. This programmed cell death is
referred to as apoptosis.

Apoptosis involves a number of readily observable cellular changes. In
cells that are undergoing apoptosis, the cellular chromatin condenses near
the nuclear membrane, and the nucleus and cytoplasm shrink and then
dissociate into fragments that are then phagocytized by neighboring cells.

Research in recent years has been focused on understanding the molecular
steps involved in apoptosis. It is clear that in most cells, proteins known as
caspases are the ultimate “executioners.” These proteases attack various struc-
tural and functional protein targets within the cell, leading to cellular death.
They also activate some of the DNases that produce that fragmentation of DNA
that is characteristic of apoptosis. But what triggers caspase activation? Evi-
dence indicates that a mitochondrial protein called cytochrome c may play a
significant role. Cytochrome c is coded for by a nuclear gene. Following its
synthesis, the molecule is transported into the mitochondria, where further
modifications (including the addition of a heme group) take place. Cytochrome
c is released from the mitochondria during the process of apoptosis, where it
binds to a protein called Apaf-1 and initiates a cascade of caspase activation.

Release of cytochrome c from the mitochondria appears to occur as part
of what has been called the mitochondrial permeability transition (MPT), where
the opening of a channel termed the permeability transition pore (PTP) leads
to a dramatic increase in permeability that allows the release of cytochrome
c and other molecules. During the MPT, mitochondria become permeable to
anything smaller than 1500 kDa, and the opening of even a single pore may
be sufficient to produce the loss of membrane potential that accompanies
the MPT.

Evidence has indicated that the influence of pro-apoptotic regulator mol-
ecules, including the proteins Bax and Bad, as well as anti-apoptotic regulator
proteins like Bcl-2 and Bcl-xL, is mediated through their ability to stimulate
or block the mitochondrial permeability transition. Other molecules that may
play a role in regulation of apoptosis include trophic or growth factors and
tumor necrosis factor.

Some studies have also pointed to alternative mechanisms for apoptosis
that do not involve the caspases. This is based on evidence that cell death
can and does occur in mice that are genetically engineered to be deficient in
certain caspases. A protein called AIF, which can induce apoptotic changes,
has been identified and may play a role in these pathways.

Necrosis

Apoptosis stands in contrast to another type of cell death called necrosis,
which is characterized by swelling of the cell and nucleus, swelling of mito-
chondria, and membrane disruption. Necrosis is typically triggered by injury
to the cell and can release factors that are harmful to surrounding cells.
Actually, the steps involved in necrosis have a lot in common with the steps
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involved in apoptosis. Both probably involve initiation of the mitochondrial
permeability transition, and some chemicals are capable of causing both
necrosis and apoptosis, depending on exposure levels and other conditions.
Some studies have indicated that it is the energy state of the cell, i.e., the
amount of ATP present, that determines which route an injured cell will take.
One hypothesis states that the number of mitochondria undergoing MPT is
a major determinant in the apoptosis/necrosis decision. Cells that are less
severely damaged have fewer mitochondria involved and may either survive
the damage or, at a certain threshold of involvement, trigger their apoptotic
program. Cells that are more severely damaged, however, may have virtually
all of their mitochondria involved, and may not have sufficient cellular
resources to carry out the apoptotic program. These cells would then
undergo necrosis.

One factor that has been associated with necrosis is impairment of calcium
regulation. Toxicants may directly affect calcium levels (which are normally
quite low in the cytoplasm of the cell) through interference with calcium
transporters, or through interference with energy metabolism (preventing
the cell from carrying out active transport of calcium or other ions). Elevated
calcium levels in the cytoplasm can stress mitochondria as they work to pick
up and sequester the excess calcium, costing the cell ATP and diminishing
the mitochondrial membrane potential in the process. Excess calcium can
also interact with the cytoskeletal protein actin (leading to blebbing of mem-
branes), can activate damaging hydrolytic enzymes, and may enhance the
formation of reactive species such as free radicals. This can lead to the total
breakdown of cellular mechanisms that have been associated with progres-
sion of a cell to necrosis.

Stress, Repair, and Recovery

Even damaged cells, of course, may
undergo repair if the damage is not so
severe as to trigger apoptosis or necrosis.
On the molecular level, damaged pro-
teins, lipids, and nucleic acids may be
repaired or resynthesized. For example, DNA repair is a major factor in
protection against carcinogenesis.

Cells that have been stressed by chemical insult may also alter their basic
metabolic processes, dramatically reducing protein synthesis. This response
to stress has been documented in many different biological systems and
typically features the induction (increased synthesis) of a specific group of
proteins, which were first termed heat shock proteins due to their initial
discovery in cells exposed to hyperthermia (elevated temperatures.)

An entire family of these proteins, now more generally known as stress
proteins, has since been identified. Ranging in size from approximately 15 to
110 kDa in molecular weight, some of these proteins are constitutive (are

DNA Repair
See also:

Carcinogenesis Ch. 6, p. 110 
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found in the cell under normal conditions), while others have been found
to be induced in response to a variety of cellular stresses, including heavy
metals, oxidative stress, and ischemia. The manufacture of these proteins
seems to be an adaptive response, conferring resistance to further stresses.

The mechanism of how induction occurs in eukaryotes is relatively well
understood and involves binding of an activated heat shock factor protein (HSF)
to a responsive heat shock element (HSE) in the genome, which initiates the
processes of transcription and translation for these proteins.

The existence of stress proteins in many species certainly argues for a
central role for these proteins in fundamental cell processes, and heat shock
protein induction has, in fact, been explored in relationship to a number of
basic cellular phenomena. Many stress proteins seem to function as molec-
ular chaperones by regulating protein folding, while others play a role in
regulating the function of receptors such as the glucocorticoid receptor.
Stress proteins may also play a role in cell death, and possibly in oncogenic
transformation.

On a larger scale, cells that have under-
gone apoptosis or necrosis may be
replaced by stimulation of cell division in
the cells that remain behind. Some tissues,
in fact, have a dedicated population of
stem cells that stand ready to proliferate
and differentiate to replace cells that have
been damaged or destroyed. Stimulation
of this replacement activity is mediated by
release of chemical signaling molecules
from the damaged cells, and may involve
macrophages and other cells of the
immune system. In general, tissue
response to injury is termed inflammation

and typically involves increase in blood flow to the injured area, increased
capillary permeability, and recruitment of immune system cells such as
macrophages, white blood cells, and fibroblasts to the area. Although inflam-
mation is normally a beneficial response, excessive activity of cells such as
fibroblasts can lead to the accumulation of extracellular materials like col-
lagen to a degree that hampers the functionality of the tissue. This overpro-
duction is termed fibrosis and is a factor in chemical-induced tissue damage
in many organ systems.

Case Study: Cyclooxygenase Inhibitors

One example of a group of drugs with a mechanism of action that produces
both therapeutic effects and side effects is the cyclooxygenase inhibitors.

Inflammation
See also:

Immunotoxicology
Ch. 13, p. 249 

Fibrosis
See also:

Respiratory
toxicology Ch. 8, p. 157

Hepatotoxicology
Ch. 11, p. 228 
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Cyclooxygenases (COXs) are enzymes that catalyze the conversion of arachi-
donic acid (which is released from cell membranes by another class of
enzymes called phospholipases) into a compound called prostaglandin G2

(PGG2). PGG2 is then converted into prostaglandin H2 (PGH2), which serves
as the starting point for the synthesis of a variety of other prostaglandins, as
well as a compound called thromboxane.

Prostaglandins and thromboxane are found in almost all tissues and medi-
ate a variety of processes, including vasodilation, vasoconstriction, platelet
aggregation, chemotaxis, smooth muscle contraction, smooth muscle relax-
ation, kidney function, and pain sensation. These effects are mediated by the
binding of various prostaglandins and thromboxane to as many as nine
different categories of G protein-linked receptors. The response of a tissue
to prostaglandins depends upon which prostaglandins are produced in that
tissue as well as which receptors are present.

It has long been known that prostaglandin-mediated physiological effects
could be blocked by compounds that act as inhibitors of cyclooxygenases.
One example of a drug that interferes with the prostaglandin system is aspirin
(acetylsalicylic acid, a derivative of the naturally occurring compound sali-
cylate). Aspirin irreversibly inhibits COX through acetylation of a hydroxyl
group of a serine residue on the enzyme, which then prevents binding of
arachidonic acid. The resulting blockade of prostaglandin synthesis is then
responsible for the therapeutic effects of aspirin:

• Antipyresis (lowering of elevated body temperature)
• Analgesia (pain relief)
• Anti-inflammatory effects
• Reduction in platelet aggregation
• Reduction in cancer risk

as well as the side effects of aspirin therapy:

• Gastric ulceration (due to effects on acid secretion)
• Acid–base disturbances (due to effects on respiration, metabolism,

and kidney function)
• Hepatotoxicity, including association with Reye’s syndrome (see

Chapter 11), a rare condition seen most often in children who have
been treated with aspirin for viral illnesses

• Prolongation of bleeding time
• Central nervous system effects, ranging from tinnitus (ringing in the

ears) to respiratory depression and coma

Recently, it was discovered that the COX enzyme is actually a family of
enzymes. The COX-1 isoform is expressed constitutively (in other words, is
present all the time) and seems to play a role in maintenance of normal tissue
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homeostasis. In contrast, the COX-2 isoform is induced during inflammation
(the tissue’s response to injury; see Chapter 13) and seems to play a major
role in that process. Interestingly, the active site of COX-2 was discovered to
differ somewhat from the active site of COX-1, raising the possibility of
selective inhibition of the two isoforms. In particular, there was a great deal
of interest in the possibility of blocking the inflammatory effects mediated
by COX-2 without impacting the homeostatic functions mediated by COX-1.

This new opportunity was taken advantage of by a number of pharma-
ceutical companies, who moved quickly to develop selective COX-2 inhibi-
tors. These drugs included Celebrex® (celecoxib), Vioxx® (rofecoxib), and
Mobic® (meloxicam), and they were quickly approved by the FDA (in 1998,
1999, and 2000, respectively) and put to use treating patients with rheuma-
toid arthritis, osteoarthritis, and other inflammatory conditions. However,
in 2004 a long-term study of the effect of rofecoxib on development of
recurring colon polyps was terminated early due to data that indicated an
increased risk of heart attack and stroke in patients on rofecoxib, compared
to patients on a placebo. Merck and Co., Inc., the maker of Vioxx, then
voluntarily withdrew the drug from the market. Shortly thereafter, a second
clinical trial, involving the effect of celecoxib on development of recurring
colon polyps, was also terminated early following similar results. A study
with lower doses of celecoxib did not show increased risk of cardiovascular
problems and was not terminated.

Clearly, the link between mechanism of action and physiological effects of
inhibition of the COX enzymes is not yet completely understood. In fact, the
existence of a third isoform, COX-3, has now been suggested, which may be
inhibited by acetaminophen and other analgesic drugs. Also, questions have
been raised as to whether the potential cardiovascular risk apparently asso-
ciated with these drugs should have been identified earlier, rather than many
years following drug approval. The only thing that is certain is that much
work remains to be done in understanding the mechanisms of action of this
clinically important category of drugs.
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5

 

Genomics and New Genetics in Toxicology

 

Introduction

 

The study of 

 

genomics

 

 is based upon information first gathered in an orga-
nized way in an undertaking known as the 

 

Human Genome Project

 

. This
project was executed by an international consortium and resulted in a data
bank of the linear sequence of DNA over not only all human chromosomes,
but also those of a number of model species. These data (GenBank) are freely
available to international science through the National Center for Biotech-
nology Information (NCBI) of the National Library of Medicine, U.S. Build-
ing on this foundation, the information in this databank accumulates as the
genomes of additional species are analyzed. The availability of this linear
sequence data has led to the growing disciplines of genomics, comparative
genomics, bioinformatics, systems biology, and toxicogenomics.

 

The Human Genome Project

 

Semiautomation of methods for determining the sequence of DNA, combined
with the development of very large insert libraries, allowed the contemplation
of defining the entire genome of humans and several model species. The
Human Genome Project, authored by the U.S. National Institutes of Health,
was organized internationally with primary laboratories in the U.S., U.K.,
and Japan, with one laboratory designated to analyze each chromosome. The
race was joined competitively by Celera Genomics, a commercial laboratory
that adopted a shotgun approach to analysis vs. the hierarchical approach of
the government project. (Shotgun sequencing is faster but more prone to
error.) This challenge seemed to speed the process — completion of the
analysis, with a few gaps outstanding, was announced in a joint bulletin in
2000 and published in February 2002, 2 years ahead of schedule.
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It was observed that the human genome consisted of approximately 50,000
putative protein encoding genes in the 60% of the DNA covered by the initial
sequence. The remainder was initially considered “junk DNA,” which did not
possess the attributes of typical genes. Genes were sorted according to known
function of their encoded proteins, resulting in the initial surprise that over
20% of genes appeared to encode factors with regulatory roles over other genes,
including the group of proteins known as 

 

transcription factors

 

. Perhaps the most
important finding was that approximately half the apparent genes could not
be neatly pigeonholed with other genes of known function. Thus, the project
had revealed a large deposit of valuable information to be mined by govern-
ment or industry, opening up a vast potential for new drug discovery.

The lumping together of genes for proteins of known function is one aspect
of the overall study of gene ontology. Various approaches are applied to
determine the function of an orphan gene that falls into no known category.
One is to express the gene in an artificial system such as a cell culture, collect
the protein that is manufactured, and analyze its function. Another approach
is to 

 

knock out

 

 (inactivate) the gene in a model species of interest and observe
the functional impact of the loss of the protein. The approach of knocking
out, or negating, genes was accelerated by the serendipitous discovery 

 

of
RNA interference 

 

(RNAi), a type of defensive mechanism in eukaryotes in
which foreign RNA is degraded. It was discovered that if foreign RNA with
a sequence similar to that of a specific mRNA produced by a cellular gene
was introduced into a cell, the cell would destroy not only the foreign RNA,
but the similar endogenous mRNA as well (Figure 5.1). This area of research
can yield many knockout mutants whose physiological changes can give
clues to the functions of the genes, and thus advance the realm of gene
ontology (Figure 5.2).

 

Model Organisms and Comparative Genomics

 

The Human Genome Project included five model organisms. The relatively
small genomes of the bacterium 

 

Escherichia coli

 

,

 

 

 

the yeast 

 

Saccharomyces cer-
evisiae

 

, and the nematode 

 

Caenorhabditis elegans

 

 were useful for testing var-
ious strategies for acquiring the entire sequence of an organism, and indeed,
complete analysis of those models was accomplished rapidly. The larger
genome of the fruit fly, 

 

Drosophila melanogaster

 

, required more time, but the
vast array of genetic manipulations available in fruit flies and the various
and detailed genetics maps of this species made this a very important model
to include. It was eventually completed, 2 years prior to the completion of
the human genome.

The house mouse, 

 

Mus musculus

 

, serves as the best-known genetic model
among mammals, and the completion of the mouse genome 2 years after
the human genome provided many insights when the sequences were finally
aligned. For example, it became apparent that “junk DNA” of mouse resem-
bled that of humans in the large proportion of short and long interspersed
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FIGURE 5.1

 

RNA interference. Foreign double-stranded RNA is degraded by RNAse. Fragments of the
foreign RNA bind to complementary regions of endogenous mRNA and trigger its degrada-
tion also.

 

FIGURE 5.2

 

Functional categories of protein products of genes (approximate percentages). (Based on data
from Venter, J.C. et al., 

 

Science

 

, 291, 1304, 2001.)
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nuclear elements (SINEs and LINEs). These are repeated DNA sequences
that can move (

 

transpose

 

) within the genome, LINEs coding for enzymes that
can then make copies of the original sequence and insert it elsewhere in the
genome. These sequences may then play a role in indirectly regulating
nearby genes when they are transcribed, or undergo transposition.

Another model species was 

 

Arabidopsis

 

, a small plant for which much
genetic information had been previously accumulated. The complementary
nature of a plant model offers many advantages when seeking to understand
vital aspects in the structure of the human genome.

Model organisms have proven to be extremely useful in discovering the
functions of newly discovered human genes. 

 

Orthologous genes

 

 are those
having a highly similar primary sequence in another species; these are
revealed from GenBank in minutes, or sometimes seconds, by a computer-
ized search that can be executed over the Internet by simply entering any
nucleotide or amino acid sequence of interest. The computerized search
employs 

 

hidden Markov models

 

 to align the queried sequence of letters to the
database of nearly 38 billion nucleotide bases (accumulated as of February
2004 and still increasing exponentially). GenBank returns a statically ordered
list of potential matching orthologs with links to original entries, and 

 

anno-
tations

 

 describing ontology and other information. When a gene has
appeared to be conserved among related species in a putative evolutionary
lineage, it can be declared a 

 

homologous gene

 

.
Many genes appear to have been dupli-

cated and diverged over time into 

 

multi-
gene families

 

.

 

 

 

Members of these families
are sometimes referred to as 

 

paralogous
genes

 

. If the same family appeared in mul-
tiple diverse species, the members would
be homologous to each other; such is the

case with the large superfamily of 

 

CYP

 

 genes, which are very important in
toxicology. An incredible example of paralogous genes is the set of 

 

homeotic
genes

 

 discovered to control aspects of embryonic development. These were
discovered first in 

 

Drosophila 

 

(by Edward B. Lewis, Christiane Nusslein-
Vollard, and Eric Wieschaus, who were eventually rewarded with the Nobel
Prize in Medicine). Work was extended in the beetle, 

 

Tribolium casteneum

 

,
where it was demonstrated that the homeotic genes are present along chro-
mosome in the same order as the segments of the beetle that each controls
in embryonic development. This was the erudite observation of an insecti-
cide toxicologist turned geneticist and now genomicist, R.W. Beeman of the
U.S. Department of Agriculture. Homeotic genes are also now recognized
as having homologous genes in humans.

Thus, in many cases, the function of the homologous gene in a model
species can be determined experimentally, and the information then extrap-
olated to an understanding of the human gene. For example, the technique
of RNA interference, as described earlier, was developed and exploited in

 

Caenorhabditis

 

 

 

elegans

 

 with astonishing speed and was employed by a con-

Cytochrome P450
See also:

Biotransformation
Ch. 3, p. 33 

Genomics Ch. 5, p. 89 
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sortium to knock out many of the genes of the nematode. The mutants
produced by this technique provided clues to the function of many protein
products of genes. Similarly, in 

 

Drosophila

 

, the impact of insertions of known
transposable elements resulting in mutant phenotypes can be traced by
mapping and analysis of the DNA flanking the new insertion in a technique
known as 

 

transposon tagging

 

.
Comparative genomics is expanding from the original five model species

as the techniques honed during the project are applied more efficiently.
The next tier of mammalian genomes that are being sequenced include
many domesticated species, such as cows, pigs, dogs, cats, horses, etc.
(Table 5.1). The rat genome also will be completed and scrupulously com-
pared to the mouse. Also notable among vertebrate species are the zebra
fish, important for its amenability to embryological experimentation, and
the salmon, for which commercial interests are among the incentives for
understanding and manipulating its genome. A major initiative on micro-
organisms is also adding many bacteria and fungi to the list of genomes
being analyzed. As an example of an application with practical utility in
combating infectious disease, the genomes of the malaria organism, 

 

Trypa-
nosoma brucei

 

, and its important mosquito vector, 

 

Anopheles gambaei

 

, have
been analyzed. This accomplishment had the additional benefit of provid-
ing close comparative genomics between dipteran insects when this mos-
quito and fruit fly sequences were aligned. Finally, the National Science
Foundation has established a Tree of Life project, with the goal of using
genomic information to further elucidate phylogentic relationships
between the major taxa.

 

Toxicogenomics

 

Knowledge of the genetic code provides new insights into the function of
the cell. Expression of each gene can be monitored with time to observe how
genes are turned off and on during development. The normal and diseased
states can be compared to identify perturbations in gene expression, and this
can also be applied to learn the mechanism of poisoning by a chemical. In
fact, Gene Expression Omnibus of the National Center for Biotechnology
Information seeks to collect a common database across platforms for exper-
iments measuring gene transcripts.

 

Monitoring Transcription: Gene Expression and Microarrays

 

A gene is expressed when its code is transcribed into an RNA molecule,
called a primary transcript. The transcript is then converted into messenger
RNA by removing 

 

introns

 

 (noncoding segments) and splicing together

 

exons 

 

(the coding segments along with leader and trailer segments). The
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messenger RNA is then translated into a protein that may have a particular
catalytic function in the cell (e.g., it might be among the enzymes in a
metabolic pathway to produce energy from food), or it might be a regulator
of other genes (a summary of transcription and translation can be found
in Figure 5.3).

One emphasis of toxicogenomics is the study of the 

 

proteome

 

, which is
a newly invented term for all the proteins encoded in the DNA. This is
often studied by inference in that it is the quantity of the mRNA that is
measured, and not that of the protein per se. The messenger RNA mole-
cules produced by a cell can be identified, and a complementary DNA
molecule can be synthesized to represent each one. These complementary

 

TABLE 5.1

 

Eukaryotic Species (35) for Which Computerized Maps Linking to Sequences of DNA 
Were Available through Map Viewer (National Center for Biotechnology Information, 

 

U.S.) on January 7, 2005

 

Protozoans Fungi Plants

Plasmodium falciparum Candida glabrata
Debaryomyces hansenii
Encephalitozoon cuniculi
Eremothecium gossypii
Gibberella zeae
Kluyveromyces lactis
Magnaporthe grisea
Neurospora crassa
Saccharomyces cerevisiae

 

 
(baker’s yeast)

 

Schizosaccharomyces pombe 

 

(fission yeast)

 

Yarrowia lipolytica

Arabidopsis thaliana

 

 (thale 
cress)

 

Avena sativa

 

 (oat)

 

Glycine max

 

 (soybean)

 

Hordeum vulgare

 

 (barley)

 

Lycopersicon esculentum

 

 
(tomato)

 

Oryza sativa

 

 (rice)

 

Triticum aestivum

 

 (wheat)

 

Zea mays

 

 (corn)

 

Invertebrates
Insects

Vertebrates
Mammals

Anopheles gambiae

 

 (mosquito)

 

Apis mellifera

 

 (honey bee)

 

Drosophila melanogaster

 

 (fruit 
fly)

 

Nematode
Caenorhabditis elegans

 

 
(nematode)

 

Bos taurus

 

 (cow)

 

Canis familiaris

 

 (dog)

 

Felis catus

 

 (cat)

 

Homo sapiens

 

 (human)

 

Mus musculus

 

 (mouse)

 

Ovis aries

 

 (sheep)

 

Pan troglodytes

 

 (chimpanzee)

 

Rattus norvegicus

 

 (rat)

 

Sus scrofa

 

 (pig)

 

Other Vertebrates
Danio rerio

 

 (zebra fish)

 

Gallus gallus

 

 (chicken)

 

Note:

 

Sublists are in alphabetic and not taxonomic order. Over 100 other projects for sequencing
were in lesser states of development. Map Viewer can be located at http://www.nc-
bi.nlm.nih.gov/mapview/MVtxtindex.html.
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DNA molecules can then be bound in an array to a glass or silicon surface
to form a 

 

microarray chip

 

.

 

 

 

Samples of RNA can then be applied to the chip,
and those that are complementary to the DNA on the chip will bind or
hybridize to the chip, giving a fluorescent signal. The chip is read by a
fluorimeter and a computerized representation of the intensity of fluores-
cence is generated. A commercialized example used in medical diagnostics
is the GeneChip (Affymetrix).

Another method for analyzing gene expression is to use expressed
sequence tags (ESTs), which are a collection of partial cDNA sequences.
A third method is serial analysis of gene expression (SAGE). This involves
collection of mRNA, synthesis of the complementary cDNA, and cleavage
of the cDNA by endonucleases to produce a 10-base-pair cDNA tag for
every mRNA transcript. The tags are then polymerized, amplified, and
sequenced. SAGE is considered the most robust analysis, but it is also
very expensive.

Analyzing consecutive samples gathered over the course of time can
yield a snapshot of the genes turning on or off during any process of
interest, including exposure to toxicants. Also, specialized chips can be

 

FIGURE 5.3

 

Overview of protein synthesis. During the process of transcription, RNA polymerases build a
complementary RNA copy of the base sequence of the gene being transcribed. The transcript
is then processed, with introns being removed and exons being spliced together to form mRNA.
During translation, which takes place in the cytoplasm on the ribosomes, transfer RNAs bring
the correct amino acids (in the order specified by the mRNA) and build the protein product.
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made for only the genes involved in a certain process, such as a chip for
genes related to immunity. In this way new perspectives are possible on
response of the cell to poisoning, infection, differentiation, hormonal activ-
ity, and other processes.

Early experiments with microarrays
quickly revealed that genes are expressed
dynamically; i.e., the messenger RNA
from a given gene might increase and
then decrease with time. Another early
revelation from microarrays was that
there are approximately as many genes
that are turned off or downregulated as

there are those that are switched on by various processes. It is now clear
that a complex set of pathways of regulation of gene expression exist, involv-
ing a host of transcription factors, activators, and repressors. Furthermore
these pathways interact in networks and systems through which parts of
pathways can be co-opted into new networks for alternate uses. The complex
nature of gene networks has led to the realization that the next level of
understanding will require making sense of extremely large blocks of data.
The understanding of the complex control of the cell is a goal of a new field
called 

 

systems biology

 

.
Assuming that most messenger RNA molecules are translated to corre-

sponding proteins, microchip experiments can be considered a view of the
universe of proteins in the cell. The dynamics of expression of proteins are
due to regulation of the various steps to the protein, including transcrip-
tion, splicing to messenger RNA, and translation into protein. It should be
noted that the last of these, translation into protein, is not observed in the
microarray experiment and must be confirmed by other techniques that
determine the presence of the protein itself, such as the use of an antibody
to the protein or a measure of the functioning protein apart from its mes-
senger RNA.

A recent example of the application of gene expression technology in
toxicogenomics was the analysis by SAGE of uranyl nitrate exposure in mice
as a model of how widespread exposure to uranium metal in the environ-
ment might affect humans. Approximately 200 genes were significantly
altered in expression, most being overexpressed, upon chronic exposure to
uranyl nitrate in drinking water. Gene ontology analysis showed that several
categories of genes were represented more than others, and those included
genes involved in solute transport, in oxidative stress response, in protein
synthesis, and in cellular metabolism. Representative genes from each cate-
gory were chosen and reverse transcriptase polymerase chain reaction (PCR)
was used to confirm the quantities of those genes. (Results were found to
be consistent with the SAGE results.) From that study, candidate genes are
being studied to develop sensitive biomarkers for the renal disease associ-
ated with exposure to uranium.

Systems Biology
See also:

Systems biology
Ch. 5, p. 87 

Systems toxicology
Ch. 5, p. 92 
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Other Roles for RNA

 

The role of transcription has been very well defined by studies of DNA and
the various RNA polymerases that catalyze transcription; therefore, entering
the age of proteomics it was assumed by many that transcription was the
key to the dynamics of messenger RNA. Recent experiments have demon-
strated that while transcriptional regulation is common, the transcript RNA
is under the control of a variety of other regulatory molecules on its way to
becoming messenger RNA. The processing of transcripts has been under-
studied partly due to the experimental difficulties of handling RNA and
partly due to ignorance of the nature of the transcripts possible from the
genome. It was only recently recognized that conventional genes are floating
on a sea of transposable elements in the human genome. Considered “junk
DNA,” these genes encode not proteins, but RNA for the sake of RNA, a
rather radical concept to many biochemists.

The RNA world is now being revealed with a vengeance. It is clear now
that there are RNA molecules known as 

 

ribozymes

 

 that can perform catalytic
functions similar to those of enzymes. There are also RNA molecules that
recognize and bind to other molecules; these are called 

 

aptamers

 

. Of course,
it was clear for many years that the key adapter to translate the genetic code
of DNA (the blueprint) into the structure of the cell (the house) happened
to be 

 

transfer RNA

 

, which provides in one small polymer an anticodon to
read each codon (code word) in the messenger RNA and a vehicle to intro-
duce the corresponding amino acid into the polymerizing primary structure
of the protein.

As with proteins, the various functions of RNA molecules depend on the
three-dimensional structure as determined by hydrogen bonding of comple-
mentary bases. This is similar to DNA, but with RNA, the structure is
produced within a single strand folding on itself, rather than between two
different strands. While the three-dimensional shape of transfer RNA has
been recognized for decades, deducing tertiary structure of ribozymes,
aptamers, and other RNA molecules has been a fascinating new venture,
and many transcripts remain to be analyzed in this regard. Double-stranded
RNA molecules have also been discovered. The presence of these has been
very puzzling, but they are now known to function in gene regulation via
interference with processing of transcripts or messenger RNA (RNA inter-
ference, as described previously).

Without RNA there would be no message and no adapter, so perhaps it
should come as no surprise that besides being messenger and adapter, RNA
can also be regulator, catalyst, and perhaps transporter of genes between
species. An interesting caveat is that as powerful as RNA is likely to be, it
does not pass itself to the next generation, but it passes its information to
the next generation in the code written in DNA. This is raising the interesting
question in evolutionary biology of whether RNA could carry out the entire
process of life, including serving as both the blueprint and the house. Given
its newly revealed functions, RNA now seems a better prospect than either
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DNA or protein for the original molecule of life. Thus, the idea that RNA is
central to life is likely to shape experimental molecular biology and even
evolutionary biology in a new way.

 

SNPs

 

With the human and mouse genomes well defined as to the protein coding
sequence of nucleotides, several important goals of toxicology can be
approached more powerfully than imagined a decade ago. Now, not only
can mechanisms of poisoning be studied by observing changes in expression
of the genes in the cell, but toxicologists are also beginning to focus on the
possibility of characterizing individual susceptibility to toxicants by catalog-
ing the particular 

 

alleles

 

 (variations on a gene) for genes that code for critical
target proteins or for proteins involved in xenobiotic detoxification.

Often, two or more alleles may be found for a single gene that differ by
one single nucleotide at one position (for example, an adenine instead of a
thymine). This type of variation is known as a 

 

single nucleotide polymorphism

 

(SNP, pronounced “snip”), and there are probably several hundred thousand
of these in the human genome. Over the past decade many specialized
methods have been developed to analyze SNPs, many of which use PCR to
amplify (make additional copies of) DNA (Figure 5.4). In this reaction, the
DNA of interest is incubated with nucleotides, DNA polymerase, and short

 

primers 

 

(stretches of DNA that are complementary to the 3

 

′

 

 ends of the target
DNA). This mixture is heated, which causes the double-stranded DNA to
separate; then it is cooled, which allows the primers to bind to the target
DNA and the polymerases to build a new complementary copy for each
strand. These cycles of heating and cooling can be repeated, with the amount
of target DNA doubled in every cycle. Following amplification, the DNA
sequence of the product can be determined. A streamlining of this process
was recently invented with the use of phage Phi 29 polymerase, which uses
a mechanism of rolling circles and needs neither pairs of primers nor thermal
cycling to produce enough DNA of any gene of interest so that analysis of
sequence can be executed.

As an alternative to determining the sequence of the amplification product,
allele-specific probes can be used. This allows the SNP to be determined in
one tube in a process known as real-time PCR, a technique utilized by the
LightCycler™ (Roche Diagnostics Divison of F. Hoffmann La-Roche Ltd.,
Basel, Switzerland) thermal cycler with integrated fluorimeter (originally
developed by Idaho Technologies) and similar instruments. TaqMan™
(Roche) fluorescent probes are used for LightCycler, or it is sometimes pos-
sible to discriminate between SNPs by melting point analysis, as provided
by Idaho Technologies. Other types of probes include hairpin-like molecular
beacons with a fluor (light emitter) and quencher (light absorber) that are
initially in contact (thus emitting no fluorescence), but which become sepa-
rated (and thus begin to fluoresce) upon hybridization to the target.
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Faster SNP analyses are possible using oligonucleotide arrays of alterna-
tive alleles with amplified sample DNA; however, in both PCR/sequence
analysis and hybridization-based techiques for SNPs, it is more difficult to
determine the genetic heterozygote (e.g., A/G) than it is to determine the
two corresponding homozygotes (e.g., A/A and G/G) due to the mixture
of alleles present in the heterozygotes. Conventional automated sequence
analysis with fluorescent dyes, when encountering a genetic SNP, will usu-
ally declare an unknown (“N”) nucleotide base at the position of the mixture,
while visual examination of the data via the computer-simulated electro-
pherogram will indicate fluorescences from the two nucleotide bases of
interest in roughly equal proportions. Analytical software must be modified
to search for and declare two possible nucleotide bases at every position or
at least at the position of the anticipated SNP.

All techniques employing amplification of the gene of interest carry the
potential for errors introduced in the enzymatic reactions of amplification.
Invader™ (Third Wave Technologies, Madison, WI) is a process for detect-
ing SNPs directly avoiding amplification of sampled DNA. Invader

 

FIGURE 5.4

 

Overview of the polymerase chain reaction. Double-stranded DNA is heated, causing separation
of strands. Cooling then allows specially designed primers to hybridize to the DNA. The primers
serve as the starting point for DNA polymerases to build complementary copies of each strand,
thus doubling the amount of DNA. This process can then be repeated for multiple cycles.
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employs a common sequence on the 5

 

′

 

 end of the interrogating probe, which
is cleaved when the allele-specific portion of the probe hybridizes to the
target. The common sequence then hybridizes to a reporting beacon, negat-
ing quenching and activating fluorescence in a step that can be increased
by cycling.

 

Metabolomics

 

It has been observed that profiling of metabolites can be a sensitive means
of discriminating among populations, and this can serve as a point of entry
into the toxicogenomics of a poison or other compound of interest. Just as
expression of all genes can be compared between the healthy and diseased
states using microarrays, 

 

metabolomics

 

 (alternatively known as metabonom-
ics) aims to compare snapshots of thousands of small molecules representing
the metabolic pathways of the cell.

New methods and instrumentation are
making it possible to survey this broad
landscape of metabolites in a way that
will be complementary to genomic anal-
ysis. The most important breakthroughs
have come in the application of high-res-

olution 600-MHz hydrogen nuclear magnetic resonance (NMR) spectros-
copy, liquid chromatographic separation of metabolites coupled with high-
resolution mass spectroscopic detection, and the combining of the tech-
niques in two-dimensional analyses. Chemical analysis of urine or other
body fluids is then followed by computerized pattern recognition and prin-
cipal component analysis to identify ratios of metabolites that are correlated
with traits of interest and that represent a kind of chemical phenotype. In
the laboratory, for example, metabonomic profiling has provided a pheno-
type discriminatory of strains of mice and various physiological states in
rats and mice.

In some ways metabolomics can be a more direct view of what is happen-
ing in the diseased state than is gene expression analysis; however, this view
can become distorted by secondary effects. Also, the fields of metabolomics
and gene expression should offer many points of confirmation when both
the metabolite of a certain pathway and the expression of the gene encoding
the enzyme or other protein responsible for that step in the pathway can be
simultaneously monitored. Metabolomics offers the potential for inexpen-
sive and rapid analysis from biological tissues. Although the initial cost of
the instrumentation is high in the case of nuclear magnetic resonance and
mass spectroscopy, urine sampling, sample preparation, and analysis can be
less expensive compared to gene expression analysis.

Xenobiotic Metabolism
See also:

Biotransformation
Ch. 3, p. 27 
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Metabonomic profiling revealed signifi-
cant differences in urinary metabolites in
rats exposed to the hepatotoxin hydrazine,
an inducer of steatosis, and renal cortical
nephrotoxin mercuric chloride (HgCl

 

2

 

)
(Figure 5.5).

 

 

 

Data revealed significant dif-
ferences between urinary metabolites pro-
duced by Han-Wistar rats exposed to
hydrazine and control rats and between Sprague-Dawley rats exposed to
mercuric chloride and their controls. Among metabolites considered to be
diagnostic were taurine and creatine, increased in hydrazine-treated Han-
Wistar rats, and alanine and glucose, increased in mercuric chloride-treated
Sprague-Dawley rats. Discrimination of affected individuals using metabo-
lomics can be coupled to gene expression analysis via microarrays to increase
the analytical power of toxicogenomics by simultaneously observing the
metabolomic phenotype with the transcripts increased or decreased.

While the place of metabolomics among the new genetics sciences has
been challenged as being more biochemical and less genetic in character, it
is clear that metabolomics has much to offer in the overarching new disci-
pline of systems biology that is rapidly emerging. One clear advantage is
the potential to determine the time course of sublethal poisoning from meta-
bonomic profiles easily collected through time after exposure.

 

Personalized Susceptibility and Tailored Therapeutics

 

The draft human genome is the 

 

consensus code

 

 (a record of the nucleotides
most commonly found in each position) for approximately 75 individuals
of diverse ethnic backgrounds, and as such, it is a generic code. While the
human species is remarkably uniform in that only about 2% of the genome
varies across the species, having a consensus sequence alone does not solve
the questions of genes and disease or genes and particular traits of interest.
Answering those questions requires further analysis of genetic polymor-
phism and relating of specific sequences with the trait of interest. It requires
the organized application of genomics to the study of inheritance. Initial
approaches were to analyze comparatively closed populations for the causes
of notorious congenital diseases. While this has resulted in many successful
diagnoses, alternative alleles can be associated with the same physiological
disease. So ultimately, molecular diagnosis of disease must be applied to
each family and individual.

An individual can determine whether or not he carries any of the known
alleles for a certain disease or trait, but he cannot conclude that the trait is
not carried in him by another allele or polymorphism at a separate locus.

Systems Toxicology
See also:

Systems biology
Ch. 5, p. 82 

Systems toxicology
Ch. 5, p. 92 
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Let us consider the case of chestnut coat color in horses. This is a recessive
trait controlled at the 

 

mc1r

 

 locus, and chestnut horses are commonly homozy-
gous 

 

e/e

 

, with carriers having a single 

 

e 

 

allele. The first analysis of horses in
the U.S. resulted in an association of this trait with a point mutation; how-
ever, when this analysis was executed in German Black Forest horses, a
second allele, 

 

ea

 

, was identified. If the analysis were applied to unrelated
horses, for example, a rare breed in Asia, another (third) allele might be
associated with chestnut.

 

FIGURE 5.5

 

Differences between NMR spectra of urine from (A) control HW rats (HW is a strain of rat),
(B) HW rats treated with hydrazine, (C) control SD rats (a different strain of rat), and (D) SD
rats treated with HgCl

 

2

 

. (From Holmes, E. et al., 

 

Chem. Res. Toxicol.

 

,

 

 

 

13, 471, 2000. Copyright ©
2000 American Chemical Society. Reprinted with permission.)
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As we know from studies of biotrans-
formation, many xenobiotics are chemi-
cally altered in the body to either more or
less active metabolites. One well-studied
mechanism for this is oxidation catalyzed
by cytochrome P450 (CYP) enzymes of the
liver. Now that all the human CYP genes
are known, it is possible to examine the
expression of these genes under various conditions using microarray anal-
ysis. It is clear that individuals may be poor metabolizers of certain drugs
due to genetic deficiencies, usually missense mutations in the CYP genes
resulting in lack of the encoded CYP enzyme. In this case, the deficiency can
be detected either at the level of DNA or at the level of expression in the
form of mRNA, such as in the microarray experiment. Less well studied are
the few examples in which point mutations affect the quality of the enzyme;
these cases might be missed in a microarray analysis.

The biological activity of many common
pharmaceuticals is partially dependent on
rates of biotransformation. Also, many
drugs are found to interact through alter-
ing biotransformation in mixtures, and it
will be very informative to know the gen-
otype of the patient in this regard. In fact, it might be possible to tailor drug
prescriptions based on the genotype of the patient in terms of biotransfor-
mation and site of action. Recently the first kits for this type of analysis were
commercialized and involve the cytochrome P450 genes, which encode
monooxygenases important in xenobiotic biotransformation.

A simple example of intoxication is the
hepatotoxicity of the analgesic acetami-
nophen, which is dependent on the path-
way of  b iotransformat ion in  the
individual patient. Time course of gene
expression was analyzed by Williams et
al. (2004) using the GeneChip™ oligonu-
cleotide microarray method for toxic (3.5
mmol/kg) and nontoxic (1 mmol/kg)
doses of acetaminophen administered ip
to CD-1 mice. Inferred expression levels
of over 60 genes were significantly altered in a dose-dependent manner. At
the nontoxic dose, most genes were regulated higher at 1 h and most returned
toward the control level of expression by 4 h. At the toxic dose, expression
of most genes increased to a much higher level by 4 h, and then expression
fell to below the control level by 24 h. Categories of genes studied included
antioxidant-related genes such as heat shock and metallothionein, glutathione-
related genes such as GSH S-transferase mu, metabolism-related genes such
as CYP2a4, CYP3a11, CYP3a16, and S-adenosylmethionine decarboxylase 1, tran-

Cytochrome P450
See also:

Biotransformation
Ch. 3, p. 33

Cytochrome P450
Ch. 5, p. 78 

Xenobiotic Metabolism
See also:

Biotransformation
Ch. 3, p. 33 

Acetaminophen
See also:

Biotransformation
Ch. 3, p. 46

Hepatotoxicity
Ch. 11, p. 226

Acetaminophen
Appendix, p. 335 
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scription-related genes such as Jun and c-Fos oncogenes, immune-related
genes such as cathepsin E, apoptosis-related genes such as p21, and others,
including hemoglobin alpha adult chain 1. CYP2a4 under the toxic dose was
among only a few genes regulated lower at 4 h and then rebounding to a
very high expression at 24 h.

An oligonucleotide chip is being produced that is diagnostic for 100,000
SNPs of humans distributed across the genome and chosen as the more
reliable SNPs for assay among over 500,000 tested (Affymetrix). Others are
pushing forward with new technologies to produce the “thousand dollar”
genome, i.e., new technologies for determining nearly the entire sequence
of an individual, the personal genome. A great advantage of defining the
personal genome is that it would eliminate the problem of having to analyze
again for newly recognized SNPs of interest as they are discovered because
the information would already have been collected. Given the new under-
standing that significant regulation of genes comes from intergenic regions,
consideration of the whole genome could be a necessity for rational appli-
cation of pharmacogenomics.

Race, Ethics, and Genomics

An interesting paradox arising in medical genomics is that there is a recent
government initiative toward elimination of ethnic and racial health dispar-
ities, which suggests the inclusion of race as a variable to be studied. At the
same time, genomic science is discovering that humans of various ancestral
and geographic origins are amazingly similar at the level of DNA and the
encoded protein.

In fact, human DNA differs less than one might expect from that of other
species. For example, the DNA of Homo sapiens varies by only about 1%
from Pan troglodytes, chimpanzee. Variation in DNA is least among the
sequences encoding conserved proteins, and it is greater for introns in tran-
scribed genes.

This variation is even less if you look at the primary protein sequence,
especially among conserved domains of proteins. A recent search of GenBank
entering an inferred amino acid sequence from a putative transcription factor
from an insect returned related sequences of 53 amino acids that were iden-
tical in human and chimpanzee, while the related mouse sequence differed
from human only by the first amino acid. Another search using 88 amino
acids of a putative sugar transporter from an insect returned a human
sequence that was conserved in 48 of 88 amino acids compared to the insect,
but was identical to both chimpanzee and mouse for all 88 amino acids.

In terms of comparisons between humans, only 0.1% of human DNA varies
among individuals, so that racial differences, if they can be defined, will
amount to less than 1 nucleotide base among 1000. The regions of the genome
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in which the highest level of variation
occur between humans likely correspond
to those that contain repeated sequences
with few genes (such as those regions
encoding SINEs, LINEs, and other small
RNAs). Genomic analysis has suggested
that variation among such interspersed nuclear elements is correlated with
the striking polymorphism between breeds of dogs, so it is plausible that a
closer examination of regions of repeats will be needed for understanding
any putative relationships between genetic characteristics and diseases and
responses to xenobiotics. Unfortunately, it is those same regions in which
results of sequence analysis are least reliable, and more effort will be required
to define those areas of the genome more robustly before correlations with
human traits can be accurately assessed.

And how do these genetic differences between individuals correlate with
racial and ethnic groups? Analyses of polymorphic short terminal repeats,
restriction fragment length polymorphisms (rflps), and SINE insertions
between humans in Africa, Asia, and Europe indicated that 86 to 90% of
variation was found within continental groups, while only 10 to 14% was
significant between continents. Further analyses have demonstrated that
African populations are most diverse genetically and have the greatest
genetic distance from Asian and European subpopulations.

However, with very few exceptions, most polymorphisms of medical
importance are distributed thoughout human populations. In addition, there
is much mixing of the human population today, so that skin color, a com-
monly used qualifier for race, was significantly correlated with self-identified
ancestral origin in mixed populations, but the correlations ranged from weak
(in Mexicans) to moderately strong (in Puerto Ricans). This points out, in
particular, that correlations found for an ethnic group at the geography of
origin might not hold for individuals of that origin who have migrated and
mixed with those of other origins.

One new tool for better understanding human population genetics is to use
haplotypes to trace geographic origins. A haplotype is a piece of a chromosome
that has not recombined or mutated for several generations and is traceable
back through the lineage. HapMap is a program to identify haplotypes using
the developing SNP database, microsatellites, and other forms of polymor-
phisms combined with knowledge of ancestral genetics where available.
Studies of lineage and origin can thereby advance from reliance on mitochon-
drial DNA and Y chromosome sequences to include more of the genome and
to include genes of interest for disease and pharmacogenomics. Most identi-
fied haplotypes have been found across continental groups (for more infor-
mation, see Gibson and Muse, 2002); therefore, it is to be expected that most
genes of interest in pharmacogenomics will also be distributed among races.

Finally, there are clearly ethical considerations that need to be taken into
account when considering individual drug design and susceptibility to dis-
ease or toxicant exposure. Primary is the question of the right to privacy for

SINEs and LINEs
See also:

SINES and LINES
Ch. 5, p. 76 
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an individual regarding this sensitive genetic information, revelation of
which could jeopardize not only the individual, but also descendents. Poten-
tial misuses of the new genomics include insurance and forensic investiga-
tions, as well as military applications. For example, weapons could be
targeted toward specific alleles or haplotypes of humans or animals, or
biological weapons could be redesigned and engineered for more virulance,
gene targeting, or even to avoid detection. Ethical considerations would also
extend to the use of genomics for well-intentioned research. For example, a
recent controversy has arisen regarding whether to destroy all stocks of
smallpox or to allow the genetic engineering of the smallpox genome for the
purpose of understanding the mode of virulance of this disease.

Systems Toxicology

Considering the exponential growth of information in the various subdisci-
plines of the new genetics introduced here, it is clear that a new approach
must be taken in order to apply the flood of data to understanding the process
of poisoning more clearly. Increasingly, the genomic disciplines are converg-
ing with systems engineering as it has been applied in metabolic control analysis,
to form the emerging field of systems biology. It is becoming apparent that
“toxicology is gradually evolving into a systems toxicology that will eventually
allow us to describe all the toxicological interactions that occur within a living
system under stress and use our knowledge of toxicogenomic responses in
one species to predict the modes-of-action of similar agents in other species”
(Waters and Fostel, 2004). Only the development of systems toxicology can
enable the rational combining of information gathered from comparative
genomics, proteomics, metabolomics, and related research into predictive
models useful in such pursuits as developing tailored pharmaceuticals with
lessened risk of side effects or other contraindications, or understanding the
impact of environmental pollutants on wildlife species. Systems biology,
while now at the rudimentary level of providing “snapshots of a currently
poorly mapped molecular landscape” (Waters and Fostel, 2004), can be devel-
oped toward the lofty goal of understanding the life process in a computa-
tional and testable framework as more details are revealed to us.

Case Study: Using GenBank and Online Tools in Genomics

Identifying genes in sequence data (strings of nucleotides) is not a trivial
proposition. Annotation is the process of assigning candidate genes from the
draft sequence of the genome. DNA is of course double stranded, and for a
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given gene one strand (the minus strand) is transcribed and the other strand
(the plus strand) is not. However, either strand can serve as the minus strand
so that genes running in opposite directions can overlap like trains passing
on two tracks. Genes are generally located within open reading frames, which
begin with an initiation codon and end with a stop codon. (Not all open
reading frames contain functioning genes, however.) Annotation employs
various kinds of information, but relies heavily on recognition of previously
known conserved domains (areas that are found to be the same in related
proteins) and comparative genomics, in which genes known from other
species are found to align to the candidate gene. Annotation of human and
various model draft sequences is certainly not complete as of this writing,
and many candidate genes cannot be classified at this time.

Alternatively, many genes were cloned from mRNA that was collected
from cells and then converted into what is called cDNA in a reaction cata-
lyzed by the enzyme reverse transcriptase. The cDNA sequence can then be
aligned with the genomic sequence found in the Human Genome Project.
However, one must keep in mind that the cDNA, like the mRNA, contains
only exons (introns were removed by splicing), and the genomic sequence
contains the entire gene with introns and exons. One revelation from this
analysis was that there are often multiple mRNAs from one gene, a result
of alternate splicing of the premessenger RNA transcribed from the gene.

Suppose you have a nucleotide sequence

aaacattgttatgctggaaatgctagaata

and you would like to determine whether it encodes a protein or polypep-
tide. How could you go about answering that question? Sit down at a
computer that is connected to the Internet and follow the instructions below.
This exercise will give you some practice in using a few of the many tools
and techniques available online to help researchers study gene sequences.

1. First, go to http://au.expasy.org/. This will connect you to the
Expert Protein Analysis System (ExPASy) server of the Swiss Institue
of Bioinformatics. This tool can help you analyze protein sequences.
• Under “Tools and Software Packages” you should see “Proteom-

ics and Sequence Analysis Tools.” One of those is the called
Translate, and it is a translation tool. Click on “Translate,” which
will take you to the tool. Enter the nucleotide sequence in the
box and select “translate sequence.”

• Six possible translations should be generated: forward transla-
tions in the three possible frames and then reverse translations
in the three possible frames. Record the results for the possible
translations.

• Look these translations over. Look for sites where initiation of
transcription might occur (signified by “Met,” which is methion-
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ine) as well as where termination of transcription might occur
(signified by a special “stop” codon).

2. Now let us see if a particular gene possesses this DNA sequence.
For this we will use NCBI GenBank, located at http://www.
ncbi.nlm.nih.gov. Click on the link at the top of the page that says
“BLAST.”
• On the BLAST page, you are looking to match a nucleotide string,

so look under “Nucleotide.” Find “nucleotide-nucleotide,”
which is a search engine called BLASTn. Click on “BLASTn.”

• Now you are ready to use BLASTn to search for your sequence.
Enter the nucleotide string in the box and run BLAST. Select
“FORMAT” on the screen that is displayed while your search is
running.

• When the results are returned, examine the matches and answer
the following questions:
• How many perfect matches were found?
• How many human genes were found among the matches?
• Were there any matches among several species that could

represent a set of homologous genes?
3. Return to the NCBI home page. Select “Gene” in the search box and

enter the name or abbreviation of the gene you found by BLASTn.
• Examine the information returned about the gene of interest and

follow the computer link to Map Viewer.
• On which human chromosome is this gene located?
• What other genes are located in the vicinity of the gene of

interest?
• A contig is an abbreviation for a contiguous sequence of ge-

nomic DNA. Synteny is the common genetic linkage of genes
to the same chromosome. If several genes are found in one
contig, then those genes can be assumed to be found on the
same chromosome. Synteny can be confirmed genetically by
test crosses (in rodents) or by pedigree analysis (in humans).
Compare the synteny of genes near the gene of interest be-
tween humans and rodents.

• Return to the gene report and follow the “mRNA sequence” link
to “sequence view.” Compare the sequence near the start of tran-
scription with the sequence of interest and compare the protein
sequence with the result of your ExPASy translations (Part 1).
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Carcinogenesis

 

Cancer

 

Cancer is not a single disease, but rather a general term referring to many
kinds of malignant growths that invade adjoining tissue and sometimes spread
to distant tissues. 

 

Carcinomas

 

 are cancers of epithelial tissue, while 

 

sarcomas

 

are cancers of supporting tissues (such as connective or muscle tissues).
The presenting symptom of cancer is often a cellular mass, or 

 

tumor

 

.
Tumors are often characterized as falling along a continuum between benign
and malignant, based on the characteristics of their cells. 

 

Benign

 

 tumors are
encapsulated, slowly growing, noninvasive, and can be controlled by exci-
sion; 

 

malignant

 

 tumors are nonencapsulated, rapidly growing, invasive, dis-
seminating, and recalcitrant to treatment.

 

Staging

 

 is a method for describing the status of a cancer for diagnosis and
management. The general classification of each case into stages I to IV is
based on a scoring system known as 

 

TNM

 

: development of the tumor (T),
involvement of lymph nodes (N) in the region of the tumor, and degree of
metastases (M). For example, the tumor is categorized from T0 (no evidence
of a tumor) to T4 (a massive lesion with extensive invasion into adjacent
tissues). A combination of clinical, radiographic, surgical, and pathological
techniques is used to determine TNM scores. Staging is performed in diag-
nosis and periodically throughout treatment to evaluate management and
remediation of the disease.

 

The Epidemiology of Cancer

 

With approximately a half million deaths annually, cancers are second only
to heart diseases among causes of death in the U.S., accounting for 20% of
all fatalities in the U.S. Breast cancer, lung cancer, and colorectal cancer are
the most common cancers in women; prostate cancer, lung cancer, and col-
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orectal cancer are the most common cancers in men. Cancer incidence is
higher among blacks than whites, and among males than females. Cancer
incidence is much higher among the middle aged and elderly than among
young people; this is most likely due to the multiple steps and latent period
that characterize most forms of cancer.

According to the National Cancer Institute (NCI), significant increases
were seen in incidence rates in cancers of the thyroid, liver, skin (melanoma),
kidney, and testis between 1992 and 2002. Incidence rates were significantly
lower over that time period for cancers of the brain, colon, ovary, oral cavity,
stomach, prostate, lung, cervix, and larynx, as well as for leukemias. Cancer
death rates are down slightly overall, perhaps due to earlier and better
detection and treatments.

 

Environmental Factors in Cancer

 

Although genetic predisposition is recognized for certain populations in
some forms of cancer, most cases appear to be due to environmental factors.
For example, Japanese Americans living in Hawaii for several generations
have a spectrum of cancer incidence that is very similar to other Hawaiian
residents but unlike Japanese living in Japan. Other evidence includes sharp
foci of lung cancer in the U.K., where high incidence was recorded near
shipyards in which workers were exposed to asbestos. More than half of
cancer cases are estimated to be related to diet and use of tobacco; therefore,
these diseases could be greatly reduced by changes in behavior and habits,
such as lowering the intake of fatty foods.

One type of cancer strongly linked to an environmental cause is lung
cancer. Causal agents of bronchogenic (cancers that develop from the lung)
carcinoma include occupational hazards such as asbestos in shipyard work-
ers; however, most cases result from exposure to tobacco products.

Several different forms of bronchogenic carcinoma occur and can be iden-
tified histologically. 

 

Small cell carcinoma

 

 is more common among smokers.
Originating in areas of bronchial epithelium, small cell carcinoma tumors
often produce hormones and biogenic amines, block the bronchial passages,
and often invade other tissues. 

 

Squamous cell carcinoma 

 

often arises in the
larger bronchi of the lung and is often preceded by damage and degeneration
of the squamous epithelium (often following chronic exposure to pollution
or smoking). Ciliated cells are lost and mucosal cells increase in number. It
often invades adjacent tissues and nearby lymph nodes, and metastasis is
likely. 

 

Adenocarcinoma

 

 is less common; however, among nonsmokers it
accounts for the majority of bronchogenic carcinoma cases. Adenocarcino-
mas usually originate peripherally in the bronchial tree, exhibiting a glan-
dular form, but are less likely to involve the lymph nodes compared to
squamous cell carcinomas. 

 

Large cell carcinoma

 

 also arises peripherally; it too
commonly affects the lymph nodes. Small cell carcinoma occasionally occurs
in a mixture with squamous cell carcinoma or with adenocarcinoma.
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Many other cancers have also been linked to environmental risk factors.
In Japan, which has a very low incidence of all cancers, stomach cancer is
the most frequent form. This may be related to the relatively high intake of
salt and nitrites in preserved foods in Japan. Asbestos exposure is linked to
development of a relatively rare form of cancer called mesothelioma, and
benzene exposure is linked to increased risk of leukemia.

 

Genetic Factors in Cancer

 

There are, however, some cases of cancer where there are clearly genetic
factors operating. These cases are generally characterized by the presence of
cancer in multiple members of a family, a younger age of onset of cancer,
multiple cancer sites (or even presence of cancer of more than one type) in
an individual, and sometimes the association of cancer with other charac-
teristic diseases or conditions.

One example of an often genetically linked cancer is 

 

retinoblastoma

 

, a child-
hood cancer of the retina, which occurs primarily in families with a history
of the disease. Other examples include 

 

multiple endocrine neoplasia

 

 (which
carries increased risk of endocrine cancers), 

 

hereditary nonpolyposis colon can-
cer

 

, and 

 

familial adenomatous polyposis syndrome

 

 (which also carries increased
risk of colon cancer). Five to 10% of breast cancers, as well as some cases of
ovarian cancer, are also thought to be hereditary. Finally, a few families
worldwide suffer from 

 

Li–Fraumeni syndrome

 

, putting them at increased risk
for a variety of different cancers.

 

Carcinogenesis

 

The Mutational Theory of Carcinogenesis

 

Carcinogenesis

 

 is the process by which cancer develops in the body. The
prevailing theory of carcinogenesis for many years has been the 

 

mutational
theory

 

. This theory describes carcinogenesis as a multistep process, involving
three phases beginning with mutational change in one cell and building
through an accumulation of factors to the malignant tumor.

According to the mutational theory, carcinogenesis begins with an 

 

initiation

 

phase in which damage to DNA (which may be either random or chemically
induced) occurs. After undergoing initiation, the cell is considered to have
been transformed into a 

 

neoplastic

 

 cell, but remains latent.

 

Promotion

 

 is the second phase of the process, during which further cellular
changes lead to the development of a tumor from the initial neoplastic cell.
(Most experimental evidence indicates that tumors are monoclonal in ori-
gin.) This stage may be affected by the action of chemical 

 

promoters 

 

that
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stimulate cell division and produce clonal proliferation. This is a critical
step, and in fact it has been argued that carcinogens requiring very high
doses might act through generalized cell damage and the consequential

 

mitogenesis

 

 (cell proliferation during the repair process) rather than through
any specific mechanism.

The third stage is considered to be 

 

progression

 

, and is the stage during
which a tumor becomes malignant. The progression to malignancy is char-
acterized by the aggressive nature of the cells, which can attach and penetrate
membranes to invade new tissue in a process called 

 

metastasis. 

 

It is also
characterized by genetic instability, as evidenced by further mutations and
alterations in gene expression.

 

Competing Theories

 

Recently, some researchers have suggested alternatives to the mutational
theory. Cancer cells typically contain an abnormal number of chromosomes
(a condition known as 

 

aneuploidy

 

), a phenomenon that has been attributed
to the general genetic instability seen in malignant cells. It has been sug-
gested, however, that aneuploidy might actually be a cause rather than an
effect of neoplastic transformation. For example, studies on individuals with
the genetic disease 

 

mosaic variegated aneuploidy

 

 (MVA) indicate that these
patients (who show aneuploidy in 25% of their cells) are at greater risk for
childhood cancers. Although this study does indicate that aneuploidy can,
under some circumstances, be a causative factor in cancer, it does not, of
course, demonstrate that it is the only causative factor in tumorigenesis.

There are other theories of carcinogenesis as well. One proposes that cancer
is a result of failure of genetic regulation, particularly regulation of genes
involved in development. Instead of postulating direct damage to genes, this
theory focuses on disruption of epigenetic (non-DNA-related) mechanisms,
which then affect gene expression. Recently, embryonic master regulatory
genes 

 

twist

 

 and 

 

slug

 

 have been implicated with the suggestion that networks
used in embryonic invaginations could be triggered again in carcinogenosis
(Gupta et al., 2005). All theories, however, agree that alterations in gene
expression seem to be at the heart of the carcinogenic process.

 

Chemical Carcinogens

 

Although there may be continued debate over the molecular mechanisms
involved in carcinogenesis, there is no debate over the fact that chemicals
can act as carcinogens. Evidence for this comes from both laboratory and
epidemiological studies (more on this later in the chapter). Carcinogens that
have the ability to bind to and alter the structure of DNA are generally
classified as 

 

genetic carcinogens

 

, while carcinogens that bind to and affect
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other cellular targets are called 

 

epigenetic carcinogens

 

. Some substances appear
to be intrinsically carcinogenic, whereas others must undergo bioactivation
(such as metabolism by the P450 system) to produce reactive metabolites.

Certain 

 

complete 

 

carcinogens seem to be
able to produce malignant tumors with-
out administration of a second chemical.
Other carcinogens appear to be only ini-
tiators and seem to require subsequent
action of a promoter in order to produce
cancer. Conversely, many promoters seem to be inactive unless there was
prior exposure to an initiator; however, some promoters have induced cancer
when used at high doses without an initiator.

There are both naturally occurring and synthetic carcinogens. Exposure to
carcinogens can occur at work, in the diet, or from other environmental
sources. Carcinogenesis can result from chronic exposure to low levels of
certain carcinogens, and a long latent period may occur before clear mani-
festation of the disease. Cancer can also arise through exposure to ionizing
radiation and certain cell-transforming viruses. Estimating potential carci-
nogenicity is a major concern in the registration of drugs, food additives,
and pesticides, as well as in the control of toxic substances in research and
manufacturing.

 

Genetic Carcinogens

 

Genetic carcinogens contribute to the process of carcinogenesis through their
interactions with the purine and pyrimidine bases found in the DNA mol-
ecule. These purine and pyrimidine bases possess the critical nucleophilic
sites where chemically induced changes such as 

 

alkylation

 

 (addition of an
alkyl group) can occur. This reaction occurs when the nucleophilic atom of
a nucleotide, such as guanine 

 

N

 

-7 or 

 

O

 

-6, attacks the electrophilic carbon of
the alkylating agent (the carcinogen) forming a covalent bond. If a nucleotide
base (such as the purine base, guanine, for example) is alkylated, its ability
to correctly pair with its complementary base (in this case, cytosine) may be
impaired. Thus, as the enzyme DNA polymerase catalyzes the synthesis of
the complementary strand during DNA replication, an incorrect pyrimidine
base (thymine, rather than cytosine) might be inserted into the new strand,
resulting in mutation (Figure 6.1).

Alkylating agents are one of the best-defined categories of chemical car-
cinogen. One typical example of an alkylating agent is 

 

mustard gas

 

, which
was employed as a chemical weapon in World War I. This agent was first
found to react with nucleotide bases of DNA 

 

in vitro

 

. Then, as predicted,
alkylated DNA was isolated from mice that were exposed 

 

in vivo

 

. It was also
found that the ability of various alkylating agents to induce cancer in mice
was dose dependent and was directly related to the degree of alkylation of
mouse thymus DNA 

 

in vivo

 

. Other studies have demonstrated that alkylation

Bioactivation
See also:

Biotransformation
Ch. 3, pp. 37, 41
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of DNA is better correlated with cancer development than alkylation of RNA
or protein. This provides strong evidence that DNA is indeed the target for
the reactions that can initiate carcinogenesis.

Another class of alkylating agents is the

 

polycyclic aromatic hydrocarbons 

 

(PAHs).
Produced during the combustion of
organic materials (for example, they are
an important component of cigarette
smoke), these compounds are metabo-
lized by P450 through epoxidation to
yield reactive metabolites. 

 

N-nitroso com-

 

FIGURE 6.1

 

Alkylation of guanine.
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See also:

Biotransformation
Ch. 3, p. 37

PAHs Appendix, p. 347
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pounds

 

 are another example. These compounds are also found in cigarette
smoke and are potentially formed in the stomach when ingested nitrates
combine with secondary amines.

 

Consequences of Mutagenesis

 

There are multiple ways in which mutations can alter the structure of DNA,
and thus potentially initiate carcinogenesis. Mutations that affect only a
single pair of bases in the DNA chain are known as 

 

gene 

 

or

 

 point mutations

 

.
Point mutations generally affect one single codon (the group of three bases
that code for a single amino acid in protein synthesis), potentially causing
substitution of one amino acid for another in the resulting protein. This
change may or may not affect protein function, depending on the location
of the substituted amino acid in the molecule and on the similarity of the
substituted amino acid for the original amino acid (Figure 6.2).

Mutations that lead to the insertion or deletion of bases, however, disrupt
the triplet code and can affect all downstream codons. Such an event is
known as a 

 

frame-shift mutation

 

 and is likely to block production of functional
proteins by that gene (Figure 6.2).

Are these single-gene changes sufficient to induce carcinogenesis? Again,
there is significant debate over this issue. However, mutations can also lead
to events that are much larger on the molecular scale. These include changes
in chromosome structure, e.g., breakage and rearrangement, or loss of genetic
material (potentially leading to aneuploidy). 

 

Radiation

 

 is an example of a
potent genetic carcinogen that can produce changes in chromosome structure.

 

Epigenetic Carcinogens and Promotion

 

While genotoxic carcinogens such as alky-
lating agents are reactive with DNA,
many other carcinogens are believed to
produce cancer through epigenetic mech-
anisms, i.e., by interacting with other
parts of the cell. These compounds are
generally considered to be acting in the
promotion phase.

One example of a compound that is
likely to act in this way is 

 

TCDD

 

. TCDD
displays highly specific affinity to a cyto-
solic receptor protein. Upon binding of
TCDD to this receptor, the complex moves to the nucleus, binds to a DNA
receptor binding site, and induces the transcription of the gene for the
enzyme 

 

aryl hydrocarbon hydroxylase

 

 (AH), along with several other genes.
This may lead to promotion of cell division through actions on various
regulating enzymes. TCDD may also act in synergy with carcinogens that

TCDD
See also:

Biotransformation
Ch. 3, pp. 34, 37

Reproductive toxicology 
and teratology

Ch. 7, p. 128
Immunotoxicology

Ch. 13, p. 257
Environmental

toxicology Ch. 17, p. 327
TCDD Appendix, p. 349 
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require bioactivation, producing an increase in P450 levels and thus leading
to increases in production of reactive metabolites. Finally, TCDD may also
promote development of cancer through its immunosuppressive effects.

Hormones most certainly play a role in many cancers (particularly cancers
of the reproductive tracts) and are thought to act through epigenetic mech-
anisms, such as influencing gene expression. Both endogenous and exoge-
nous estrogens have been implicated in promotion of breast cancer, and
therapeutic interventions that antagonize the actions of estrogen have been

 

FIGURE 6.2

 

A comparison between the effects of point mutations and frame-shift mutations in genes on
the resulting protein.

This segment of DNA

this segment of mRNA is transcribed into

which is translated into this amino acid sequence

...T  A  A  G  G  T  G  C  A  C  G  A  A  C  A...

...A  U  U  C  C  A  C  G  U  G  C  U  U  G  U...

this segment of mRNA is transcribed into

Which is translated into this amino acid sequence

...T  A  A  A  G  T  G  C  A  C  G  A  A  C  A...

...A  U  U  U  C  A  C  G  U  G  C  U  U  G  U...

If a point mutation alters a single base, there will be a resulting
change in one single amino acid in the final sequence.

this segment of mRNA is transcribed into

Which is translated into this amino acid sequence

...T  A  A  G  G  T  G  C  A  C  G  A  A  C  A...

...A  U  U  C  A  C  G  U  G  C  U  U  G  U...

However, if a base is deleted, ALL amino acids downstream 
from the change will be altered.  

lle

lle

lle His Val Leu

Ser Arg Ala Cys

Pro Arg Ala Cys
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shown to reduce risk of occurrence or reoccurrence of cancers. One drug
that is commonly used to treat estrogen-responsive cancers is 

 

tamoxifen

 

,
which is a competitive inhibitor of the estrogen receptor. However, many
tumors become resistant to tamoxifen, and other drugs that interfere with
estrogen signaling have been developed. For example, the drug 

 

fulvestrant

 

produces receptor downregulation, and the drug 

 

anastrozole

 

 blocks estrogen
synthesis through inhibition of the enzyme aromatase.

Other potential epigenetic carcinogens
include promoters of cell division, such as
the 

 

phorbol esters

 

 and 

 

heavy metals

 

. The
mechanism by which metals act as carcin-
ogens is unclear. Some evidence indicates
that they may in fact interact with DNA (a genetic mechanism), but other
evidence points toward inhibition of DNA repair mechanisms (an epigenetic
mechanism). Cadmium, for example, is nonmutagenic in the Ames test, but
has been found to produce overexpression of a number of genes potentially
involved in cancer (see the following section on oncogenes) and to interfere
with DNA repair.

Epigenetic mechanisms may also be responsible for the gain or loss of
entire chromosomes, thus producing aneuploidy. Unlike genetic carcinogens,
epigenetic toxicants causing aneuploidy do not act directly on the DNA, but
instead act on other cellular components involved in cell division (such as
spindle fibers, for example). Other possible epigenetic mechanisms include
interactions of carcinogens either with promoters or with products of the
thousands of repeated elements — short and long interspersed nuclear ele-
ments (SINEs and LINEs, respectively), etc. — that inhabit the human
genome and are transcribed to RNA polymers. These include active trans-
posable elements that can produce cDNA products via reverse transcriptase
and that can be mutagenic depending on the site of reintegration.

 

Oncogenes and Tumor Suppressor Genes

 

The Discovery of Oncogenes

 

The question of how changes to DNA (whether large or small) can result in
the neoplastic transformation of a cell is the key to understanding cancer.
Initial clues to the answer came with the study of certain RNA tumor viruses,
called 

 

acutely transforming retroviruses

 

, which can cause cancer in animals.
Using the enzyme 

 

reverse transcriptase

 

 (encoded in the RNA), the virus can
produce DNA from its RNA. The DNA can then be inserted into the genome
of the host. When the cancer-causing retroviral genes that were inserted into
tumor cells were examined, some of them were found to resemble normal
cellular genes of the host. These cancer-inducing retroviral genes were called

DNA Repair
See also:

Carcinogenesis Ch. 6, p. 110 
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oncogenes

 

, and the analogous (yet apparently inactive) genes in normal cells
became known as 

 

protooncogenes

 

. This discovery, which has led to many new
molecular approaches to understanding carcinogenesis, earned the Nobel
Prize for researchers Michael Bishop and Harold Varmus.

Insertion of a viral oncogene, however, is not the only way in which cancer
arises. It appears that cellular protooncogenes can be activated to become
oncogenes themselves. Protooncogene activation to an oncogene can occur
in several ways. For example, some cancer viruses lack oncogenes; however,
they can exert a similar effect by disrupting a protooncogene through 

 

inser-
tional mutagenesis

 

 (that is, by inserting their viral genome within the sequence
of a protooncogene).

Yet in malignant tumor biopsy samples, activated oncogenes are found
even without the involvement of RNA virus. This indicates that other agents
are also capable of activating protooncogenes. One possibility is that chem-
ically induced mutations in the protooncogene or in areas of the genome
that control its transcription may initiate activation. 

 

Gene amplification

 

, where
multiple copies of a region of DNA are made, may also trigger activation.
Activation can also be associated with chromosome aberration, such as the

 

Philadelphia chromosome

 

 found in 

 

chronic myelogenous leukemia

 

 (CML).

 

An Example of an Oncogene: The Philadelphia Chromosome

 

Protooncogenes are given three letter names, e.g., 

 

src

 

, and those with both
viral and eukaryotic homologs are denoted by a prefix as either 

 

v-src

 

 for
viral-

 

src

 

 or 

 

c-src

 

 for cellular-

 

src

 

. The Philadelphia chromosome phenomenon
involves the reciprocal translocation of large segments of chromosome 9 and
chromosome 22. This chromosomal abnormality is seen in almost all cases
of CML and results in the disruption of two genes: the 

 

c-abl

 

 protooncogene
and the 

 

bcr

 

 gene. The piece broken off of chromosome 9 contains 

 

c-abl

 

, and
breakpoints for the translocation on chromosome 22 generally occur within
the 

 

bcr

 

 gene. Following translocation, a new hybrid gene is formed that codes
for a hybrid protein — the Bcr-Abl fusion protein. The mechanism by which
this protein induces leukemia is still not completely clear, but the normal c-
Abl protein is a tyrosine kinase and is thought to be involved in the regula-
tion of gene transcription, and ultimately control of the cell cycle.

 

The Role of Protooncogenes in Cell Function

 

Protooncogenes have been mapped throughout the human genome, and
they are also found in many other organisms, such as 

 

Drosophila melanogaster

 

,
for example. Their evolutionary conservation suggests important roles in the
normal life of the cell. The process of cell growth and division, known as

 

mitogenesis

 

, is regulated by biochemical signals that are received, relayed
through the cell, and ultimately regulate DNA transcription or replication.
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Protooncogenes typically encode various protein products associated with
one of the following processes:

• Signal transduction across the membrane (which involves the inter-
action between ligands and receptors)

• Signal transduction through the cytoplasm (which involves the inter-
action between receptors and second messenger systems)

• Regulation of gene expression (which involves binding to DNA and
enhancing or blocking the transcription of various genes)

Thus, protein products of protooncogenes generally affect interactions
between cells, often in pathways with ties to mitogenesis.

 

Examples of Protooncogenes

 

Among the chemical messengers that promote cell division are small- to
medium-size polypeptides called 

 

growth factors

 

. One such example is 

 

epider-
mal growth factor

 

. Growth factors promote cell division by binding to selective
receptors on the outer surface of the cell. Several protooncogenes code for
proteins that are related to growth factors. For example, the 

 

platelet-derived
growth factor

 

 (PDGF) b-chain is coded for by the protooncogene 

 

c-sis

 

, while
similar fibroblast growth factor-like proteins are encoded by 

 

int

 

 and 

 

hst

 

protooncogenes.
Some protooncogenes code for receptors rather than ligands. 

 

Platelet-derived
growth factor receptor 

 

(PDGF-R) is a growth factor receptor with tyrosine kinase
activity, as are the products of the oncogenes 

 

c-fms

 

 and 

 

c-kit

 

. These genes
resemble tyrosine kinase genes from retroviral oncogenes, but they all pro-
duce proteins composed of three parts: a growth hormone receptor domain
on the outer membrane surface, a single hydrophobic domain crossing the
membrane, and an obligatory tyrosine kinase domain on the interior.

Binding of growth factors to these growth factor receptors triggers auto-
phosphorylation (self-phosphorylation) of tyrosines on the portion of the
receptor inside the cell. The phosphorylation signal is then passed to cytosolic
(nonreceptor) tyrosine kinases and other signal-transducing proteins. The
signal-transducing proteins wrap tightly around the phosphorylated tyrosine,
so that the phosphate groups on the tyrosine associate with SH

 

2 residues lying
too deeply within the signal-transducing molecule to be reached by other
phosphorylated amino acid residues (such as serine or threonine).

Mutations that destroy the tyrosine kinase activity also block receptor
signaling activity in these proteins. On the other hand, mutations in the
transmembrane region can enhance cell-transforming activity of the protoon-
cogenes, suggesting a short circuiting of the signal through an unknown
mechanism. Other protooncogenes, including erb, ros, and met, are also asso-
ciated with growth factor receptor tyrosine kinases. In addition, genes
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involved in differentiation of Drosophila (such as sevenless and torso) have the
characteristics of this class. Another similar protooncogene is ret, a gene that
has undergone a mutation in individuals with multiple endocrine neoplasia.
This mutation leads to increased activity of the RET receptor, which is pro-
duced by the gene.

Some cellular functions are mediated through a cascade of protein phos-
phorylation, beginning with the growth factor receptor autophosphoryla-
tion just described. Protooncogenes src, abl, fgr, yes, fes, fps, sea, tck, and trk
all encode tyrosine kinases that catalyze protein phosphorylation on
tyrosine residues. Serine/threonine kinases are produced by raf, mos, and
pim protooncogenes.

Analysis of the human carcinoma-associated mas protooncogene has impli-
cated another type of receptor — a neurotransmitter receptor — in mitoge-
nesis. This protooncogene encodes a receptor protein with seven
hydrophobic transmembrane domains and a lack of intrinsic tyrosine kinase
activity. It is homologous to the receptor for the small peptide neurotrans-
mitter, angiotensin. Signal transduction from these receptors depends on
interaction with G proteins on the inner surface of the membrane. GTPases,
such as p21, are products of N-ras, H-ras, and K-ras.

Other protooncogene products are found in the cell nucleus. These include
transcription factor AP-1, the product of jun, which interacts with the protein
product of protooncogene fos to form a protein heterodimer capable of reg-
ulating gene transcription. Protooncogenes myc, ski, ets, myb, and rel also
generate nuclear proteins. Nuclear oncogenes often contain a zinc finger
motif, which is characteristic of proteins capable of interacting with DNA.
Figure 6.3 shows the variety of cellular sites where the protein products of
protooncogenes act.

Tumor Suppressor Genes

Tumor suppressor genes are genes that limit cell proliferation and must be
overcome in order for a developing tumor to progress. Like oncogenes, their
mutated forms were also associated with tumors, so some were originally
considered to be oncogenes. Like protooncogenes, tumor suppressors are
also critical cellular components, as demonstrated by the lack of viable
progeny from mice with Rb-1 selectively deleted. Tumor suppressors can be
considered guardians of the body against proliferation of deleterious cells.
They can halt cell phase progression, activate postmitotic differentiation, or
cause apoptosis (programmed cell death). For example, the p53 gene gener-
ates nuclear protein p53, which monitors for deleterious mutations and can
shut down replication of cultured tumor cells when its concentration rises.

The p53 gene is, in fact, an excellent example of a tumor suppressor gene.
This gene is found to be mutated in many spontaneous cancers and is one
of the genes found to be mutated in individuals with Li–Fraumeni syndrome.
Mutations in the tumor suppressor genes BRCA-1 and BRCA-2 are found in
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individuals with familial breast and ovarian cancers. Other tumor suppressor
genes include APC (adenomatous polyposis coli, found to have undergone
point or frame-shift mutations in individuals with familial adenamatous
polyposis syndrome), DCC (deleted in colon carcinoma), Rb-1 (found in
retinoblastoma), and NF-1 (found in neurofibrosarcoma and Schwannoma
— cancers of the nervous system).

Development of a tumor most likely requires that functional products of
suppressor genes be negated by deletion or destructive mutation of both
copies of the gene. It was recently observed, for example, that the tumor
suppressor gene APC in colorectal tumors was usually mutated on both
alleles. An indirect, epigenetic way to negate the action of these genes is to
sequester the suppressor protein. For example, the protooncogene MDM2
produces the protein MDM2, which binds to the tumor suppressor gene
product p53. Gene amplification of MDM2 in human sarcomas probably
results in high concentrations of the MDM2 protein, which then removes
p53 through binding.

The negation of tumor suppressors, as contrasted with the positive acti-
vation of protooncogenes, is also supported by the observation that there
are many different destructive mutation sites in p53 and APC, but there are

FIGURE 6.3
Cellular sites of action of protooncogene and tumor suppressor gene (ts) protein products.
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only a few mutations conferring activation of ras. Figure 6.3 shows the sites
of action of some tumor suppressor gene protein products.

Protection against the Development of Cancer

Fortunately, there are several intrinsic mechanisms that act to block the
initiation, promotion, and progression of neoplasms. First, there are several
enzymes that work to repair damage to DNA. Methyltransferase enzymes, for
example, cleave methyl groups from guanine. Base or nucleotide excision
repair systems consist of endonucleases, which open the DNA strand to allow
removal of the damaged or mispaired base; polymerases, which insert the
correct base; and ligases, which reseal the strand. Mismatch repair recognizes
and corrects incorrectly paired bases, and involves numerous proteins that
recognize, bind to, remove, and correct mismatched bases.

Individuals with defects in DNA repair systems are much more susceptible
to developing cancer than the general population. For example, individuals
with hereditary nonpolyposis colon cancer typically show mutations in one
or more genes coding for proteins involved in nucleotide mismatch repair,
and individuals with xeroderma pigmentosum are extremely susceptible to
sunlight-induced skin cancer due to defects in nucleotide excision repair.

The immune system also provides surveillance against neoplastic cells.
Abnormal surface proteins (called tumor-specific antigens) may appear on the
surface of neoplastic cells, marking them for destruction by a type of lym-
phocyte called a natural killer cell. Cytotoxic T cells and a class of cells called
tumor-infiltrating lymphocytes (TILs) also participate in tumor destruction.
Evidence for the participation of the immune system in tumor destruction
is strong. Individuals with disease-induced or deliberate (as in the case of
organ transplantation) immunosuppression have a much higher risk of can-
cer than the general population. Also, physicians have recently had some
success in treating cancer through immune system stimulation.

Testing Compounds for Carcinogenicity

Based on the observation that many carcinogens seem to be genetic in their
mechanism of action (although this is certainly not true in all cases), initial
screening tests for carcinogenicity generally evaluate the mutagenicity of a
compound. A good screening test should be simple and replicable, with few
false negatives. One test that meets these criteria is an in vitro assay called
the Ames test.
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In the Ames test, a mutant form of the bacteria Salmonella typhinurium is
used. This mutant is unable to grow unless the nutrient histidine is supplied
in the growth medium. Reversion to wild type (which does not require an
external supply of histidine) can occur with base-pair substitution or frame-
shift mutation at the appropriate location on the bacterial genome. Mutant
bacteria are exposed to the potential mutagen/carcinogen and are then cul-
tured on a medium without histidine. Thus, the only colonies that will
survive are those that arise from bacteria that have undergone mutation and
reverted to wild type. Bacterial growth is compared between the test group
and one or more control groups (which are unexposed to the potential
mutagen/carcinogen). A positive control (a group that has been treated with
a known mutagen) is often also used.

There are numerous variations on this test, some of which use mammalian
cells. For example, Chinese hamster ovary cells are often used in an assay
that measures mutations in the gene for the enzyme hypoxanthine–guanine
phosphoribosyl transferase (HGPRT). Another type of in vitro testing, cyto-
genetic testing, focuses on visual identification of chromosomal aberrations
in populations of exposed cells. (Chinese hamster ovary cells are also used
here, as are human lymphocytes.)

One problem with the Ames test and similar in vitro tests is that com-
pounds that require metabolic activation to produce mutagenic/carcinogenic
metabolites may test negative. To remedy this, preparations of isolated mam-
malian liver smooth endoplasmic reticulum may be added to the test. This
cytochrome P450-containing preparation (called the S9 component) carries
out metabolism of the test compound and thus allows testing of metabolites
as well.

There are also a variety of in vivo test methods to determine carcinogenicity.
Generally, testing is done using mice and rats, with routes of administration
of the potential carcinogen chosen to most closely resemble the route by
which human exposures would be expected to occur. In a typical chronic
study, exposure to the potential carcinogen begins shortly after birth and
continues for 1 to 2 years. At the end of the study, animals are examined
and control and treated groups are compared with respect to survival, num-
ber of tumors, types of tumors, and onset time to development of tumors.
Because incidence of background tumors may be high, high dosages and
large group sizes may be necessary to demonstrate statistically significant
differences between the treated and control groups.

The relationship between exposure to carcinogens and actual risk of devel-
oping cancer is controversial. Although there is evidence that the relationship
may be linear at high exposure levels, it cannot be assumed that this is also
true at low exposure levels, and the limits in sensitivity of testing methods
make experimental verification difficult, if not impossible.

Some scientists believe that the exposure–risk curve is, in fact, linear;
others, however, believe that there is a threshold exposure below which risk
is negligible. Proponents of the threshold model argue that our food, water,
and environment are replete with carcinogens and that without a threshold,
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cancer rates would be much higher than they are. They also point to defense
mechanisms such as detoxification reactions, DNA repair, and immune sur-
veillance that should be able to cope with low-level exposures. Obviously,
regulatory decision making involving carcinogens is heavily influenced by
whether the participants accept a threshold or nonthreshold model of risk.
A comparison of both models is shown in Figure 6.4.

Critiques of Strategies in Cancer Research

Some researchers dispute the mutational theory and argue that direct evi-
dence for the cause-and-effect relationship sought for many years continues
to be lacking despite several decades of experiments. Interested readers
should consult the references (Li et al., 1997; Prehn, 2005). A detailed inves-
tigational criticism of established cancer research, including the relative lack
of experimental investigation of the process of metastasis, has been pub-
lished (Leaf, 2004).

Carcinogenesis: A Complex Process

At this point, although much has been discovered about the process of
carcinogenesis, much more remains a mystery. Most scientists would agree
that cancer is triggered by alterations in DNA structure and function, by
either direct (genetic) or indirect (epigenetic) means. It also appears clear
that activation of oncogenes, inactivation of tumor suppressor genes, and
changes in expression of many other genes involved in the cell cycle or signal

FIGURE 6.4
The threshold and nonthreshold models of cancer risk estimation.
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transduction in general play a role in the development of the neoplastic
phenotype. It is not yet clear, however, precisely what changes are necessary
to initiate carcinogenesis, or how many steps are required to complete the
neoplastic transformation.

Hopefully, future research will not only
clarify these questions, but also lead to bet-
ter methods of prevention and treatment.
In fact, the use of gene arrays to provide
more precise and specific information as to
the proteins being produced in cancer cells
is at the forefront of new strategies being developed to fight cancer. Currently,
most cancer chemotherapy focuses on destroying cells that are actively
undergoing cell division. This, of course, targets cancer cells, but it also
targets normal cell populations such as the bone marrow. Also, cancer cells
tend to develop resistance to many traditional chemotherapeutic agents.
Better understanding of the mechanisms of gene expression in cancer cells
will hopefully allow the development and use of more sophisticated meth-
ods to both selectively destroy cancer cells and successfully negotiate the
problem of resistance.

Case Study: Predicting Carcinogenesis Based upon 
Chemistry (QSAR)

It would be very useful to be able to predict the carcinogenic potential of a
new chemical to which humans might be exposed (intentionally or other-
wise) simply by examining its chemical structure. Manufacturers and regu-
lators of drugs and pesticides are especially interested in developing these
chemistry-based methods to predict biological responses, since accurate pre-
dictions have the potential both to identify potentially useful compounds
and to identify compounds that might be problematic in terms of carcino-
genesis or other toxicity issues. This modeling of biological response based
on mathematical descriptions of a series of chemicals is known as the quan-
titative structure-activity relationship (QSAR).

The approach of QSAR begins with determining a biological response to
a congeneric series of chemicals (chemicals with a similar basic structure). This
is usually a series in which a core molecule is derivatized (altered) by attach-
ing various substituent atoms or groups. The biological response that is
measured could be a toxic, mutagenic, carcinogenic, or allergenic response,
or other response of interest. This is followed by describing each molecule
in arithmetic descriptors that represent the hydrophobic (or lipophilic), elec-
tronic (charge), and steric (shape or size) properties of the molecule. Descrip-
tors can be theoretically computed (a) or empirically measured (x). In the
simplest form, a regression equation is then calculated from the plot of the

Gene Arrays
See also:

Genomics
Ch. 5, p. 79
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logarithm of the biological response (BR) vs. a quantity representing the
chemical structure as estimated from the sum of the descriptors:

log BR = ahxh + aexe + asxs + constant

In this equation the first term on the right refers to the hydrophobic prop-
erties, the second to the electronic properties, and the third to the steric
properties. This general approach of making a regression model was devel-
oped independently in 1964 by Hansch and Fujita and by Free and Wilson.

The hydrophobic properties of substituents are based on the estimated con-
tribution that substituents make to the total hydrophobicity of the molecule.

Electronic properties of substituents are often based on the Hammett equa-
tion, which gives an estimate of sigma (σ), a quantity related to the effects
of a substituent as measured by electron-withdrawing or electron-donating
influence on a functional group in the molecule. An example is the electron-
withdrawing character of a halogen substituted for hydrogen para (across
the ring) to a carboxyl functional group. 

Steric properties are estimated from the van der Waals radii of substituents
or by considering the three-dimensional size and shape of the molecule using
STERIMOL size parameters as introduced by Verloop.

Biological responses to small molecules often involve some interaction
with a lipid bilayer membrane not present in a chemical reaction in a test
tube; therefore, the QSAR approach can be strengthened by adding terms to
estimate transport into or through a membrane to the site of action. This is
accomplished by adding terms to model a bilinear or parabolic relationship
based on a descriptor of the hydrophobicity of the compound, P (the octanol/
water partition coefficient). The value of P can either be measured as the
coefficient for partitioning of the chemical of interest between layers of n-
octanol and water in a separatory funnel, or it can be calculated from the
chemical formula. 

This addition to the model results in the equation

log BR = ahxh + aexe + asxs – a1(log P)2 + a2 log P + constant

QSAR analysis is performed with a set of assumptions. First, the logarithm
of the biological response is assumed to correlate with the free energy
changes associated with binding of the chemical to the molecular site of
action. From this assumption, QSAR describes the biological process in the
same way that a physical organic chemist would describe chemical reactions
by finding rate constants or chemical equilibria. 

Another assumption is that substituents of the core structure contribute
independently and additively to the response. It is also assumed that addi-
tive descriptors representing hydrophobic, electronic, and steric properties
can be used to estimate a quantity related to the response.

In application to cancer biology, QSAR is most reliable for modeling
mutagenicity. Predictions based on present QSAR models are more accurate
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for genotoxic carcinogens than for nongenotoxic carcinogens. Finally, it was
found that models deteriorate with addition of marginally significant
descriptors, so that a few good descriptors constitute the optimal model in
most cases.
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7

 

Reproductive Toxicology and Teratology

 

Introduction

 

The functions of reproduction and development are complex and involve
many relatively unique cellular-level processes. As such, the effects of toxi-
cants on the process of reproduction and on developing organisms may be
quite different from the effects of the same toxicant on other systems in the
adult organism. This chapter first reviews a few basic concepts in reproduc-
tion and development, and then considers the effects of toxicants on repro-
ductive function (the production of eggs in the female and sperm in the
male). It concludes with an examination of the effects of toxicants on devel-
oping organisms.

 

Basic Processes in Reproduction and Development: 
Cell Division

 

The Cell Cycle and Mitosis

 

Cell division plays a major role in both reproduction and development. The
two basic types of cell division are (1) 

 

mitosis

 

, where a single cell divides to
form two identical daughter cells, and (2) 

 

meiosis

 

, where daughter cells are
produced that have only one instead of two copies of each chromosome.

During their lifetime, somatic cells (cells not involved in the formation of
eggs or sperm) move through various stages in what is known as the 

 

cell
cycle

 

 (Figure 7.1). The cell cycle consists of two distinct phases: 

 

interphase

 

and the 

 

mitotic phase

 

. Each of these phases can be subdivided based on the
activities being carried out in the cell. During the 

 

G1 phase

 

 of interphase,
duplication of organelles and other cytoplasmic constituents occurs in prep-
aration for cell division. Cells may spend from only a few hours to several
months in this phase.
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During the next phase, the 

 

S phase

 

 (which lasts several hours), the cell
makes a copy of its DNA. DNA in eukaryotic cells is, of course, found in
the form of 

 

chromatin

 

, long strands of DNA wrapped around proteins called

 

histones

 

. During DNA replication, the hydrogen bonds that bind together the
two complementary strands of the DNA in each chromosome are disrupted,
and the two strands separate. Enzymes called 

 

DNA polymerases 

 

and 

 

ligases

 

then link together free DNA nucleotides to form a new complementary
strand for each of the original strands (Figure 7.2). The result is that the cell
now contains two copies of each stretch of chromatin.

After a short period of additional protein synthesis (the 

 

G2 phase

 

), the cell
enters the first stage of mitosis, which is 

 

prophase

 

 (Figure 7.3). At the begin-
ning of prophase, the DNA coils up tightly to form the visible structures
known as 

 

chromosomes

 

. A chromosome consists of the two identical copies
of the DNA made during the S phase (each of which is called a 

 

chromatid

 

),
held together at a point called the 

 

centromere

 

. Also during prophase, the two
pairs of microtubular structures called 

 

centrioles

 

 move to opposite ends of
the cell and the mitotic spindle (another microtubular structure that serves
as a scaffolding for mitosis) forms between them.

With the disappearance of the nuclear envelope, the cell moves into the
second stage of mitosis, 

 

metaphase

 

. During metaphase, the chromosomes
attach to the mitotic spindle and are moved to the center of the cell, where
they line up across a plane called the metaphase plate. Then in the third
stage, 

 

anaphase

 

, chromatids of each pair separate and are pulled by the mitotic
spindle toward opposite ends of the cell. Then, in the final stage, 

 

telophase

 

,
the nucleus reappears, the chromosomes uncoil, and the process of 

 

cytokine-

 

FIGURE 7.1

 

The stages of the cell cycle, including the G0 (nondividing) phase, from which cells may move
in and out over their lifetime.
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FIGURE 7.2

 

Semiconservative replication of DNA. (For the chemical formula of DNA see Figure 6.3.)

 

FIGURE 7.3

 

The stages of mitosis.
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sis

 

, the division of the cytoplasm, is completed. The end result is two daugh-
ter cells with the identical genetic makeup of the parent cell.

Movement of cells through the cell cycle is controlled by an elegant system
of molecular checkpoints. There are several of these checkpoints spread
throughout the cell cycle, and whether a cell proceeds past a checkpoint is
determined by the proteins called 

 

cyclins

 

, whose levels within the cell fluc-
tuate with time.

For example, one important checkpoint is located at the end of the G2
phase. The levels of cyclins rise during G2, and the newly synthesized cyclins
form associations with kinases known as 

 

cyclin-dependent kinases

 

 (Cdks). One
cyclin–Cdk complex is known as 

 

MPF

 

, or maturation promoting factor. When
MPF levels become high enough, passage of the cell from interphase into
mitosis occurs. MPF then turns itself off later in mitosis by destroying its
cyclin component and resuming its inactive Cdk form.

Another checkpoint occurs during G1. If cells cannot pass the G1 check-
point (which is also regulated by cyclins and Cdk proteins), they enter a
nondividing phase known as 

 

G0

 

. Many cells spend most of their lives in
G0, only returning to the cell cycle if prompted to do so by the correct
molecular signals.

The final cell cycle checkpoint is located during mitosis, at the beginning
of anaphase. At this checkpoint, chromosomes that remain unattached to the
mitotic spindle will block further progression into mitosis. The mechanism
of the signal is not yet well understood, but even one unattached chromo-
some has been shown to block passage.

Further elucidation of cell cycle control mechanisms and identification of
compounds that can influence the cell cycle are important research direc-
tions, with applications to a variety of biomedical problems. Examples are
cancer research, where reduction in cell division rates is the goal, as well as
neurodegenerative disease research, where stimulation of cell division
would be beneficial.

 

Meiosis

 

Cells that are to form eggs or sperm must go through a different process.
Human somatic cells contain 23 pairs of chromosomes: 22 

 

homologous

 

 pairs
of 

 

autosomal 

 

(non-sex-related) chromosomes and 1 pair of chromosomes that
determine the sex of the individual. Each of the two chromosomes that make
up a homologous pair of autosomal chromosomes contains the same basic
genes, and yet the two are not identical. This is because any given gene may
exist in two or more variations called 

 

alleles

 

. Thus, the copy of a gene that
is on one chromosome of a homologous pair may or may not be the same
allele that is found on the other chromosome of the homologous pair. In the
case of the sex chromosomes, there are two distinctive forms: the X chromo-
some and the Y chromosome. Individuals with two X chromosomes have a
female genotype, while individuals with one X and one Y chromosome have
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a male genotype. The total assortment of alleles possessed by an individual
is known as that individual’s 

 

genotype

 

.
Cells that contain these two complete sets of chromosomes, such as most

of the cells that make up the human body, are described as 

 

diploid.

 

It is easy to see that in order for fusion of one egg and one sperm to produce
a normal diploid zygote, each gamete must contribute half the normal com-
plement of chromosomes. Egg and sperm cells are, in fact, 

 

haploid

 

 (i.e.,
containing only one of each chromosome). Thus, when they combine
together to form a diploid zygote, one chromosome of each diploid pair is
contributed by the egg, and the other is contributed by the sperm.

But where do these haploid gametes come from? They are created from
diploid cells through the process of meiosis (Figure 7.4). Meiosis consists of
two separate divisions: meiosis I and meiosis II. Following duplication of
cellular constituents (including DNA), such as precedes mitosis, the cell
enters meiosis I. The stages of meiosis I are similar to the stages of mitosis,
except that when the chromosomes line up along the midline of the cell in
metaphase I, they line up as homologous pairs, which link together to form
a structure called a 

 

tetrad 

 

(since there are two copies of each of the two
chromosomes, for a total of four chromatids). During this time, homologous
chromosomes may exchange genetic material in a process called 

 

crossing
over

 

, which can result in new combinations of alleles on a chromosome.
Then, during anaphase I the homologous chromosomes separate and move
to opposite ends of the cell. In telophase I and cytokinesis, the cytoplasm

 

FIGURE 7.4

 

The stages of meiosis.
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of the cell divides, giving rise to two haploid daughter cells. Each chromo-
some in these daughter cells does, however, still have two sister chromatids,
and in meiosis II, each of the newly formed daughter cells divides again
through a process virtually identical to mitosis. The end result is a total of
four haploid cells.

From the molecular perspective of the RNA world, sexual reproduction is
a means of rescuing the DNA blueprint of the species from an invasion of
RNA information in transposable elements and other forms. The offspring
of sexual reproduction can have either less or more RNA-based information;
however, the offspring of asexual reproduction will have at least as much
RNA information as its parent, and more if invasion or amplification by
copy-and-paste transposition has occurred.

 

Cloning

 

Cloning of Dolly the sheep, mules, horses, cats, and other mammals is based
on a patented process of reversing differentiation. First, somatic cells (often
mammary cells) of the individual animal to be cloned are cultured. During
the G or G0 phase of the donor cell cycle, a nucleus obtained from the donor
cell is used to replace the nucleus of a surrogate egg (arrested at metaphase
II). During this process the donor cell nucleus undergoes reprogramming, a
process that reverses the state of differentiation of the nucleus. This process,
as of yet, is not completely understood, and failure of reprogramming may
be responsible for the low percentage of viable clones produced from somatic
nuclear transfer. Note that the process as currently practiced uses the mito-
chondria, including the circular DNA of the mitochondria, of the surrogate,
not of the donor, so the resultant clone is a clone of only the nuclear DNA
and not all the genomic DNA of the individual.

New applications of veterinary cloning continue to appear. Increasingly,
mules, the sterile hybrid offspring of a cross of a mare (female horse) and a
jack (male donkey), are valued for many varied competitive activities. Sev-
eral clones of a champion mule have been produced, cloning being the only
means of reproduction for mules. Similarly, a champion gelding (neutered
male horse) was cloned in Italy with the intent of standing the clone at stud. 

Opponents of cloning point to the incidence of defective offspring pro-
duced by the process. Cloning of humans is banned in the U.S., but has been
practiced in Republic of Korea to produce an embryo from which stem cells
were harvested. The ethics of using embryonic stem cells, producing
embryos for the purpose of harvesting stem cells, employing cloning tech-
niques for human reproduction, and related activities are highly controver-
sial. With increasing success of such techniques, geneticists in this era of
biotechnology must confront philosophical issues of good and evil in the
application of new technology, just as physicists have had to face these issues
in the era of nuclear physics.
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The Male Reproductive System

 

The formation of the male gamete, the sperm, occurs within organs called
the 

 

testes

 

, in tubules called 

 

seminiferous tubules

 

 (Figure 7.5). The process of

 

spermatogenesis

 

 (sperm formation) begins at puberty and is regulated by the
steroid hormone 

 

testosterone

 

, which is produced by 

 

interstitial cells

 

 that lie
between the tubules. Secretion of testosterone is itself regulated by the pitu-
itary hormone 

 

luteinizing hormone

 

 (LH). Another pituitary hormone, 

 

follicle-
stimulating hormone

 

 (FSH), is also important in spermatogenesis. Release of
these pituitary hormones is, in turn, regulated by 

 

gonadotropin-releasing factor

 

(GnRF), which is released by the a section of the brain called the hypothal-
amus. The presence of testosterone produces a 

 

negative feedback effect

 

, inhib-
iting the release of GnRF by the hypothalamus, and thus blocking
testosterone synthesis. When testosterone levels decline, though, GnRF
release occurs and testosterone production is stimulated.

The process of spermatogenesis begins when diploid cells called 

 

sper-
matogonia

 

 divide by mitosis, forming daughter cells. Some of these cells will
remain as spermatogonia and some will mature into 

 

primary spermatocytes

 

.
Each primary spermatocyte undergoes meiosis I to form two haploid 

 

second-
ary spermatocytes

 

, each of which completes meiosis II, leading to the forma-
tion of a total of four 

 

spermatids

 

. Cytokinesis during these divisions is not
completed, however, so the spermatids remain connected through their cyto-
plasm. Under the influence of cells called 

 

Sertoli cells

 

, the spermatids separate
and mature into 

 

spermatozoons

 

, which then migrate to the 

 

vas deferens

 

, where
they continue to mature and eventually are stored for release. The whole
process takes about 80 days.

Sperm stored in the vas deferens can remain active for several weeks.
During the process of ejaculation, these sperm are ejected through the ure-
thra, along with fluid from glands such as the seminal vesicles, bulboure-

 

FIGURE 7.5

 

The testes, with seminiferous tubules.
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thrals, and prostate. Typically, a few milliliters of this 

 

semen

 

 is released,
containing upwards of 100 million spermatozoa. Normal reproductive func-
tion is often assessed by examining the concentration of sperm in semen, as
well as the motility and histologic appearance of individual spermatozoons.

 

The Female Reproductive System

 

The same basic hormonal system that controls reproduction in the male also
controls reproduction in the female. GnRF is released by the hypothalamus,
initiating secretion of LH and FSH by the pituitary. In the female, though,
the effects of LH and FSH are to promote the syntheses of the 

 

estrogens

 

 and

 

progestins

 

. These hormones then participate in a complex feedback system
that in turn regulates the release of GnRF, LH, and FSH in the same type of
negative feedback regulatory cycle that operates in males.

The pair of organs in which egg production takes place is the 

 

ovaries

 

 (Figure
7.6). Early in development (around the fifth month), several million oogonia
develop in each ovary. These oogonia barely begin the process of meiosis
and then stop in prophase I. At this stage they are called 

 

primary oocytes

 

.
They are still diploid, and they remain in an arrested state until many years
later, when puberty begins. These primary oocytes, along with the cells that
surround them, are called 

 

primary follicles

 

. Many primary oocytes degenerate,
so that by the time of puberty each ovary probably contains only a few
hundred thousand primary follicles. The belief has always been that these
are the only oocytes that will be formed in a woman’s lifetime. However,
recent experimental work by Johnson et al. (2004) has indicated that, at least
in mice, proliferative germ cells may continue to produce additional oocytes
postnatally. Whether this applies to humans or not remains an open question.

 

FIGURE 7.6

 

The ovaries, fallopian tubes, uterus, and cervix.
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At the onset of puberty, release of the hormone FSH each month (as part
of the menstrual cycle) stimulates some follicles to grow into larger 

 

secondary
follicles

 

. One secondary follicle will continue to grow each month, while the
primary oocyte within it completes the first part of meiosis to become a

 

haploid secondary oocyte

 

. (During this first division, the secondary oocyte
receives most of the cytoplasm; the other, much smaller daughter cell is
called a 

 

polar body

 

 and ultimately disintegrates.)
The secondary oocyte continues to grow along with the follicle, which

fills with fluid secreted by the follicular cells. The structure is now known
as a 

 

tertiary follicle

 

. A surge in the hormone LH at about the 14th day of the
menstrual cycle stimulates release of the secondary oocyte and some of its
surrounding follicular cells. The oocyte then enters the 

 

fallopian tubes

 

 (where
fertilization, if it is to occur, takes place) and begins the trip to the 

 

uterus

 

.
The empty follicle becomes the 

 

corpus luteum

 

, secreting estrogen and proges-
terone until it eventually decays. If pregnancy occurs, a hormone secreted
by the developing embryo (

 

human chorionic gonadotropin

 

) maintains the
corpus luteum until the placenta develops and takes over the secretion of
these hormones. If the oocyte is not fertilized, the corpus luteum begins to
degenerate within about 10 days, resulting in a drop in progestins and
initiating menstruation.

The uterus is a muscular, pear-shaped organ where development of the
fertilized egg occurs. Under the influence of estrogens and progestins, the
lining of the uterus (the endometrium) undergoes a monthly cycle of
changes, first proliferating to produce a thick zone where the developing
zygote can implant, then, if fertilization does not occur, shedding this newly
developed tissue during menstruation.

 

The Effects of Toxicants on the Male and Female Reproductive 
Systems

 

Throughout the process of gametogenesis there are several points at which
toxicants may act. We will look briefly at endogenous protective mecha-
nisms, and then at three major functional categories of toxicants: those that
interfere with cell division, those that act directly on reproductive cells, and
those that interfere with hormonal control of reproduction.

 

Protective Mechanisms: The Blood–Testis Barrier

 

First of all, though, there is an important protective mechanism that should
be discussed. In the male reproductive system, the testes are afforded some
degree of protection against toxicants by what is termed the blood–testis
barrier. In humans, this barrier begins developing in childhood and is com-

 

2856_book.fm  Page 125  Thursday, November 17, 2005  10:28 AM



 

126

 

Principles of Toxicology, Second Edition

 

pleted at puberty. Tight junctions between the Sertoli cells in the seminiferous
tubules form a barrier that prevents many substances from entering the areas
where spermatozoons are developing.

The testes also have metabolic capability in the form of cytochrome P450
activity, and the cells that will give rise to spermatozoa have at least some
DNA repair capabilities.

The ovaries also have some capacity for biotransformation.

 

Interference with Cell Division

 

Toxicants that interfere with cell division, such as alkylating agents (which
damage DNA) and antimetabolites (which inhibit nucleotide biosynthesis),
can directly inhibit sperm production. Likewise, physical agents such as x-
rays and other forms of ionizing radiation can also cause decreases in sper-
matogenesis through effects on dividing cells.

These agents can also potentially interfere with oogenesis, since even
though the process of cell division is thought to be initiated prenatally, it is
not completed until just prior to ovulation.

 

Cytotoxicity and Infertility

 

Some toxicants may exert their effects through direct action on cells of the
reproductive system. For example, the pesticide 

 

dibromochloropropane

 

 (DBCP)
caused destruction of seminiferous tubule epithelium in exposed male work-
ers. The inhibition of spermatogenesis produced by DBCP may have been
caused either through effects on primary spermatogonia or through effects
on Sertoli cells. The mechanism of action of DBCP in either case may be
through inhibition of oxidative phosphorylation. Interestingly, DBCP does
not seem to produce reproductive effects in females.

Other toxicants that may affect energy metabolism in the testes include

 

dinitrobenzene

 

, 

 

dinitrotoluene

 

 (DNT), and various 

 

phthalates

 

 (plasticizing com-
pounds). Heavy metals such as 

 

lead

 

 and

 

cadmium

 

 are also well-known reproduc-
tive toxicants in males. Exposure to lead
has been associated with infertility as well
as with chromosomal damage in sperm.
Cadmium can cause testicular necrosis,
probably by decreasing blood flow to the
testes. Ethanol causes delays in testicular
development and may affect supporting
cells. Other male reproductive toxins
include the pesticides 

 

kepone

 

 and 

 

DDT

 

, the
solvent 

 

carbon disulfide

 

, and even tobacco
(smokers have higher percentages of
abnormal sperm than nonsmokers).

Lead
See also:

Cardiovascular
toxicology Ch. 9, p. 176

Neurotoxicology
Ch. 10, pp. 207, 211

Immunotoxicology
Ch. 13, p. 257

Environmental
toxicology Ch. 17, p. 324

Lead Appendix, p. 342
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In females, cytotoxic substances such as

 

antineoplastic agents

 

, 

 

heavy metals

 

, 

 

polycy-
clic aromatic hydrocarbons

 

, or 

 

radiation

 

 may
damage oocytes. The effects of such
agents depend on which stage of oocyte
development is affected. Effects on
mature secondary oocytes will lead to
temporary infertility, with fertility being
restored as new secondary oocytes
develop. Partial destruction of primary
oocytes, however, may lead not to imme-
diate infertility, but to early onset of
menopause (which occurs when the total
pool of primary oocytes in the ovary falls
below a minimum number).  Total
destruction of primary oocytes, though,
will lead to infertility as well as to prema-
ture menopause. Nonlethal effects of
these agents on oocytes include DNA
damage, which may lead to genetic
defects in offspring.

Some of these cytotoxic toxicants (poly-
cyclic aromatic hydrocarbons, for exam-
ple) must be metabolized in order to
produce toxicity. This activation can occur
in the ovary, as cytochrome P450 and
other enzymes involved in xenobiotic
metabolism are found in ovarian tissues.
Toxic polycyclic aromatic hydrocarbon
(PAH) metabolites destroy primary
oocytes, which is one possible explanation
for the observation that exposure to ciga-
rette smoke (which contains PAHs) may
lead to premature menopause.

Many other toxicants, including some

 

pesticides

 

, 

 

chlorinated hydrocarbon solvents

 

,
and 

 

aromatic solvents

 

, have also been
reported to interfere with female repro-
ductive capacity.

 

Interference with Hormonal Controls

 

Because the process of reproduction is
under hormonal control, interference with the secretion of hormones such
as GnRF, LH, FSH, testosterone, estrogens, or progestins could have an

Cadmium
See also:

Cardiovascular
toxicology Ch. 9, p. 173

Renal toxicology
Ch. 12, p. 240

Environmental
toxicology Ch. 17, p. 324

Cadmium Appendix, p. 337

Polycyclic Aromatic
Hydrocarbons
See also:

Biotransformation
Ch. 3, p. 37 

Carcinogenesis Ch. 6, p. 101
PAHs Appendix, p. 347 

Carbon Disulfide
See also:

Cardiovascular
toxicology Ch. 9, p. 172

Neurotoxicology
Ch. 10, p. 205

Carbon disulfide
Appendix, p. 338

Smoking
See also:

Carcinogenesis Ch. 6, p. 98
Respiratory toxicology

Ch. 8, pp. 156, 159
Cardiovascular toxicology

Ch. 9, pp. 173, 177
Tobacco Appendix, p. 350

2856_book.fm  Page 127  Thursday, November 17, 2005  10:28 AM



128 Principles of Toxicology, Second Edition

impact. For example, in males, estrogens and progestins block spermatoge-
nesis by suppressing LH and FSH, and thus suppressing testosterone secre-
tion. Another group of compounds that can interfere with hormonal control
of reproduction in the male is the anabolic steroids. These are synthetic drugs
that were developed in an attempt to separate the anabolic (muscle-building)
effects of steroids from the androgenic (reproductive) effects. This separation
is, in fact, unachievable, since both reproductive and muscle tissues seem to
contain the identical type of androgen receptor. These synthetic steroids may,
however, lower testosterone levels (probably through feedback inhibition of
GnRF, LH, and FSH) and suppress spermatogenesis. Other undesirable side
effects of anabolic steroids include hepatotoxicity, behavioral changes, and
potential shortening of stature in prepubertal males through premature ter-
mination of long bone growth.

These hormonal compounds, along with others that either block binding
of testosterone to the androgen receptor or inhibit enzymes involved in
testosterone synthesis, have been suggested as potential male birth control
agents. Unfortunately, it is difficult to completely block spermatogenesis
reliably. In addition, many of these drugs also produce unacceptable side
effects such as irreversibility of effects, depression of libido, or toxicity to
other organ systems.

As in the male, toxicants that interfere with the hormonal control of repro-
duction can also impair fertility in the female. Anesthetics, analgesics, and
other drugs that interfere with either neuronal or hormonal control of hypo-
thalamic or pituitary function can prevent ovulation. In fact, birth control
drugs such as oral contraceptives, as well as injectable (Depo-Provera®) and
implantable (Norplant®) contraceptives, also act on this hormonal system.
These drugs contain a mixture of estrogen and progestins that inhibit the

release of FSH and LH and thus inhibit
ovulation. Side effects associated with
these drugs include some increase in risk
of thromboembolism (obstruction of a
blood vessel by a blood clot), myocardial
infarction, and stroke. These risks increase
with age and with the presence of contrib-
uting factors such as smoking and under-
lying cardiovascular disease.

A topic of much discussion in recent
years has been that of endocrine disrupters,
or environmental estrogens, compounds
that are present in the environment in low
concentrations and that possess estro-
genic activity. These compounds include
DDT and other organochlorine pesticides,
polychlorinated biphenyls (PCBs), and
dioxins (such as TCDD). There is particu-
lar concern since these compounds are

Organochlorine Pesticides
See also:

Neurotoxicology
Ch. 10, p. 190

Environmental
toxicology Ch. 17, p. 319

Organochlorine
pesticides Appendix, p. 343

Polychlorinated Biphenyls
See also:
Immunotoxicology

Ch. 13, p. 257
Environmental toxicology

Ch. 17, p. 322
PCBs Appendix, p. 346
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quite lipophilic and may accumulate over
time in fatty tissues in humans and other
organisms. In fact, studies have estab-
lished relatively firm links between expo-
sure to environmental estrogens such as
DDT and reproductive dysfunction in
wildlife; the question is, Can these results
be extrapolated to humans?

For example, putative links have been
discussed between exposure to endocrine
disrupters and decreased male fertility.
One study (by Carlson et al. in 1992) has
indicated a significant worldwide decline in sperm count; other studies have
not detected any decline. In fact, sperm counts may be too highly variable
both in location and in time to serve as a good overall indicator of male
reproductive health. Concerns have also been raised over reports of increas-
ing rates of reproductive abnormalities and cancers. At this point in time,
more research is required to make any definitive determination as to whether
there is a link between exposure to these chemicals and adverse effects on
human reproductive health.

The Process of Development

The next stage in the reproductive process begins with the process of fertil-
ization, where egg and sperm combine to form a single-celled diploid zygote.
This step generally occurs in the fallopian tubes when a spermatozoon
penetrates the outer covering of the oocyte and activates it. At that time, the
second stage of meiosis is completed, leading to the formation of an oocyte
and also a second polar body. Following penetration, the nuclei of the sper-
matozoon and the oocyte fuse, forming the zygote.

The single-celled zygote then enters into a period of rapid cell division, or
cleavage, and eventually forms a hollow ball of cells called a blastocyst (Figure
7.7). By this time (a few days after fertilization), the blastocyst has passed
from the fallopian tubes into the uterus, where it implants in the uterine
lining. The outer cells of the blastocyst (called the trophoblast) divide, grow,
penetrate, and break down the endometrial tissues, releasing nutrients that
can be used by the inner cell mass from which the embryo will develop.

Meanwhile, the inner cell mass separates from the trophoblast, and a fluid-
filled cavity (the amniotic cavity) forms between them. The cells of the inner
cell mass form an oval sheet called the blastodisc. By the end of the second
week the differentiation (adoption of different developmental pathways) of
cells has begun. The mechanism behind this routing of genetically identical
cells to different developmental fates is one of the central questions studied

TCDD
See also:

Biotransformation
Ch. 3, pp. 34, 37

Carcinogenesis Ch. 6, p. 103
Immunotoxicology

Ch. 13, p. 257
Environmental

toxicology Ch. 17, p. 327
TCDD Appendix, p. 349
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by researchers in the field of development. Differentiation appears to have
its basis in differences in cytoplasmic constituents (resulting from unequal
distribution of components in the egg) as well as differences in cellular
environments involving interaction between the cells themselves. The com-
bination of these factors leads to the formation of three distinct layers in a
developing animal embryo: the ectoderm, which will form the epidermis as
well as the epithelial linings of oral, nasal, anal, and vaginal cavities, nervous
tissue, and some endocrine organs; the mesoderm, which will form muscle
and connective tissues, vascular endothelium and lymph vessels, the lining
of some body cavities, the reproductive and urinary systems, and some other
endocrine organs; and the endoderm, which becomes the epithelial lining of
the gastrointestinal, respiratory, and urinary tracts.

Some of these tissues will also become the extraembryonic membranes, serv-
ing to protect, nourish, and support the developing embryo (Figure 7.8). One
of these membranes is the yolk sac, which provides nourishment in some
species, and in humans produces blood cells and future gametes. The amnion
is an ectodermal and mesodermal membrane that encloses the developing
embryo and the amniotic fluid that cushions it, and the allantois stores met-
abolic waste and is involved in formation of fetal blood vessels, blood cells,
and the bladder. The chorion will form the fetal portion of the placenta. The
placenta is not completely developed until about 12 weeks postfertilization.
Blood flows into the placenta from the fetus through the umbilical arteries
and returns through the umbilical vein. In the placenta, close juxtaposition
of branches of the umbilical arteries with the maternal blood that is circu-
lating through cavities in the placenta allows the interchange of oxygen,
nutrients, and waste materials through the process of diffusion. The placenta
also produces estrogen, progesterone, and other hormones that help main-
tain the uterine lining, and thus the pregnancy.

FIGURE 7.7
The blastocyst.
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By the fourth week, the longitudinal axis of the embryo develops in the
form of a primitive streak, a thickened band along the midline of the blasto-
disc. During the next few weeks the rudiments of the nervous system
develop, arm and leg buds develop, and the basic structures of most organ
systems are formed. At this time, the production of testosterone by the
embryonic testes initiates the steps that will result in the development of a
male phenotype. In the absence of testosterone, a female phenotype will
develop regardless of genotypic sex. By the end of 8 weeks the embryo is
quite well developed and is referred to as a fetus. Development and growth
continues throughout the fetal period, and for some systems (such as the
nervous system, for example), development even continues postnatally.

Embryogenesis and Developmental Genetics

The study of development genetics has
been enhanced by the application of tech-
niques for observing the sequential activa-
tion of genes using microarrays of
oligonucleotide probes of the genes cata-

FIGURE 7.8
The arrangement of the extraembryonic membranes.
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See also:

Systems biology
Ch. 5, p. 82 

2856_book.fm  Page 131  Thursday, November 17, 2005  10:28 AM



132 Principles of Toxicology, Second Edition

loged in the Human Genome Project. Beginning with maternal effect genes
expressed in the egg, embryogenesis as described above proceeds through
casades of transcription factors. Master genes activate expression of target
genes that include subordinate transcription factors in a hierarchical net-
work. Some genes are activated while others are inactivated. A web of
positive or negative interactions can be described as in an engineering dia-
gram using the new principles of systems biology.

During embryogenesis the fate of cells is determined in the process of
differentiation; e.g., a cell in the embryonic neural crest can become a mel-
anocyte or a neuron, depending on which transcription factor is active. A
mutation in just one transcription factor can result in the failure of an organ
to form; e.g., deletion of the microphthalmic-associated transcription factor
can result in diminished eyes in mice.

Master transcription factors are similar over widely diverse phyla, sug-
gesting high conservation of the primary pathways of development. Trans-
genic introduction of mouse PAX6 and its expression in fruit flies induces
the formation of ectopic eyes; i.e., eyes are formed on legs and other structures
of the insect. Conversely, the eyeless gene of fruit fly can induce ectopic eyes
in the frog, Xenopus.

Protein transcription factors encoded by master genes regulate target genes
by binding to specific response elements in the promoter/operator region
upstream of the start codon. Usually this binding occurs as part of an assem-
bled complex of protein cofactors and an RNA polymerase. For example, the
site of action of the chemicals TCDD and TCDF is likely the protein encoded
by gene AhR, which makes a dimer with the product of Arnt. The dimer
translocates to the nucleus and becomes a component of a nuclear transcrip-
tion factor complex. A similar dimer is formed by fos/jun oncogene products.

Embryonic stem cells are nondifferentiated cells considered to be pluripotent,
i.e., capable of differentiating into any type of tissue depending on the
triggering signal received. Insects, following embryonic development and
hatching to larvae, continue to carry small clusters of semidifferentiated cells
called imaginal discs, which begin to differentiate into eye, antenna, leg, wing,
and other structures during metamorphosis to the imago (adult). Each and
every eye imaginal disc cell can become any of the diverse types of cells in
the eye: eight different photoreceptor cells, cone cells, corneal cells, pigment
cells, or others. The process is driven by the timing of concentration gradients
and interactions of diffusing growth factors and transcription factors. Pho-
toreceptor 8 cells are first to differentiate as triggered by a gradient of the
protein product of atonal and its interaction with the product of hedgehog.
Once formed, photoreceptor 8 cells begin to influence adjacent cells as addi-
tional protein factors sequentially replace atonal and hedgehog in the pro-
gram. Humans also possess adult stem cells, which are semidifferentiated to
the fate of a certain organ or type of tissue.

Understanding the impact of toxicants on embryonic development is a
high aim of the Toxicogenomics Research Consortium organized by the
National Institute of Environmental Toxicology. Specific emphasis is on
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embryogenesis and the differentiation of mammary cells in relation to the
toxicogenomics of breast cancer. Currently this consortium is focused on the
application of microarray technology in the study of gene expression and
its perturbation by exposure to environmental toxicants. Centers in the con-
sortium are specialized in various aspects of conducting microarray exper-
iments and analysis of the large sets of data generated.

Effects of Toxicants on Development: Teratogens and 
Teratogenesis

Teratology is the study of birth defects — structural or functional abnormalities
that are present at birth. In humans, it is estimated that the presence of
abnormalities leads to the spontaneous abortion of somewhere between 25
and 50% of all pregnancies. In addition, birth defects occur in up to 10 to 15%
of all live births. Of course, many of these problems may be caused by random
genetic errors, but some may also be caused by environmental factors.

A teratogen is an environmental agent that produces birth defects. Exam-
ples of effects of teratogens on developing organisms include structural
malformations, growth retardation, and death. Whether or not exposure to
a teratogen produces a birth defect depends on several different factors. Two
of the most important factors are dose or exposure level and timing of
exposure. There are, of course, other factors involved as well, many of which
we do not yet understand. For example, prenatal exposure of a litter of rat
pups to a teratogen may produce severe defects in some pups, milder defects
in others, and no effects at all in a few. Reasons for this may include micro-
differences in intrauterine conditions (causing, for example, some pups to
be exposed to higher levels of the teratogen than others), variations in the
state of development of different pups in the litter, or even genetic variations
in susceptibility between pups.

Effects of Dose or Exposure Level on Teratogenicity

First, as with any toxicant, the actual dose or exposure level is an important
factor. During pregnancy, such physiological changes as increased absorp-
tion of substances through the gastrointestinal tract, increases in lung tidal
volume, and increases in blood flow to the skin all may enhance absorption
of environmental toxicants. Also, as maternal blood volume increases, con-
centrations of the plasma protein albumin decrease, leading to fewer binding
sites for toxicants and a greater tendency for those toxicants to enter tissues.
Counteracting this, however, is an increase in rate of renal excretion.

It is important to note that the placenta itself fails to provide much of a barrier
to transfer of toxicants between the maternal and fetal compartments. Substances
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that are lipid soluble, small, and neutral in
charge diffuse easily through the placenta.
Other substances may cross by means of
facilitated diffusion or active transport
mechanisms. Metals (cadmium, for exam-
ple) may also accumulate in the placenta.

Xenobiotic metabolism of toxicants is thought to occur mostly in maternal
tissues or the placenta, as the levels of many enzymes that participate in both
phase I and phase II biotransformation are quite low in developing organisms
(in humans, P450 levels at midgestation are less than half the adult levels).
Prenatal levels of P450 do, however, increase on exposure to inducers such
as phenobarbital. Placental biotransformation activities, although low, also
are inducible (exposure to polycyclic aromatic hydrocarbons, as contained
in cigarette smoke, significantly increases P450-A1 activity).

With teratogens in general, as exposure levels increase, so does the severity
of the teratogenic effect. Some teratogens produce only structural defects at
low levels of exposure, but may be lethal at higher levels. Others may
produce a range of effects, from structural defects to lethality, at the same
exposure level. Maternal toxicity may or may not occur at exposure levels
sufficient to produce birth defects. Thus, in many cases, exposures that
would not threaten the health of the mother may be quite hazardous to the
developing child.

Effects of Timing of Exposure on Teratogenicity

Because a variety of events occur at so many different times during the
prenatal period, it stands to reason that the timing of exposure to a teratogen
is critical in determining the potential effects. Exposure during the early
stages (prior to implantation), for example, is most likely to lead to embry-
onic death. Exposure during the late stages (in humans, the third trimester)
is most likely to lead to growth retardation. It is during the middle stage,
organogenesis, that exposure is most likely to lead to structural defects.
Exposure to a teratogen during the critical period when a particular organ
system is forming may lead to malformations in that system. For example,
exposure to the rubella virus during the first 8 weeks of pregnancy frequently
produces defects of the visual and cardiovascular systems, while exposure
during weeks 8 to 12 leads to hearing impairment. Critical periods in humans
may vary in length from as long as several weeks to as short as a day.

Examples of Teratogens

One of the earliest identified teratogens was, in fact, a biological agent. This
was the rubella, or German measles virus, and it was identified when an
Australian ophthalmologist named Norman Gregg observed that an epidemic
of cases of congenital cataracts closely followed an epidemic of rubella. This

Xenobiotic Metabolism
See also:

Biotransformation
Ch. 3, p. 27 
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case also illustrates the importance of crit-
ical periods, since the type of malforma-
tions produced was closely related to the
time of exposure. Eye malformations were
observed to correspond most closely to
exposure during the first 8 weeks of devel-
opment, and deafness and heart problems
were seen to correspond to exposure
between the 8th and 12th weeks of devel-
opment. Another case that also illustrates
the importance of critical periods is the
case of the drug thalidomide (see the case study at the end of this chapter).

A historic example of a chemical teratogen was the use of the drug diethyl-
stilbestrol (DES) to prevent potential miscarriage (ironically, a use for which it
has since been shown to be ineffective). It was administered to women con-
sidered to be at high risk for miscarriage (typically because of a prior history
of early miscarriage) and was given to several million women in the U.S. alone
between the late 1940s and early 1970s. The problems associated with DES
use were first noted when an unusually large number of cases of a rare vaginal
cancer (a cancer most often seen in older women) were seen in young women
at Massachusetts General Hospital. Interference of this drug with normal
reproductive tract development (particularly during weeks 6 to 16) led to
structural and functional abnormalities of the reproductive tract in both DES-
exposed daughters and sons. This case heightened awareness of the possibility
of what has come to be called transplacental carcinogenesis. Since that time,
other agents (other chemicals as well as radiation) that may also increase the
risk of cancer in prenatally exposed offspring have also been identified.

For some systems, such as the nervous system, critical periods extend
throughout development. One teratogen
with significant effects on this system is
ethanol. Fetal alcohol syndrome (FAS) was
identified in the early 1970s and is a group
of related effects, including craniofacial
abnormalities, growth retardation, and
mental retardation, which result from
intrauterine exposure to ethanol. Severity
of the abnormalities seems to increase
with increases in exposure levels. It is not
certain whether there is a “safe” level of
alcohol consumption during pregnancy,
but risk of craniofacial and neurological
abnormalities rises with the consumption
of 2 oz. of ethanol per day, and risk of growth retardation rises with con-
sumption of 1 oz. per day. Cocaine use has also been associated with various
abnormalities, including neurological problems and developmental deficits
that may persist throughout life.

Diethylstilbestrol
See also:

DES Appendix, p. 340 
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A controversial prescription drug currently on the market is the drug
isotretinoin (trade name Accutane®). Although effective in the treatment of
severe cystic acne in adults, it is also a potent teratogen, causing craniofacial,
thymus, cardiac, and neurological defects. In spite of label warnings, edu-
cational programs, and pregnancy testing, some affected children are born
each year. While many people would prefer to see this drug taken off the
market, its effectiveness in dermatologic treatment makes such a decision
difficult. This is an excellent example of a regulatory risk–benefit decision.

There are many other compounds on the list of known or suspected ter-
atogens. Other pharmaceuticals include the antiepileptic drug valproic acid,
as well as the tetracycline antibiotics. Heavy metals that are known to be
teratogenic include methylmercury and lead, both of which produce neuro-
logical dysfunction. Various herbicides (such as Agent Orange, a mix of the
herbicides 2,4-D and 2,4,5-T) have been suspected by some of being terato-
genic; however, the evidence is not completely clear.

Mechanisms of Teratogenicity

Not much is known about the biochemical mechanism of action of many
teratogens, perhaps because there are so many gaps in our knowledge of the
biochemical and cellular aspects of development. Of course, any agent that
interferes with cell division is likely to damage developing organisms, where
rates of cell division are very high. High levels of these compounds during
organogenesis may produce organ malformations; lower levels may result
in development of structurally normal, but smaller organs.

Probably more is known about the mechanisms involved in the production
of cleft palate than for any other structural abnormality. The palate is formed
by growth and fusion of the maxillary and palatine processes, an event
involving cell division, migration, programmed cell death, and other complex
processes. Cleft palate occurs when this event is disrupted, leaving a gap
where fusion was to occur. One toxicant thought to be capable of producing
cleft palate is TCDD, and it appears to do so by binding to proteins in the
cytosol and blocking the programmed cell death necessary for normal palatal
development. Exposure to high levels of glucocorticoids also causes cleft palate.
Interaction of glucocorticoids with the glucocorticoid receptors in the maxil-
lary cells inhibits cell growth, and thus blocks normal palate formation.

Other teratogens also appear to interact directly with cells in the develop-
ing organism. Thalidomide has been hypothesized to directly damage devel-
oping limb tissue or to interfere with communication between that tissue
and surrounding tissues. DES seems to lead to failure of tissues from a
temporary structure called the Mullerian duct to either transform into nor-
mal tissues (in women) or degenerate (in men).

Neurological effects of teratogens may be produced by many different
mechanisms. Because the increased permeability of the fetal blood–brain
barrier allows greater access to toxicants, the fetal brain may be susceptible
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to a wider range of insults than the adult brain. And there are many spe-
cialized steps in neurological development that can potentially be disrupted
by toxicants, including the development of neurotransmitters and receptors.
Evidence indicates that these systems must be functioning properly in order
for innervation to proceed correctly.

Cocaine, for example, potentiates the effects of norepinephrine (a neu-
rotransmitter found in the sympathetic branch of the autonomic nervous
system) by blocking reuptake. This may have a direct effect on the cells of
the developing brain, or because norepinephrine stimulates blood vessels to
contract, it may lead to decreases in blood flow to the fetus, causing hypoxia.
Norepinephrine also stimulates contraction of uterine smooth muscle, per-
haps causing the tendency for premature labor observed in cocaine-use cases.

Finally, advances in the molecular biology of development have led to a
greater understanding of the potential of teratogens to interact with the
genetic mechanisms that drive development. Retinoids, for example, may
exert their effects through interaction with a set of developmental genes
known as hox genes.

Testing for Reproductive and Developmental Toxicity

Human Assessment

Reproductive and developmental toxicity assessment often involves the
identification of problems in humans. In humans, reproductive history,
sperm count (the concentration of sperm in the semen) and normality of
sperm, and hormone levels in the blood are typically used to assess male
reproductive functioning. In females, reproductive history is also an impor-
tant tool for assessing human fertility. In addition, x-rays of the uterus and
fallopian tubes can identify structural abnormalities, and measurement of
serum hormone levels, changes in body temperature, and other indicators
can be used to evaluate for the presence or absence of ovulation.

Testing of Laboratory Animals: General Principles

A number of factors must be considered in developing tests for reproductive
toxicity and teratogenicity involving laboratory animals. Because of inter-
species differences in developmental pathways, xenobiotic metabolism, etc.,
the choice of species to be used in the test is critical. Hamsters, mice, and
rats are common choices, due in part to their short gestation times (a purely
practical advantage), but rabbits are also used, as are primates.

The route of administration for a toxicant should be similar to any routes
for human exposure and may include injection, intubation, inhalation, or deliv-
ery in food or water. Due to variations in food and water consumption, how-
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ever, it is difficult to deliver a precise dose through this last route. Normally,
multiple dose levels and a control (as well as solvent control, if necessary) are
used, with dosages ranging from near the no-effect level to near the lethal level.
In the case of teratology studies, exposure should continue throughout the
length of the gestational period, especially during organogenesis.

There are a number of different ways in which fertility is evaluated in the
research laboratory in both male and female animals. In males, one of the
most direct methods is to assess sperm count, sperm motility, and sperm
morphology (abnormalities in head shape, tail length, etc.). The ability of
sperm to penetrate and fertilize an egg in vitro can also be studied. Another
measure that has been proven to be effective is histologic evaluation of the
testes, although more general measures such as weights of testes, epididy-
mis, prostate, and other glands can also be used. Blood levels of various
hormones can be measured, and evaluation of hormone/receptor binding
in vivo or in vitro can also be carried out. Ultimately, reproductive success as
measured by the number of viable young produced can be assessed. Fertility
profiles can be developed through regular mating of a toxicant-exposed male
with a number of females, followed by calculation of the percentage of
females impregnated. During these matings, reproductive behavior can also
be observed. Offspring from these matings are then studied for evidence of
genetic defects.

In female laboratory animals, similar tests are used. Organ weights (ova-
ries, uterus) can be evaluated, and histological examination of the ovaries
can indicate whether ovarian toxicity has occurred. As in males, hormonal
levels and studies of hormone/receptor binding can be undertaken. And
finally, production of viable offspring can also be assessed. Fertility profiles
would involve mating of treated females, observation of mating behavior,
assessment of the outcome of mating, and possibly evaluation of offspring.

In Vitro Testing

Very young rat or mouse embryos (from conception up to the point where
placental formation occurs) can be maintained in culture, exposed to terato-
gens, and observed for changes in normal development. Organs removed
during organogenesis can also be cultured, as can cells or groups of cells.
Some nonmammalian cell culture systems are also used in research and
testing. These include cells derived from Drosophila (fruit fly) eggs, hydra
cells, and Xenopus (an amphibian) embryos. One such well-established test
system is the Frog Embryo Teratogenesis Assay–Xenopus, or FETAX test
system, which is a 96-h developmental toxicity test using Xenopus embryos.

Established Procedures for Testing

With the goal of standardizing requirements for product testing, a group
known as the International Conference of Harmonization of Technical
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Requirements for Registration of Pharmaceuticals for Human Use (the ICH)
has developed a typical set of guidelines for teratogenicity testing that has
been well accepted worldwide. This relatively recent set of tests includes a
fertility protocol (involving treatment of both male and female animals for
several weeks prior to mating), tests for prenatal/postnatal development
and maternal function (involving treatment of the pregnant female through
the end of lactation), and tests for effects on embryo/fetal development
(involving treatment of the pregnant female from implantation through the
end of organogenesis in two species).

Case Study: Thalidomide

Perhaps the most notorious teratogen in history is the drug thalidomide.
Synthesized in 1954, with a chemical formula similar to barbiturates, it was
developed as a sedative/hypnotic. It also proved to be effective as an anti-
emetic, easing the nausea (morning sickness) that often plagues early preg-
nancy. With a very low acute toxicity, it was rapidly approved for use and
was marketed in Germany in 1956 and in England and Canada in 1958. In
fact, it was even available in England over the counter (in other words,
without a doctor’s prescription). There were a few reports that adults taking
thalidomide over several months had developed peripheral neuropathies,
but knowledge of these problems was not generally widespread in the med-
ical community.

In late 1961, however, reports began to surface of a link between thalido-
mide exposure and the birth defects phocomelia (drastic shortening of the
limbs; fingers attached at the shoulder, for example) and amelia (lack of
limbs). These effects were accompanied by malformations of the cardiovas-
cular, renal, and other systems, but it was the sudden increase in the fre-
quency as well as the severity of the previously quite rare limb defects that
attracted the attention of medical personnel and allowed the link between
exposure to the drug and these teratogenic effects to be uncovered. By 1961,
thalidomide had been withdrawn from European markets, and by 1962, it
had also been withdrawn from Canadian markets. Estimates of the number
of children affected range from 6000 to 10,000, with perhaps 20% of exposed
children developing defects.

Altogether, thalidomide was sold in about 30 countries worldwide. It was
not, however, sold in the U.S., due to inadequacies in the safety data sub-
mitted to the FDA. The fact that the drug was not released in the U.S. is
primarily due to an FDA employee, Frances Kelsey, who repeatedly rejected
the application even under pressure from the manufacturer to approve the
drug. Nonetheless, 1200 U.S. doctors were sent samples of thalidomide,
which the FDA had to go to great lengths to recover. Still, there were only
a handful of thalidomide cases in the U.S. — a few resulting from distribution

2856_book.fm  Page 139  Thursday, November 17, 2005  10:28 AM



140 Principles of Toxicology, Second Edition

of the samples and a few resulting from acquisition of the drug in a country
where it had been approved.

Hypotheses as to the mechanism of action for thalidomide’s teratogenic
effects have been put forward. One leading hypothesis is that since thalido-
mide has been shown to be an inhibitor of angiogenesis (the formation of
new blood vessels), interference with development of blood vessels in the
limbs as they formed might be the cause of the phocomelia and amelia.
However, thalidomide has numerous other cellular effects as well, any one
of which might have contributed to limb malformation. For example, thali-
domide has also been shown to block production of the lymphokine tumor
necrosis factor alpha (TNF-α), which is involved in the inflammatory
response, as well as to inhibit production of other lymphokines such as
interleukins and interferons.

The obvious question about thalidomide is, Why was it ever allowed on
the market? Certainly evidence indicates that safety testing for the com-
pound was, in fact, inadequate, but there were also a number of contributing
factors that would have made accurate testing and risk assessment difficult
even under the best of conditions. First of all, the critical period for devel-
opment of phocomelia and amelia in humans was quite short, corresponding
to a 2-week period between days 21 and 35 of gestation. And although the
drug is a potent teratogen in humans, with doses as little as 100 mg/day
(around 1 mg/kg maternal weight) producing severe defects, it is much less
potent in other species. In fact, mice and rats are relatively resistant to the
teratogenic effects of thalidomide. Only rabbits and primates have been
proven susceptible to developing the limb defects that are so characteristic
in humans. All of these factors made the developmental problems associated
with thalidomide usage quite difficult to accurately identify. In fact, even
with the more stringent testing measures in place today, it is not at all certain
that a drug such as thalidomide could not still clear the regulatory hurdles.

The final chapter on thalidomide has actually yet to be written. In 1998,
the FDA did, in fact, approve thalidomide for use in the U.S. for the treatment
of the skin condition erythema nodosum leprosum (ENL), which is a com-
plication of leprosy. Thalidomide also shows some promise for treatment of
some forms of arthritis, for Crohn’s disease (an inflammatory bowel disease),
and for multiple myeloma and other cancers, although side effects such as
thrombosis and peripheral neuropathies have been noted. The drug is tightly
regulated, and only physicians participating in an FDA educational program
are permitted to prescribe it. In addition, women of childbearing age who
receive the drug must undergo weekly or monthly pregnancy testing. These
restrictions are similar to those placed upon the prescription of Accutane®,
an antiacne retinoid drug, discussed earlier in this chapter. In both cases,
there has been considerable debate over whether the benefits gained by
patients using these drugs are worth the teratogenic risks taken by making
the drugs available.
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Respiratory Toxicology

 

Function of the Respiratory System

 

The primary functions of the respiratory system are to deliver oxygen to the
bloodstream where it can be routed throughout the body to every cell, and
to remove the waste product of metabolism — carbon dioxide. Mitochondria
within cells require oxygen to carry out oxidative phosphorylation, the series
of reactions whereby energy contained in chemical bonds in food is repack-
aged into the bonds in the molecule ATP (a form of energy the cell can
directly use). Although some cells in the body can function without oxygen
for a short time, many cells (such as heart cells or brain cells) are absolutely
dependent on an adequate supply of oxygen in order to survive. The respi-
ratory system also plays a role in the process of speech, the defense of the
body, and the regulation of body pH. It is also a rapid route by which volatile
xenobiotics can reach the brain.

 

Anatomy and Physiology of the Respiratory System

 

Respiratory Anatomy

 

The respiratory system can be divided into two basic parts (Figure 8.1). The
first part, the 

 

conducting portion

 

, is responsible for carrying air to and from
the second part, the 

 

respiratory portion

 

. The respiratory portion is where the
process of 

 

gas exchange

 

, the movement of oxygen into and carbon dioxide
out of the bloodstream, occurs.

The conducting portion of the respiratory system begins with the 

 

nose

 

. The
external portion of the nose consists of cartilage covered with skin. The
nostrils open into the internal portion of the nose, the 

 

nasal cavity

 

, which is
bounded below by the hard palate and above and to the sides by other
cranial bones. The nasal cavity is divided into halves by the nasal septum.
Scroll-like bones called 

 

turbinates

 

 project into the interior of the nasal cavity.
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The nose is lined with epithelial tissue consisting of both column-shaped
epithelial cells covered with cilia, and cells called 

 

goblet cells

 

 that secrete
mucus. Underneath the epithelial layer is a layer of connective tissue that
contains many blood vessels. This combination of epithelium and connective
tissue is called a 

 

mucous membrane

 

.
The nose functions both to filter and to condition inhaled air. As air passes

through the nose, entering particles can become entrapped in the cilia and
mucus. Also, the temperature of the incoming air is raised and moisture is
added as the air passes over the warm, moist surfaces of the nasal mucous
membranes. The nose also contains receptors for the sense of smell and
serves as a resonating chamber for the voice.

Next, air moves from the nose into the 

 

pharynx

 

. This chamber functions
as a passageway between the nose and the 

 

larynx

 

 (which opens to the
trachea) and also between the mouth and the esophagus (which leads to the
stomach). The larynx (or voice box) is composed of cartilage lined with a
mucous membrane. Folds of this membrane extend into the open center of
the larynx and vibrate as air passes over them. These vibrating folds are the

 

vocal cords

 

. Muscles in the larynx control the tension of the cords, as well as
the size of the opening into the larynx, allowing the production of both high-
and low-pitched sounds. A flexible flap called the 

 

epiglottis

 

 closes down over
the top of the larynx during swallowing, preventing food or drink from
entering the larynx and passing on into the lungs. Irritation of the larynx

 

FIGURE 8.1

 

The anatomy of the respiratory system, with insert showing terminal bronchiole with respira-
tory bronchioles and alveolus, along with associated capillaries.
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produces a reflex action called a 

 

cough

 

. In coughing, the opening to the larynx
is temporarily closed, air is forced upward, pressure builds, and the larynx
then opens again to allow the blast of air out (hopefully along with the
irritant that provoked the cough). Severe irritation, however, may cause the
larynx to clamp shut in a life-threatening spasm.

The larynx opens into the 

 

trachea

 

 or windpipe. This flexible tube is also
lined with mucous membrane and is supported around the outside by 

 

C

 

-
shaped rings of cartilage. These rings keep the trachea from collapsing with
the changes in air pressure that accompany breathing. At its base, the trachea
branches into the right and left 

 

primary bronchi

 

,

 

 

 

which then lead to the right
and left lungs. Within the lungs, the primary bronchi branch out into 

 

sec-
ondary bronchi

 

, each of which leads to a different segment of the lung. Sec-
ondary bronchi continue to branch out, forming smaller tubules called

 

bronchioles

 

. The amount of cartilage in the airways decreases as the bronchi
branch out and become smaller, until it finally disappears in the bronchioles.
Smooth muscle content, however, increases, and bronchioles are completely
ringed by a layer of smooth muscle. Spasms of that smooth muscle, in fact,
are what produce the condition called 

 

asthma

 

.
Bronchioles continue to branch out, forming 

 

terminal bronchioles

 

, each of
which branches into several 

 

respiratory bronchioles

 

, which then terminate in
sacs called 

 

alveoli

 

. These respiratory bronchioles and alveoli make up the
respiratory portion of the respiratory system — in other words, the area
where gas exchange takes place. In fact, the extensive branching of bronchi-
oles and expanded sacs of the alveoli serves to dramatically increase the
surface area across which gas exchange can occur.

Respiratory bronchioles and alveoli are
composed of one thin layer of epithelial
tissue, with a thin layer of elastic fibers
underneath. The epithelial tissue contains
small cells called 

 

Clara cells

 

 (where xeno-
biotic metabolism may occur), thin flat

 

type I

 

 cells, and cuboidal 

 

type II

 

 cells. Type II cells can divide to produce new
type I cells, and also can manufacture a substance called 

 

surfactant

 

. Surfactant
is a lipid-rich material that decreases surface tension in the alveoli, allowing
the sacs to inflate properly and to remain inflated during the process of
breathing. 

 

Alveolar macrophages

 

, cells that digest and destroy debris, are also
found in the alveoli, as are a variety of other types of cells.

In order for gases to be exchanged between lungs and blood, there must
be an adequate supply of blood in the area. Thus, the lungs are highly
vascularized. Blood enters the lungs through the 

 

pulmonary arteries

 

, which
branch out into arterioles and finally capillaries. Networks of capillaries
(which are composed of one layer of thin, flat epithelial cells, often called
the 

 

endothelium

 

) surround each terminal bronchiole and its respiratory bron-
chioles and alveoli, allowing gas exchange to take place. The capillaries then
merge together to form venules, which merge to form the 

 

pulmonary veins

 

,
which carry oxygenated blood back to the heart.

Xenobiotic Metabolism
See also:

Biotransformation
Ch. 3, p. 27 
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Pulmonary Ventilation

 

The lungs are located in the thoracic, or chest, cavity. A membrane called
the 

 

parietal pleura

 

 covers the surface of each of the lungs, and a membrane
called the 

 

visceral pleura

 

 lines the walls of the thoracic cavity. The small
space between these two membranes is called the 

 

pleural cavity

 

, and it is
filled with fluid. The fluid acts as a lubricant and also holds the two mem-
brane surfaces together.

Breathing in, or 

 

inspiration

 

, is initiated by contraction of two muscles. The
primary muscle involved is a dome-shaped sheet of skeletal muscle called
the 

 

diaphragm

 

, which forms the floor of the thoracic cavity and separates it
from the abdominal cavity. As the diaphragm contracts, it flattens out and
increases the size of the thoracic cavity. At the same time, a set of muscles
called the 

 

external intercostals

 

 (which extend from each rib to the rib below)
contract, thus moving the ribs up and out and also contributing to the
increase in size of the thoracic cavity.

As the thoracic cavity expands, the visceral pleura (which, as you remem-
ber, lines that cavity) is pulled outward, pulling the parietal pleura (to which
it is attached) outward, and thus expanding the volume of the lungs and
inflating the alveoli. As the lung volume increases, pressure in the lung
decreases and air is pulled in through the conducting airways into the lung.
A hole in the visceral or parietal pleura, however, can allow air into the
pleural cavity and break the seal between the membranes. This allows the
two membranes to separate, so that the lung no longer inflates with expan-
sion of the thoracic cavity. This situation is referred to as a 

 

pneumothorax

 

, or

 

collapsed lung

 

, and may result from disease or from traumatic injury to the
thoracic cavity.

In contrast to inspiration, breathing out, or 

 

expiration

 

, is usually a passive
process. This is because of the elastic properties of the lungs. During expi-
ration, the diaphragm and external intercostal muscles relax, and the volume
of the thoracic cavity, and thus the lungs, decreases. When lung volume
decreases, pressure in the lungs increases and air is forced out of the lungs
through the conducting airways. Abdominal muscles as well as a set of rib
cage muscles called the 

 

internal intercostals

 

 can be used, though, to effect a
more forceful expiration.

The amounts of air moved by the lungs are called 

 

respiratory volumes 

 

and
can be measured using an instrument called a 

 

spirometer

 

. The amount of air
breathed in or out during normal quiet breathing is called the 

 

tidal volume

 

(TV). The additional volume of air that can be inhaled with effort is the

 

inspiratory reserve volume

 

 (IRV). The additional volume of air that can be
exhaled with effort is the 

 

expiratory reserve volume

 

 (ERV). TV + IRV + ERV
together are called the 

 

vital capacity

 

. No matter how hard you try, though,
you can never expel all the air from your lungs, and the volume of air that
always remains in your lungs is called the 

 

residual volume

 

 (RV). Residual
volume + vital capacity together make up what is called the 

 

total lung capacity

 

.
The respiratory volumes are illustrated in Figure 8.2.
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The rate of respiration can also be measured, and the number of inspira-
tions per minute is called the 

 

respiratory rate

 

. Respiratory rate multiplied by
tidal volume gives a measure called the 

 

minute volume

 

, which is the volume
of air moved in and out per minute. Another common measurement is the

 

FEV1

 

, the volume of air that can be forcibly exhaled in a period of 1 sec
following a maximum inhalation.

Many pathological conditions of the lungs affect respiratory volumes and
rates. 

 

Restrictive conditions

 

 result from decrease in elasticity of the lungs and
will cause decreases in lung volumes. 

 

Obstructive conditions

 

 result from block-
age or narrowing of the airways and will cause decreases in airflow rates,
such as can be measured by an FEV1.

 

Gas Exchange

 

In the respiratory bronchioles and alveoli there are few barriers to the dif-
fusion of gases. To move between alveoli and the bloodstream, gases need
only cross a thin, flat type I alveolar cell and a thin, flat capillary endothelial
cell. Also, the large amount of available surface area of both alveolar and
endothelial surfaces facilitates rapid diffusion of gases between the alveolar
space and the bloodstream.

The force driving the diffusion of gases is quite simply the difference in
concentration of the gas between alveoli, blood, and tissues. The concentra-
tion of a gas is reflected by its 

 

partial pressure

 

, the pressure exerted by that
particular gas in a given situation. For example, atmospheric pressure is the
sum of all the partial pressures of the gases that make up the atmosphere.
Gases dissolved in liquids also have partial pressures and tend to diffuse
from areas of high partial pressure to areas of lower partial pressure.

Air that has just arrived in the alveoli (in other words, air that has just
been inhaled) has a relatively high partial pressure of oxygen. The partial
pressure of oxygen in the bloodstream, however, is low, since oxygen has
been used up by the cells in the process of oxidative phosphorylation. On
the other hand, the partial pressure of carbon dioxide is much higher in the

 

FIGURE 8.2
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bloodstream (which has picked it up as a waste product from cells) than it
is in inhaled air. Thus, in the lungs, partial pressures dictate that oxygen
diffuses from the alveoli into the bloodstream, and carbon dioxide diffuses
from the bloodstream into the alveoli. This process of gas exchange in the
lung is diagrammed in Figure 8.3.

The story in the rest of the body, however, is a little different. In the various
tissues of the body, where oxygen is being consumed and carbon dioxide
produced, oxygen partial pressure is low and carbon dioxide partial pressure
is high. Blood traveling to these tissues, though, has just exited to the lungs
and so has a high partial pressure of oxygen and a low partial pressure of
carbon dioxide. Thus, in the tissues, oxygen leaves the bloodstream and
diffuses into the tissues, while carbon dioxide leaves the tissues and diffuses
into the bloodstream.

Most of the oxygen carried in the blood-
stream, however, is not found dissolved
in the blood fluid. Instead, it is carried by
a special molecule called 

 

hemoglobin

 

,
which is found in red blood cells (

 

erythro-
cytes

 

). Hemoglobin will be discussed in
Chapter 9. Most carbon dioxide is also carried in red blood cells. When CO

 

2

 

is picked up from the tissues, some is bound to hemoglobin (at different sites
than where oxygen is carried), but most combines with water to form 

 

carbonic
acid

 

, in a reaction that is catalyzed by an enzyme called 

 

carbonic anhydrase

 

.
Carbonic acid breaks down in the red blood cells into a hydrogen ion and
a 

 

bicarbonate

 

 ion. The bicarbonate ion leaves the red blood cells and moves
into the plasma in exchange for chloride (a mechanism called the 

 

chloride
shift

 

), while the H

 

+

 

 binds to hemoglobin and stimulates the molecule to

 

FIGURE 8.3

 

The process of gas exchange as it takes place in the alveoli and capillaries of the lung.
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release oxygen, which can then diffuse into the oxygen-poor tissues. When
blood reaches the lungs and carbon dioxide levels decline, the bicarbonate
diffuses back into the red blood cells and the series of reactions runs in
reverse to liberate carbon dioxide (Figure 8.4). This system is a major part
of the buffer system that regulates blood pH.

 

Control of Respiration

 

Rate and depth of respiration are controlled by the 

 

respiratory centers

 

, located
in an area of the brain called the brain stem. These centers control normal
respiration and also make the necessary responses to any changes in physi-
ological status. Receptors located in the arteries monitor the partial pressures
of both oxygen and carbon dioxide in the blood, and receptors in the brain
monitor the partial pressure of carbon dioxide in cerebrospinal fluid. Actually,
changes in carbon dioxide levels are not measured directly by these receptors
— instead, they respond to the accompanying changes in pH. As carbon
dioxide levels go up, carbonic acid levels go up, and hydrogen ion levels go
up, so pH goes down. Likewise, as carbon dioxide levels go down, carbonic
acid levels go down, and hydrogen ion levels go down, so pH goes up.

It is these changes in pH (reflecting changes in carbon dioxide levels) that
stimulate the greatest responses from the respiratory centers. If carbon diox-

 

FIGURE 8.4

 

The carbon dioxide/carbonic acid/bicarbonate buffer system. The top figure shows removal
of carbon dioxide from the red blood cells to the alveoli in the lung; the bottom figure shows
entry of carbon dioxide into the red blood cells from the tissues.

A red blood cell in
a capillary in the lung

HCO3
– into

red blood cells
HCO3

– + H+

H+ + HCO3
_

H2CO3

CO2 from
tissues

CO2 out to
alveoli

H2O + CO2

HCO3
–

into blood stream

CO2 H2O

H2CO3

+

CI– into
red blood cells

CI– into
blood stream

A red blood cell in
a capillary in the tissues

 

2856_book.fm  Page 149  Thursday, November 17, 2005  10:28 AM



 

150

 

Principles of Toxicology, Second Edition

 

ide levels go up, the rate of respiration is stimulated, leading to a more rapid
release of carbon dioxide from the lungs. If carbon dioxide levels go down,
rate of respiration is slowed.

Receptors also monitor expansion of the lungs, preventing overextension
or collapse during forced inspiration and expiration. In addition, other recep-
tors respond to changes in blood pressure, increasing the rate of respiration
when blood pressure goes down and decreasing the rate of respiration when
blood pressure goes up.

 

Effects of Toxicants on the Respiratory System: 
General Principles

 

Just as the respiratory system is an important route of exposure for various
toxicants, it is also a target for many of them. For some toxicants, the lungs
are a target only when the route of exposure to that toxicant is inhalation.
Other toxicants, however, produce effects on the lungs even when exposures
occur through ingestion or absorption through the skin.

Toxicants that affect the respiratory system following inhalation can be
divided into two general categories: gases and particulates. The chemical and
physical properties of these toxicants determine how they will be distributed
in the respiratory system. Exposure to these toxicants can be either acute or
chronic, and effects due to exposure may be either immediate or delayed. Of
course, the respiratory system also has several defenses against injury by
these toxicants. We will discuss defense mechanisms first, then the types of
toxicants and their properties, then immediate effects, and then delayed
effects. Finally, we will discuss laboratory testing of respiratory toxicants.

 

Defense Mechanisms of the Respiratory System

 

The respiratory system may be particularly vulnerable to exposure to toxi-
cants, but it also has several defense mechanisms that help protect it. First
of all, the cilia and mucus found in the mucous membranes of the upper
airways help trap particles and prevent them from penetrating further into
the lungs. Particles trapped in the mucus are moved along by motion of the
cilia, in what has been termed the 

 

mucociliary escalator

 

, upward toward the
mouth to be swallowed. Particles from the lower reaches of the lungs may
be consumed by macrophages, which then move onto the mucociliary esca-
lator for elimination. Particles may also leave the lungs through dissolution
or absorption into the bloodstream or lymphatic system.
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These clearance mechanisms may, however, be altered by exposure to
toxicants. In heavy smokers, for example, rate of clearance of particles from
the respiratory system is significantly slowed. This slowing might be due
to inhibition of ciliary motion, changes in mucous viscosity, damage to
macrophages, or a combination of factors. Damage to macrophages may
not only slow clearance, but also lead to an increased risk of infection
because macrophages are important in destruction of pathogens. One inher-
ited disease that affects viscosity of mucus is 

 

cystic fibrosis

 

. In cystic fibrosis,
defects in chloride ion channels lead to the production of overly thick
mucus, which blocks the airways and shuts down the mucociliary escalator,
leading to difficulties with ventilation complicated by frequent infections.
Other organs, such as those of the digestive system, are frequently affected
in cystic fibrosis as well.

There are also many cells of the immune
system located within the lungs, ready to
respond to invaders. Some of these cells
produce antibodies against foreign anti-
gens, and others release endogenous
chemicals that mediate allergic responses
(such as symptoms of asthma or bronchitis). Thus, as well as being protective,
the presence of these cells means that exposure to some toxicants can trigger
an allergic attack or chronic inflammation.

If, in spite of other defense mechanisms, damage to alveolar cells occurs,
some repair is possible. When type I cells are damaged, type II cells undergo
mitosis, proliferate, and replace the damaged cells. And remember, Clara
cells also contain cytochrome P450 and are capable of carrying out xenobiotic
metabolism.

 

Exposure to Respiratory Toxicants

 

Measuring Exposure Levels

 

Both gases and particles suspended in gases can be inhaled easily. Because
the amount of a gas or particle that is inhaled and retained is difficult to
measure exactly, exposures can be estimated based on the concentration of
the gas or particle in the environment and the length of exposure. Of course
other factors, such as breathing rate and depth, can also influence exposure,
but are often much less easily quantified.

Typically, concentrations of gases are expressed as 

 

parts per million

 

 (ppm).
This unit expresses concentration as the volume of the gas per million vol-
umes of air. Concentrations of gases and suspended particles may also be
expressed in a weight per volume manner, usually as 

 

milligrams per cubic
meter of air

 

 (mg/m

 

3

 

).

Immune System
See also:

Immunotoxicology
Ch. 13, p. 247
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Based on laboratory and epidemiological studies, the 

 

American Confer-
ence of Governmental and Industrial Hygienists 

 

(ACGIH) has developed a list
of allowable exposures in the occupational setting to various respiratory
toxicants. These 

 

threshold limit values

 

 (TLVs) specify the average maximum
allowable concentrations to which workers can be exposed without undue
risk. The 

 

TLV-TWA

 

 (time-weighted average) gives the maximum allowable
concentration for exposure averaged over an 8-hour day. The 

 

TLV-STEL

 

(short-term exposure limit) gives the maximum allowable concentration
for a 15-min period, and the 

 

TLV-C 

 

(ceiling) gives the concentration limit
that should never be exceeded. Some representative TLVs are shown in
Table 8.1.

 

Deposition of Gases

 

Deposition of a gas in the respiratory system depends primarily on the water
solubility of the gas. Water-soluble gases are likely to dissolve quickly into
the watery mucus secreted by the cells lining the upper parts of the respi-
ratory tract, while gases that are less water soluble are more likely to continue
deeper into the respiratory tract.

 

Deposition of Particulates

 

For particulates, size is the main factor that influences deposition in the
respiratory system. Fibers, by benefit of their length, may be 

 

intercepted

 

 by
physical contact with the airway surface (the longer the fiber, the greater the
chance of interception). Very large particles (greater than 5 mm in diameter)
are likely to 

 

impact 

 

on the walls of the nasal cavity or pharynx during
inspiration. Medium-size particles (1 to 5 mm in diameter) tend to settle as
sediment in the trachea, bronchi, or bronchioles as air velocity decreases in
these smaller passageways. Particles less than 1 mm in diameter typically
move by 

 

diffusion

 

 into alveoli.
Physiologic factors may influence particle deposition as well. The narrower

the airways, the more deposition will occur. Rapid inhalation of deep breaths
(such as may occur during exercise) also increases exposure and deposition.

 

TABLE 8.1

 

Examples of Some Threshold Limit Values (TLVs)

 

Substance
TLV-TWA

(ppm)
TLV-STEL

(ppm)

 

Ammonia 25 35
Benzene 0.5 2.5
Diethyl ether 400 500
Nitrogen dioxide 3 5
Trichloroethylene 50 100
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Immediate Responses to Respiratory Toxicants

 

Many compounds tend to produce their effects on the respiratory system
within a few minutes to a few hours following exposure, often through direct
damage to the cells of the respiratory tract. There are several different mech-
anisms by which toxicants produce their damage: three major mechanisms
are free radical-induced damage, irritation, and involvement of the immune
system. In all three cases, the degree of reversibility of immediate responses
depends directly on the degree of damage produced in the respiratory tissue.

 

Free Radical-Induced Damage

 

Some respiratory toxicants appear to pro-
duce this damage through production of
free radicals, which can interact with
membranes and other cellular constitu-
ents to produce significant cellular dam-
age. Free radicals would include reactive
oxygen-containing compounds (often
called 

 

reactive oxygen species

 

, or ROS) such
as the 

 

superoxide anion

 

 (O

 

2

 

·

 

–) that is produced normally during the process
of oxidative phosphorylation (as well as during other normal cellular pro-
cesses). Another reactive molecule, hydrogen peroxide (H2O2), is formed
when the superoxide anion is further oxidized in a reaction catalyzed by
the enzyme superoxide dismutase, and can be broken down to form another
free radical, the hydroxyl radical (·OH). In a high-oxygen environment such
as the alveoli, these reactions would be expected to occur frequently, and
compounds that stimulated these normal metabolic processes might be
expected to also stimulate free radical production. An additional source of
free radicals would be those generated through cytochrome P450 metabo-
lism of certain xenobiotics.

One other free radical that may play a
significant role in respiratory damage is
nitric oxide. This compound is produced
in the lung by the action of the enzyme
nitric oxide synthase, which has been found
in a variety of lung cell types, including
type II cells, macrophages, and endothelial cells. Nitric oxide probably plays
a role in regulating blood flow, but levels of nitric oxide synthase in the lung
have been shown to increase following exposure to toxicants such as asbestos
and ozone. However, since the effects of nitric oxide can be protective as
well as damaging (it does have some anti-inflammatory actions), its role in
mediating pulmonary damage is not yet clear.

Free Radicals
See also:

Biotransformation
Ch. 3, p. 41 

Lipid peroxidation
Ch. 4, p. 65 

Nitric Oxide
See also:

Neurotoxicology
Ch. 10, pp. 192, 208
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The Irritant Response

Some gases and particulates act as physi-
cal or chemical irritants. Injury to the epi-
thelial cells lining the respiratory tract by
these compounds may produce an inflam-

matory response, characterized by increase in permeability of blood vessels
and accumulation of immune system cells in the area of the damage. The
increase in blood vessel permeability leads to an accumulation of fluids, or
edema in the airways. Cell death, or necrosis, may also result.

Exposure to irritants can also promote contraction of the ring of smooth
muscle surrounding bronchioles, an effect known as bronchoconstriction.
Bronchoconstriction can result from impact of the irritant on the muscle
directly, or may be mediated through effects on receptors and nerves. Some
irritants not only trigger bronchoconstriction themselves, but also produce
an increase in sensitivity of bronchiolar smooth muscle to other agents (other
irritants, or perhaps even endogenous substances). Finally, irritants can also
affect other nerves in the respiratory system, producing sensory irritation in
the upper respiratory tract, or alterations in breathing patterns.

Involvement of the Immune System

Finally, some toxicants may produce their
effects on the respiratory system through
their interactions with the immune sys-

tem. In an immune response, the immune system reacts to the presence of
specific molecules (antigens) with the production of proteins (antibodies)
designed to neutralize and destroy the perceived threat. In an allergic response,
the immune system overresponds, reacting against molecules that are gen-
erally harmless and that do not provoke an immune response in most indi-
viduals. Molecules such as histamine and prostaglandins that are released
during an allergic response can produce edema, increase in mucus secretion,
and bronchoconstriction in the respiratory system.

Immediate Responses: Upper Airway 
Effects

Exposure to water-soluble irritants such
as sulfur dioxide (SO2) produces swelling
and edema in the upper airways, causing
narrowing of the passageways and mak-
ing breathing more difficult. This may be

accompanied by an increase in secretion of mucus. Studies have shown that
exposure to as little as 5 ppm sulfur dioxide can affect airways. Sulfur dioxide
is also a potent bronchoconstrictor. Formaldehyde is another upper airway

Inflammation
See also:

Immunotoxicology
Ch. 13, p. 249 

Allergic Reaction
See also:

Allergies Ch. 13, p. 254 

Sulfur Dioxide
See also:

Environmental
toxicology Ch. 17, p. 308

Sulfur dioxide
Appendix, p. 348
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irritant. Individuals with preexisting res-
piratory diseases such as asthma may be
particularly susceptible.

Immediate Responses: Lower 
Airway Effects

Irritant gases and particles that are less
water soluble, such as nitrogen dioxide
(NO2) and ozone (O3), produce accumula-
tion of fluid in the alveoli. This fluid inter-
feres with gas exchange, acting as an
additional barrier to diffusion of gases.
Exposure of rats to as little as 1 ppm ozone
has caused cell death and edema. Both of
these gases are oxidants and so are likely
to damage membranes through the pro-
cess of lipid peroxidation. Although rela-
tively insoluble in water, nitrogen dioxide
is actually slightly absorbed all along the
respiratory tract, thus producing both
upper and lower airway irritation.

One very unique respiratory toxicant is
the herbicide paraquat. Paraquat was an
important herbicide for cleaning up fields,
roadsides, and rights of way because it
possesses a very broad spectrum of activ-
ity. With an LD50 of 30 mg/kg, it is quite
toxic. What is unique about paraquat is
the way in which it accumulates in and damages the lungs no matter what
the route of absorption: respiratory, oral, or dermal. Paraquat seems to accu-
mulate in type II cells by an active transport process. Paraquat produces
damage through lipid peroxidation, most likely generating free radicals and
depleting NADPH as it is alternately oxidized and reduced within the cell.

Delayed and Cumulative Responses to Respiratory Toxicants

Repeated (chronic) exposure to respiratory toxicants often leads to long-term
changes in respiratory function, some of which may not occur until some time
after exposure to the toxicant begins, and others that may accumulate grad-
ually before noticeable changes occur. These changes may lead to obstructive
or restrictive lung diseases or lung cancer and are typically irreversible.

Formaldehyde
See also:

Immunotoxicology
Ch. 13, p. 255

Formaldehyde
Appendix, p. 341

Nitrogen Dioxide
See also:

Environmental
toxicology Ch. 17, p. 308

Nitrogen dioxide
Appendix, p. 343

Ozone
See also:

Environmental
toxicology Ch. 17, p. 310

Ozone Appendix, p. 345

Paraquat
See also:

Environmental
toxicology Ch. 17, p. 321

Paraquat Appendix, p. 345
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Asthma and Immune-Related
Chronic Conditions

Asthma is an acute effect that is character-
ized by increased sensitivity of bronchial
smooth muscle, leading to repeated epi-
sodes of bronchoconstriction that may
range from mild to severe. The underlying

mechanisms by which asthma is produced are not clear, but may involve
injury to airway epithelial cells by free radicals. This may be a result of
increased production of reactive oxygen species by immune system cells that
are part of the chronic inflammation response. A chronic predisposition to
asthma may develop following exposure to toxicants such as the chemical
toluene diisocyanate (TDI). Not only do individuals with TDI-induced asthma
react to even very low levels of TDI, but many also suffer the generalized
increase in sensitivity of airway smooth muscle mentioned earlier.

Exposure to cotton dust can produce a condition called byssinosis (also
sometimes called brown lung), which is also characterized by bronchocon-
striction. Symptoms of byssinosis seem to be most severe when a worker in
a cotton mill returns to work after a day or two off. For this reason it is also
termed Monday morning sickness. The cause of byssinosis is not clear — it
may be an allergic reaction to microorganisms on the dust particles or a
simple reaction to an irritant in the cotton dust itself.

Another type of allergic reaction is hypersensitivity pneumonitis. Symptoms
of this problem are shortness of breath, fever, and chills. Hypersensitivity
pneumonitis results from exposure to organic materials that trigger an
immune response localized primarily in the lower airways. Exposure to
moldy hay, for example, can lead to a condition called farmer’s lung, while
exposure to fungus found on cheese particles may produce cheese washer’s
lung. Continued exposure can result in permanent lung damage in the form
of fibrosis (see below).

Chronic Obstructive Pulmonary Disease: 
Bronchitis and Emphysema

An individual showing a combination of
symptoms of chronic cough and dyspnea
(difficulty in breathing) will most likely be
classified as having chronic obstructive pul-
monary disease (COPD). These patients
typically suffer from some combination of
chronic bronchitis and emphysema and
sometimes asthma, and show airflow

reduction as measured by FEV1. It has been estimated that around 6% of
the adult population of the U.S. may have COPD. Risk for developing COPD

Toluene Diisocyanate
See also:

Immunotoxicology
Ch. 13, p. 254 

TDI Appendix, p. 350 

Smoking
See also:

Carcinogenesis Ch. 6, p. 98
Respiratory toxicology

Ch. 8, p. 127
Cardiovascular toxicology

Ch. 9, pp. 173, 177
Tobacco Appendix, p. 350
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is strongly correlated with exposure to respiratory toxicants, with smoking
as the primary risk factor.

In chronic bronchitis, excessive secretion of mucus results from increases in
mucus gland size as well as numbers of goblet cells in the respiratory tract.
Along with this, inflammation leads to narrowing of the airways. This results
in a chronic cough and increased susceptibility to infection. Emphysema is an
obstructive condition characterized by breakdown of walls of alveoli and
loss of elasticity. The causes of emphysema are complex, involving (among
other factors) proteases, enzymes that break down proteins. Several studies
have indicated that an increase in protease activity or a decrease in antipro-
tease activity may lead to the destruction of alveolar tissue that is typical of
emphysema. Evidence for this hypothesis includes the observation that indi-
viduals with genetic antiprotease deficiencies are known to be at increased
risk for emphysema, as well as studies demonstrating that delivery of the
protease elastase to the lungs can produce emphysema in animal models.
Metalloproteinases may also play a role in the development of this condition.
Smoking, the major environmental risk factor for emphysema, may act
through increasing protease activity.

Fibrosis and Pneumoconioses

A number of different toxicants that pro-
duce irritation and inflammation in the
lower respiratory system may, after some
years of exposure, lead to a restrictive con-
dition called fibrosis. Fibrosis occurs when
repeated activation of macrophages leads
to chronic inflammation of an area. This
results in the recruitment of fibroblasts, cells that proliferate and produce
the rigid protein collagen. The accumulation of collagen interferes with ven-
tilation (by reducing elasticity) and with blood flow within the lung. Abnor-
mal cross-linking between collagen fibers may also contribute to the stiffness
associated with fibrosis.

Fibrosis is a major characteristic of the diseases called pneumoconioses, which
are diseases associated with dust exposure. Among the dusts that produce
fibrosis are the crystalline silicates. In silicosis, one of the most widespread and
serious occupational lung diseases, alveolar macrophages ingest the inhaled
silica crystals and may be damaged or destroyed in the attempt. This results
in the release of cytokines that attract and stimulate fibroblasts and lead to
the laying down of collagen in the area. Silica crystals thus accumulate in the
lungs, surrounded by areas of inflammation characterized by collagen nod-
ules. Silicosis is a potential hazard for anyone whose occupations involve
mining, quarrying, blasting, grinding, or other types of stoneworking.

Asbestosis, a similar condition, is caused by exposure to asbestos, itself a
fibrous silicate. There are several different forms of asbestos, including ser-

Fibrosis
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Cellular mechanisms
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Hepatotoxicology
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pentine forms (a group to which the most
commonly used type, chrysotile asbestos,
belongs) and amphibole forms. From the
1940s to the 1960s a significant number of
workers were exposed to asbestos and
later developed asbestosis. Experimental
evidence indicates that potential damage
is produced by asbestos fibers in two

ways: first, reactive oxygen species are generated by direct chemical inter-
actions involving the surface of fibers, and second, additional reactive oxy-
gen species may be generated by cells such as macrophages as they
phagocytize the fiber. These reactive oxygen species then produce upregu-
lation of cytokines such as tumor necrosis factor alpha (TNF-α) in macrophages,
and the TNF- then induces the production of other cytokines that then recruit
fibroblasts and other cells involved in inflammation. Other cytokines that
may also be involved in the development of asbestosis include transforming
growth factor (TGF) and interleukins 1 and 6.

Currently, concern over asbestos focuses on whether or not there are sig-
nificant risks associated with exposure of the general public to fibers that
may be shed from asbestos-containing products such as insulation, brake
linings, etc. There is considerable debate in the research community as well
over whether the different forms of asbestos are equally dangerous. The
answers to these questions will prove significant as decisions are made on
whether to attempt to remove existing asbestos in buildings (an expensive
and difficult process).

One other well-known occupational lung disease is black lung, or coal
worker’s pneumoconiosis (CWP). Caused by exposure to coal dust, CWP is
characterized by the presence in the lungs of black nodules, along with
widespread fibrosis and emphysema. Also, American veterans of the war in
Kuwait and Iraq are being examined after complaining of delayed illness
following inhalation of smoke from massive petroleum fires.

Lung Cancer

Once rare, lung cancer has now become
one of the leading causes of cancer
deaths. Lung cancers typically originate
from airway epithelial cells either in the
center (squamous cell carcinoma) or periph-
ery (adenocarcinoma) of the lung. Along
with a third type of cancer, large cell car-
cinoma, these types make up the majority
of lung cancers. A fourth type, small cell
carcinoma, is less common and also more
rapid in growth. Lung cancers most likely

Cytokines
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develop in response to DNA damage by
reactive oxygen species and other free
radicals, by radiation, or by other reactive
compounds. Chromosomal changes have
been seen in a variety of lung cancers,
and there is evidence that loss of tumor
suppressor genes (genes that suppress can-
cer such as p53 or p16) may occur. Acti-
vation of oncogenes (genes that may
contribute to the development of cancer)
may also play a role.

Of course the greatest risk factor for
lung cancer is exposure to tobacco smoke.
It has been well established that smokers
have a 10 to 20 times greater risk of devel-
oping lung cancer than nonsmokers, and
that smoking interacts in an additive or,
in some cases, synergistic manner with
other risk factors for lung cancer (such as
asbestos). Lately, research has focused on
the risks of secondhand cigarette smoke
to nonsmokers. Sidestream smoke (from the
end of the cigarette) makes up a signifi-
cant amount of secondhand smoke and
may have even higher concentrations of
toxicants than inhaled smoke, as well as
smaller average particle size. Studies have
shown that children and nonsmoking
spouses of smokers are more likely to suf-
fer from respiratory problems and lung
cancer, respectively, than children and
spouses of nonsmokers.

Out of the estimated 4000 or so com-
pounds in cigarette smoke, there are
approximately 69 known carcinogens.
These include polycyclic aromatic hydrocarbons such as benzo(a)pyrene,
nitrosamines, heterocyclic amines, formaldehyde, and benzene, pesticides
such as DDT and vinyl chloride, and metals such as nickel, chromium,
cadmium, and lead.

Other chemicals have also been implicated as causative agents in lung
cancer. Exposure to asbestos, for example, is linked to development of
not only the more common form of lung cancer, but also a relatively rare
form of cancer called mesothelioma. There can be an extremely long latent
period (as much as 40 years) between exposure to asbestos and develop-
ment of mesothelioma.
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Inhalation Studies

In the laboratory, toxicologists use inhalation chambers to study effects of
airborne toxicants. An inhalation chamber consists of one or more areas in
which animals are held for exposure, along with some apparatus for delivery
of the toxicant to be tested. In static test systems, the toxicant is simply
introduced and mixed into the atmosphere in a closed chamber. Although
this method is relatively simple, disadvantages include the tendency for
oxygen to be depleted and carbon dioxide to accumulate in the chamber,
and the constantly decreasing concentration of the toxicant in the atmosphere
as it settles out or is absorbed. One way around these difficulties is to use a
dynamic test system. In this system, air is constantly circulated through the
exposure chamber, with the toxicant being introduced into the entering
airstream. Gases may be directly mixed in with incoming air; particles may
be introduced either as a dry dust or suspended in droplets of water. Con-
centration of gases and concentration and size of particles can be monitored
by sampling within the chamber, and level of exposure can be adjusted by
altering either flow rate through the chamber or rate of addition of the
toxicant to the airstream.

The chambers in which the animals are exposed may vary also. The whole
body of the animal may be exposed to the toxicant, or just the head or neck.
In the latter systems, restraint of the animal may pose a problem, but the
problems of deposition of toxicant on the animal’s coat and subsequent
ingestion by licking are solved. Also, if the chamber containing the body can
be sealed, it can be adapted as a plethysmograph, so that pressure changes
within the chamber can be used to estimate lung volumes. Toxicants may
also be injected directly into the trachea.

Along with measuring respiratory rates and volumes (vital capacity,
minute volume, FEV1, etc.), other parameters such as oxygen and carbon
dioxide levels and blood pH can also be used to assess respiratory function
in test animals. In addition to in vivo studies, washing of the lungs with
physiological saline (a technique called bronchoalveolar lavage) can supply
cells for in vitro analysis of cellular function. This technique is particularly
useful for studying macrophages.
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Cardiovascular Toxicology

 

Function of the Cardiovascular System

 

The basic function of the cardiovascular system is transport. This is the
system that is responsible for carrying gases, nutrients, waste products, cells,
hormones, and other substances from one part of the body to another. As
such, it plays a major part in homeostasis through its role in regulating the
composition of both intracellular and extracellular fluids. The system is also
critical in temperature regulation. Finally, it is the circulatory system that
carries defensive elements (cells and molecules of the immune system) to
areas of the body that require them. Physically, the system consists of a pump
(the heart), a network of tubes (the vascular system), and a transport fluid
(the blood). All three components can be affected by toxicants, and we will
consider each of them in turn.

 

Anatomy and Physiology of the Heart

 

The heart (Figure 9.1) is a hollow muscular organ located in the thoracic
cavity. The bulk of the heart, the 

 

myocardium

 

, is composed of cardiac muscle
tissue. The outside of the heart is covered by a connective tissue sac called
the 

 

pericardium

 

, while the inside of the heart is lined by a layer of epithelial
and connective tissue called the 

 

endocardium

 

. The heart contains four hollow
spaces, or chambers: the 

 

right atrium

 

, the 

 

right ventricle

 

, the 

 

left atrium

 

, and
the 

 

left ventricle

 

. The right and left sides of the heart are separated by a wall
of tissue called a 

 

septum

 

, while the upper and lower chambers on each side
are separated by flaps of tissues called 

 

valves 

 

that constrain blood flow to a
single direction (from the atria into the ventricles) and prevent backflow of
blood into the atria.

Blood that is low in oxygen and high in carbon dioxide enters the heart
from the 

 

inferior vena cava

 

 and 

 

superior vena cava 

 

— the two major veins that
collect blood from all body tissues. This deoxygenated blood enters into the
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right atrium and then passes through the 

 

tricuspid valve

 

 into the right ven-
tricle. From the right ventricle, the blood is pumped through the 

 

pulmonary
semilunar valve

 

 into the pulmonary arteries, which carry blood to the lungs
to replenish oxygen and release carbon dioxide. The oxygenated blood
returns to the heart from the lungs through the 

 

pulmonary veins

 

, which empty
into the left atrium. Blood passes from the left atrium through the 

 

bicuspid
(mitral) valve

 

 and into the left ventricle. From here the oxygenated blood is
pumped through the 

 

aortic semilunar valve

 

 into the aorta, through which it
is distributed to the rest of the body.

The force required to move blood through these pathways is supplied by the
beating action of the heart. During a single heartbeat or 

 

cardiac cycle

 

, the atria
contract together, pushing blood into the ventricles, then the atria relax while
the ventricles contract and push blood to the lungs and the rest of the body.

Contractions of the various chambers are produced by the synchronized
contraction of cardiac muscle cells. These specialized cells, called 

 

myocytes

 

,
contain structures called 

 

filaments

 

,

 

 

 

which are made up of proteins. 

 

Thick
filaments

 

 are built from the protein 

 

myosin

 

, and 

 

thin filaments

 

 are built from
the protein 

 

actin

 

. These proteins overlap in a distinct, visible pattern, with
projecting heads on the myosin filaments fitting into slots on the actin fila-
ments. Contraction of the muscle involves the release and rebinding of the
myosin heads to another open slot further along the actin filament, followed
by bending of the myosin heads to rachet the thick fibers further along the
thin fibers. Energy in the form of ATP is required for the binding and
conformational change in myosin, and calcium is required to pull away an
inhibitory protein (

 

troponin C

 

) from the binding site on actin.
Myoctyes have the ability to contract spontaneously, a property known as

 

automaticity

 

.

 

 

 

The basis for this excitability lies in the distribution of ions

 

FIGURE 9.1

 

A coronal section through the heart, showing the four chambers and the vessels that enter and
exit those chambers.
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across the cell membranes. At rest, the interior of a cardiac cell is about 80
to 90 mV more negative than the exterior. This difference is called a 

 

membrane
potential 

 

and is produced by unequal distribution of ions (Na

 

+

 

, K

 

+

 

, Ca

 

++

 

, and
others) across the membrane. A membrane pump (a 

 

Na

 

+

 

/

 

K

 

+

 

 ATPase

 

) main-
tains a gradient with a high concentration of sodium outside the cell and a
high concentration of potassium within the cell.

Small shifts in ionic currents in the cells (such as a small inward sodium
leak) can cause a gradual 

 

depolarization

 

. In other words, the membrane poten-
tial becomes less negative, and eventually a threshold is reached at which
membrane channels specific for sodium open. This allows sodium to rush
into the cell (down its concentration gradient), which then alters the mem-
brane potential from negative to positive. As the membrane potential swings
to a positive value, other ion channels open, including a calcium channel.
This influx of calcium ions, along with release of intercellular calcium, trig-
gers contraction of the muscle fiber. When the potential reaches slightly over
0 mV into the positive range, the sodium (and eventually the calcium)
channels close and potassium channels open, allowing an outward move-
ment of potassium. This returns the membrane potential to the original
negative potential (a process called 

 

repolarization

 

). The continuing action of
the Na

 

+

 

/K

 

+

 

 ATPase rapidly rebuilds the original gradient, and after a brief

 

refractory period

 

, the cell will soon be ready to contract again. These changes
in membrane potential during depolarization are shown in Figure 9.2. This
physiology is similar to depolarization of the nerve axon, which is also rich
in sodium ion channels.

For the heart to function efficiently, though, it is not enough for individual
cells to contract on their own; cells must be able to communicate and contract
in 

 

synchrony

 

. Cardiac muscle cells are joined together at special communi-
cating junctions called 

 

intercalated discs. 

 

These junctions allow excitatory
impulses to pass from one cardiac muscle cell to the next. Rates of contraction
are normally controlled by a group of cells in the upper part of the right

 

FIGURE 9.2

 

Changes in membrane potential in a cardiac muscle cell during a contraction (depolarization
and repolarization).
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atrium called the 

 

sinoatrial 

 

(SA)

 

 node

 

. These cells have the most rapid rate of
spontaneous depolarization, and thus initiate an impulse before other cells
have a chance to initiate. Impulses from these pacemaker cells spread rapidly
throughout the atria (causing them to contract simultaneously) and eventu-
ally reach a second group of specialized cells in the lower part of the right
atrium called the 

 

atrioventricular 

 

(AV)

 

 node

 

. Here the impulse is delayed
briefly and then is sent down a bundle of special muscle fibers that run down
the septum between the two ventricles. From this bundle, fibers called

 

Purkinje fibers

 

 spread out, carrying the impulse to contract to all ventricular
muscle cells. The electrical activity of the heart may be viewed on an 

 

elec-
trocardiogram

 

,

 

 

 

which measures spread of electrical activity across the heart.
The SA node controls heart rate

through its own spontaneous automatic-
ity, but the actual rate of depolarization is
also affected by a branch of the nervous
system called the 

 

autonomic nervous sys-
tem

 

. This system is under dual positive
control of neurohormones eliciting oppo-
site actions through specific receptors.

Stimulation of the 

 

sympathetic branch

 

 of the autonomic nervous system causes
an increase in heart rate, while stimulation of the 

 

parasympathetic branch

 

 of
the autonomic nervous system causes a decrease in heart rate.

 

Effects of Toxicants on the Heart

 

Arrhythmias

 

One way in which toxicants can interfere with cardiovascular function is
through interference with the electrochemical system (as described above)
that regulates contraction of the heart. Abnormalities in this system lead
to irregularities in heartbeat, or 

 

arrhythmias

 

. There are many different types
of arrhythmias, with perhaps the most serious being completely asynchro-
nous contraction of muscle cells, or 

 

fibrillation

 

. Because the ventricles must
pump blood with so much more force than the atria (which for the most
part empty almost passively into the ventricles), ventricular arrhythmias
are typically much more serious than atrial arrhythmias (which may be
nearly asymptomatic).

Arrhythmias can be produced indirectly through effects of the autonomic
nervous system on the SA node. Excessive sympathetic stimulation can lead
to rapid heartbeat (

 

tachycardia

 

, defined as over 100 beats per minute), while
excessive parasympathetic stimulation can lead to a slowed heartbeat (

 

brady-
cardia

 

, defined as under 60 beats per minute). For example, the neurotrans-
mitter 

 

epinephrine

 

 (also known as 

 

adrenaline

 

), as well as synthetic drugs such

Autonomic Nervous
System
See also:

Autonomic nervous
system Ch. 10, p. 181 
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as 

 

isoproterenol

 

, interact with receptors called beta one receptors to increase
heart rate. Other drugs interact more weakly with beta one receptors, but
may still produce tachycardia at high enough doses. These drugs would
include 

 

ephedrine

 

, a compound found in herbal preparations of the plant
genus 

 

Ephedra

 

, sales of which were banned by the FDA in 2004 (the ban was
later struck down in 2005). Another drug with similar mechanism is 

 

pseu-
doephedrine

 

, a drug that is often found in over-the-counter medications
designed to treat the common cold.

 

Halogenated hydrocarbons

 

 (chloro- and
fluorocarbons) are another class of com-
pounds that can affect activity of the SA
node. These compounds suppress activity
of the SA node cells and at the same time
reduce the refractory period of Purkinje
cells. This makes the ventricles in partic-
ular more sensitive to the effects of cate-
cholamines (the neurotransmitters
released by the sympathetic nervous sys-
tem), thus increasing the ability of sym-
pathe t i c  s t imula t ion  to  produce
tachycardia and arrhythmias.

Damage to cells of the SA node can also
produce arrhythmias, often by interfering with their automaticity. If SA node
cells are unable to perform, cells of the AV node (the cells with the next most
rapid spontaneous depolarization rate) will attempt to compensate, setting
the rhythm of the heart. In the case of extremely rapid atrial depolarization
(

 

atrial flutter

 

, occurring at over 200 beats per minute) the ventricles (which
have a longer refractory period) cannot keep up, and only about one third
to one half of the atrial depolarizations result in a ventricular depolarization.
Atrial fibrillation (characterized by completely unsynchronized contraction
of atrial cells) also leads to ventricular rate being set by the AV node. 

 

Heart
block

 

 is a condition that occurs when the signal fails to pass correctly between
the atria and ventricles.

When arrhythmias occur elsewhere in the atria or ventricles, it is usually
due to underlying damage to the ventricular muscle cells, or 

 

myocarditis

 

.
This damage can be a result of 

 

myocardial infarction

 

 (heart attack), 

 

ventricular
hypertrophy

 

 (enlargement of the heart), or other disease processes. Myo-
carditis can also result from direct action of toxicants or can be due to
inflammation resulting from hypersensitivity (allergic) reactions to drugs
such as penicillin.

Some toxicants can produce alterations in automaticity in cardiac cells,
frequently through effects on ion channels. Cells in the Purkinje network, or
even normal atrial or ventricular cells, may be induced to spontaneously
depolarize, producing extra beats, or 

 

ectopic beats

 

. Some toxicants, such as
the alkaloid 

 

aconitine

 

 (found in the plant monkshood), keep sodium channels
open, preventing repolarization and leading to the repeated generation of

Halogenated Hydrocarbons
See also:
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impulses. The cardiac glycosides 

 

digoxin

 

 and 

 

digitoxin 

 

(found in the foxglove
plant) are Na

 

+

 

/K

 

+

 

 ATPase inhibitors that seem to also make resting mem-
brane potential less negative, making ectopic beats more frequent.

In other cases, impulse generation may be inhibited by toxicants. For
example, drugs including the 

 

tricyclic antidepressants

 

 suppress activity in
Purkinje cells, probably through blockade of sodium channels. This leads to
an increase in duration of impulses and increase in the refractory period,
thus delaying conduction to the ventricles. At high enough exposures, com-
plete blocks may result (particularly in the AV node, where blocks are most
common). Other sodium channel blockers such as the biological toxins 

 

tet-
rodotoxin

 

 and 

 

saxitoxin

 

 have similar effects; however, nervous system effects
usually overshadow the cardiovascular effects.

Ironically, 

 

antiarrhythmic drugs

 

 themselves may produce arrhythmias. Class
I antiarrhythmic agents such as 

 

procainamide

 

 or 

 

phenytoin

 

 delay the opening
of sodium channels, and thus slow conduction. This, however, may lead to
the development of 

 

reentrant rhythms

 

, a situation where if conduction is slow
enough, a delayed impulse may be seen as a new impulse and initiate a new
wave of depolarization both forward and backward. Class III agents such
as 

 

amiodarone

 

 block potassium channels and can prolong the duration of
impulses. This can lead to 

 

early after depolarizations

 

, depolarizations that occur
during the repolarization process.

 

Cardiomyopathies and Other Effects on Cardiac Muscle

 

Contractility

 

, the ability of cardiac muscle to contract, can also be affected by
toxicants. Decreases in contractility lead to 

 

congestive heart failure

 

, a condition
in which the heart is unable to pump sufficiently to supply blood to all tissues.
Individuals with congestive heart failure may suffer from fatigue and edema
(accumulation of fluid in tissues) as well as hypertrophy of heart muscle.
Decreases in contractility can result from toxicant-induced damage to cardiac
muscle cells as well as other factors, such as disruption of oxygen supply.

Gradual damage to cardiac muscle cells occurring over an extended period
of time is called 

 

cardiomyopathy

 

. Exposure to 

 

cobalt

 

, a heavy metal that may
block calcium channels, can lead to cardiomyopathy. Although problems
with exposure to cobalt occur primarily in the workplace, the association
between cobalt and heart disease was first noted in individuals who con-
sumed beer containing 1 ppm cobalt as a foam-stabilizing agent. Of course,
long-term 

 

ethanol 

 

exposure can also produce a cardiomyopathy characterized
by both degeneration of myoctes and decrease in protein content of surviving
myoctyes. There is evidence that the molecular mechanism behind this effect
is an inhibition of the initiation or elongation steps of protein synthesis, by
either ethanol itself or its metabolite acetaldehyde.

Some drugs, including the antitumor drug 

 

doxorubicin

 

, also produce car-
diomyopathy. The drug is metabolized by cytochrome P450 to a free radical,
which may then either bind to and damage nucleic acids or bind to and
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damage mitochondria. More recently, long-term use of 

 

reverse transcriptase
inhibitors

 

, drugs used in the treatment of AIDS, has been associated with the
development of cardiomyopathy. This cardiomyopathy appears to be sec-
ondary to mitochondrial dysfunction involving inhibition of a DNA poly-
merase involved in mitochondrial replication. Myocardial cells are likely to
be affected both because of their many mitochondria and because of their
possession of an enzyme that can phosphorylate (and thus activate) the
reverse transcriptase inhibitors. Effects have been seen in skeletal muscle,
probably for the same reasons, as well as in some other tissues. It is not yet
clear, however, why this impacts some patients more significantly than oth-
ers, but genetic factors may play a role.

Agents that diminish the availability of calcium (such as heavy metals,
including 

 

lead 

 

or 

 

cadmium

 

) can also produce decreases in contractility. The
drugs digoxin and digitoxin (which were mentioned before), on the other
hand, enhance contractility through increasing calcium levels inside cardiac
muscle cells. Remember, these drugs inhibit the Na

 

+

 

/K

 

+

 

 ATPase, which
would lead to increased levels of sodium within the cell. This sodium is then
available to participate in a Na

 

+

 

/Ca

 

++

 

 exchange mechanism, raising intra-
cellular calcium levels.

 

Myocardial Infarctions

 

Myocardial infarction, or heart attack, is clearly capable of producing a great
deal of damage to the heart. Although generally not directly induced by
toxicants, the underlying condition that is the major cause of heart attacks
(

 

atherosclerosis

 

 leading to 

 

ischemic heart disease

 

; for more details, see the fol-
lowing sections in this chapter) can be influenced by chemical exposure. In
addition, the cellular mechanisms by which heart attack-induced damage
occurs are of interest to toxicologists.

Generally, myocardial infarctions occur when blood supply to an area of
the heart is dramatically reduced or cut off, producing the condition of

 

ischemia

 

, or lack of oxygen. (Again, the underlying causes of this ischemia
will be addressed in the following sections.) Cardiac myoctyes are dependent
on ATP for contraction and contain many mitochondria in order to supply
their intensive energy demands. In the absence of oxygen, however, aerobic
respiration cannot proceed and ATP becomes quickly depleted. The meta-
bolic changes the cell undergoes as it switches from aerobic to anaerobic
metabolism also cause cellular pH to drop dramatically. This activates the
H

 

+

 

/ Na

 

+

 

 exchanger, and the Na

 

+

 

 that enters the cell is exchanged then itself
for Ca

 

++

 

. These changes may trigger necrosis in affected cells, generally
within around a half hour of onset of ischemia. In addition, an area of
apoptosis may develop around the periphery of the damaged area, perhaps
in response to factors released by necrotic cells.

Myocardial infarction typically produces radiating chest pain and other
discomfort, but may be almost asymptomatic. One reliable measure of car-
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diac damage is the presence of enzymes in the bloodstream (some forms of
lactate dehydrogenase (LDH) or creatine kinase (CK)) that normally occur only
in cardiac cells. Following a heart attack, there may be some proliferation of
surviving cells, as well as fibrosis in the damaged area.

Although the proven clinical response
to myocardial infarction is to reestablish
blood flow to the blocked area as soon as
possible, this reperfusion may itself pro-
duce what has been termed ischemia–rep-
erfusion injury. Reperfusion may produce
elevated levels of reactive oxygen species,
and, in fact, inhibition of cytochrome P450

(one of the generators of reactive oxygen species (ROS)) may reduce the
tissue damage that occurs during a heart attack.

Interestingly enough, brief exposure to anoxia may protect myoctyes from
later anoxic exposures. The mechanism of this protection may be related to
production of adenosine, which in binding to its receptors triggers the opening
of ion channels in the mitochondrial membrane. This may protect the mito-
chondria from depolarization by producing a temporary hyperpolarization.

The Vascular System

The heart pumps blood through a network of vessels known as the vascular
system (Figure 9.3). There are two primary circulation systems in the body.
In the pulmonary circuit, blood leaves the right ventricle of the heart through
the pulmonary arteries, which then carry the blood to the lungs for oxygen-
ation. Oxygenated blood returns from the lungs through the pulmonary
veins and enters the left atrium. In the systemic circuit, blood from the left
ventricle leaves the heart through the aorta and is distributed throughout
the body through vessels called arteries. Blood returns from the tissues to
the heart through the veins.

Arteries, the vessels that carry blood away from the heart, are generally
large elastic vessels. They consist of an inner layer of epithelial cells and
connective tissue (containing many elastic fibers) called the endothelium, a
middle layer of smooth muscle, and an outer connective tissue covering. As
the distance from the heart increases, arteries branch out and decrease in
diameter. Other changes occur also, with the relative amount of elastic fibers
decreasing and the relative amount of smooth muscle increasing.

Among the major arteries in the body are the carotid arteries, which supply
the head and neck region (including the brain); the coronary arteries, which
supply the heart itself; the subclavian arteries, which supply the chest, shoul-
ders, and arms; the celiac and mesenteric arteries, which supply the gastrointes-

Reactive Oxygen Species
See also:

Cellular sites of action
Ch. 4, p. 65

Respiratory
toxicology Ch. 8, p. 153
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tinal organs; the renal arteries, which supply the kidneys; and the iliac arteries,
which supply the pelvic region and legs.

Eventually, arteries become arterioles, which are much smaller vessels made
only of the endothelial layer and a few smooth muscle cells. Arterioles then
branch into capillaries, which consist of simply an endothelial layer. The
endothelium of capillaries may be continuous, or it may have pores or gaps.
Capillaries are where gas and material exchange between the blood and the
tissues occurs.

At the junction between arterioles and capillaries, there is a band of smooth
muscle. This sphincter regulates blood flow in the capillary by contracting
(shutting off blood flow) and relaxing (allowing blood flow). Additional meth-
ods of regulation of blood flow include contraction of smooth muscle in
arterioles and routing of blood through vessels called anastomoses that supply
a direct connection between arterioles and venules and bypass capillaries.

To return blood to the heart, capillaries merge to form venules, which in
turn merge to form veins. Veins have much thinner, less muscular walls than
arteries. Veins also have valves to prevent backflow of blood. These are
necessary because the blood pressure that keeps blood moving in arteries
drops very low in veins. The jugular vein (which drains the head and neck
region), as well as other veins from the upper part of the body, merge to
form the superior vena cava. The hepatic (from the liver), renal (from the
kidneys), and other veins from the lower part of the body merge to form the

FIGURE 9.3
Circulation of blood, showing the systemic circulation on the left-hand side of the figure and
the pulmonary circulation on the right-hand side of the figure.
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inferior vena cava. The superior vena cava and inferior vena cava then flow
into the right atrium.

Effects of Toxicants on the Vascular System

Atherosclerosis

Atherosclerosis is a condition characterized by accumulation of plaques,
lipid-containing masses that can form in the lumen of blood vessels and can
severely narrow them. This, of course, restricts blood flow, and if a blood
clot forms or becomes lodged at a plaque, blood flow may be completely
blocked. This is particularly damaging if it occurs in arteries that supply
tissues that depend heavily on a constant supply of oxygen. For example,
blockage in cerebral vessels leads to death of brain tissue and is termed a
cerebrovascular accident (or stroke). Blockage of coronary vessels leads to death
of cardiac tissue and, as we have already discussed, is termed a myocardial
infarction (or heart attack).

The process by which plaques form is
not completely understood, but probably
involves damage to endothelial cells, pro-
liferation of smooth muscle, invasion of
the area by immune system cells, adhe-
sion of platelets, and accumulation of lip-
ids by the cells involved. Risk factors for
development of atherosclerosis include

high levels of cholesterol and trans-fatty acids in blood (which results from
a combination of genetic factors and diet), high blood pressure, age (it is
more common in older than in younger individuals), and sex (it is more
common in men than in women, but the risk factor for women rises at
menopause).

Toxicant exposure has also been impli-
cated in some cases of atherosclerosis.
Exposure to carbon disulfide has been
reported in both laboratory and epidemi-
ological studies to produce a significant
increase in incidence of atherosclerosis.
Carbon disulfide may initiate or acceler-
ate the atherosclerotic process by direct
injury to endothelial cells, by alterations
in metabolism that increase cholesterol
levels, or by a combination of these mech-
anisms. Chronic exposure to carbon mon-
oxide also appears to accelerate the

Carbon Disulfide
See also:

Neurotoxicology
Ch. 10, p. 205

Carbon disulfide
Appendix, p. 338

Carbon Monoxide
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Ch. 4, p. 63
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toxicology Ch. 9, p. 177
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Ch. 10, p. 192
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production of atherosclerotic plaques. It is unclear whether this is a direct
effect on the vessels or a by-product of CO-induced hypoxia (lack of sufficient
oxygen). In either case, the carbon monoxide found in cigarette smoke may
be one factor behind the observation that smokers are at higher risk for
atherosclerosis than nonsmokers.

Vascular Spasms and Blood Pressure

Some substances can affect vascular smooth muscle, produce changes in
muscle tone, and thus change blood flow to an area of tissue. Endogenous
compounds such as catecholamines interact with a type of receptor called
an α-adrenergic receptor on vascular smooth muscle to produce vasoconstric-
tion. Widespread vasoconstriction increases the resistance to blood flow, and
thus blood pressure generally must rise in order to maintain adequate flow.
Many drugs used to treat high blood pressure block catecholamine action
by blocking α-adrenergic receptors.

An example of a toxicant that affects
vascular smooth muscle is a class of com-
pounds called nitrates. Nitrates and
related compounds (probably through
formation of nitric oxide) activate an
enzyme called guanylate cyclase that inter-
acts with other enzymes to produce relax-
ation of the smooth muscle.  This
vasodilation is one of the ways in which
the drug nitroglycerin reduces heart pain
(angina) that is caused by reduced blood
flow to cardiac tissue. Exposure to nitrates may occur in the explosives or
pharmaceutical industries and can produce headache (caused by dilation
of cerebral blood vessels) or dizziness (caused by reduced blood pressure).
After a period of time, however, a tolerance to the nitrates may develop
and symptoms may disappear. At this point, however, cessation of exposure
may trigger reflexive vasospasms (in
another word, vasoconstriction) and sud-
den death from myocardial infarction
may occur.

Hypertension, or high blood pressure, is
a complex condition that is not well under-
stood, but evidence has accumulated that
chronic exposure to toxicants may play a
role in some cases. Cadmium, for example,
has produced hypertension in rats at lev-
els of 5 ppm in drinking water, and expo-
sure to lead also may be a risk factor for
hypertension.

Nitrates
See also:

Cellular sites of
action Ch. 4, p. 63

Cardiovascular
toxicology Ch. 9, p. 177
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toxicology Ch. 17, p. 323

Nitrates Appendix, p. 342

Cadmium
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The Blood

Blood consists of a liquid called plasma and a variety of cells, including red
blood cells, white blood cells, and cell fragments called platelets. Plasma is mostly
water, but also contains dissolved salts, nutrients, gases, and plasma proteins
such as albumins, which are transport proteins; globulins, which have roles
in transport and immune function; and fibrinogen, a soluble protein that is
converted to the insoluble fibrin during the blood clotting process.

Red blood cells, or erythrocytes, are biconcave discs with no nuclei. Proteins
on the surface of red blood cells are what determine a person’s blood type.
Red blood cells contain the oxygen-carrying molecule hemoglobin (Figure 9.4).
Hemoglobin is a protein composed of four subunits, each of which contains
a heme molecule (a porphyrin ring containing an iron atom). Each heme
molecule is capable of combining with one molecule of oxygen (O2). A
number of factors influence the binding of oxygen to hemoglobin. When
partial pressure of oxygen is low, cells produce a molecule called 2,3-diphos-
phoglycerate that interacts with hemoglobin to encourage release of oxygen.
Other factors that enhance oxygen release include low blood pH (a reflection
of higher carbon dioxide levels) and higher temperatures. Higher blood pH
(a reflection of lower carbon dioxide levels) and lower temperatures, on the
other hand, enhances binding of oxygen to hemoglobin. A phenomenon
called cooperativity also exists. The four heme subunits cooperate together in
that the release of one oxygen molecule alters the conformation of the hemo-
globin molecule and facilitates release of the other oxygen molecules. Like-
wise, binding of one oxygen molecule facilitates binding of others.

FIGURE 9.4
The structure of hemoglobin: a heme unit.
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Red blood cells have a lifetime of about 120 days. They are produced in
the bone marrow in a process stimulated by a hormone called erythropoietin
(made by the kidneys) that is released in response to oxygen deficiency.
Production also requires sufficient quantities of vitamin B12, folic acid, and
iron, which is also partially recycled from red cells that have been destroyed.
Erythrocyte cell membranes (ghosts) possess acetylcholinesterase activity
similar to that of neurosynapses; butyrylcholinesterase activity is present in
the blood serum. Activities of these enzymes in drawn blood are sometimes
monitored as signs of possible exposure to acetylcholinesterase inhibitors
such as the organophosphorus insecticides.

There are five types of white blood cells, or leukocytes, normally found in
the blood. Neutrophils, eosinophils, and basophils are characterized under the
microscope by the presence of visible granules in their cytoplasm. Neutro-
phils carry out phagocytosis, eosinophils help regulate and control allergic
reactions, while basophils release histamine and other mediators of allergic
reactions. Monocytes and lymphocytes, on the other hand, lack granules.
Monocytes leave the bloodstream and upon entering tissues become mac-
rophages — cells that are also important in phagocytosis. Lymphocytes are
involved in the production of specific immune responses, responses that are
directed against a specific invader (more about this in Chapter 12).

Platelets are cell fragments that are involved in the process of hemostasis
(cessation of blood loss). When a blood vessel is damaged, smooth muscle
fibers near the injury contract (slowing blood loss from the damaged area),
platelets adhere to the damaged endothelium, and proteins called clotting
factors initiate the conversion of the soluble protein fibrinogen into the insol-
uble fibrin. More platelets stick to the strands of fibrin, and the clot draws
the edges of the damaged area together. After repair occurs, the clot dissolves.

Effects of Toxicants on the Blood

Anemias, Hemolysis, and Related Disorders

One site at which chemicals can interfere
with functioning of the blood is the bone
marrow. Damage to bone marrow can
lead to pancytopenia, a decrease in the
numbers of red and white cells and plate-
lets. Severe damage or outright destruc-
tion on bone marrow prevents stem cells
from producing any new cells, a condition called aplastic anemia. Toxicants
that can cause aplastic anemia include drugs such as chloramphenicol, an
antibiotic; lindane, an insecticide that is a chlorinated cyclohexane derived
from benzene; and benzene itself. Chronic exposure to benzene levels of 100

Benzene
See also:

Immunotoxicology
Ch. 13, p. 256

Benzene Appendix, p. 336
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ppm or higher can produce either a reversible pancytopenia or the more
severe aplastic anemia. Benzene exposure has also been linked to develop-
ment of acute myelogenous leukemia. It is probable that a metabolite of ben-
zene, perhaps benzoquinone, is responsible for these effects. Toxicants that
damage dividing cells (such as radiation or some anticancer drugs) can also
produce pancytopenia.

Rather than producing broad effects on
bone marrow, some toxicants may affect
one or more blood cells specifically. Sev-
eral drugs produce decreases in platelet
numbers, while others inhibit production
of various classes of white blood cells. Red
blood cell production may be altered by
availability of iron, as well as by chemicals
that interfere in synthesis of heme. The
reduction of red blood cells due to block-
ade of heme synthesis is called sideroblastic
anemia and can be identified by accumu-
lation of iron in cells of the bone marrow

(which show a characteristic staining pattern when treated with the stain
Prussian Blue). Lead is a well-known producer of sideroblastic anemia
through its inhibition of the enzyme ALA-D and other enzymes important
to heme production. Genetic variations of the enzyme ALA-D between indi-
viduals may lead to differences in individual susceptibility to lead.

Red blood cell levels are affected not only by the actions of toxicants on
bone marrow, but also by the action of toxicants on circulating cells. A
decrease in the numbers of red blood cells resulting from the destruction
of circulating cells is called hemolytic anemia. In one type of hemolytic ane-
mia, oxidants such as phenylhydrazine or aniline produce reactive peroxides
that are detoxified through reactions involving the oxidation of glutathione.
The oxidized glutathione is then reduced by an enzyme, glutathione reduc-
tase, a step that requires NADPH (which is generated in the red blood cell
during glycolysis in a series of steps called the hexosemonophosphate
shunt). If activity of the oxidants outstrips the ability of the red cell to
produce NADPH, then glutathione cannot be reduced, peroxides may accu-
mulate, and oxidative damage to hemoglobin may occur. The decreased
solubility of the damaged hemoglobin causes it to precipitate and form
visible deposits called Heinz bodies. Heinz bodies distort the shape of the
red blood cell, often leading to its destruction through hemolysis. Some
individuals suffer a genetic deficiency in an enzyme, glucose-6-phosphate
dehydrogenase (G6PD), which is necessary for NADPH generation. These
individuals would be even more susceptible to hemolysis by oxidants than
unaffected individuals.

Other toxicants, such as the heavy metals lead and mercury, can cause red
blood cell hemolysis through other mechanisms. Lead, for example, increases
hemolysis probably through damage to the cell membrane.

Lead
See also:
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Effects of Toxicants on Hemoglobin

Some toxicants produce their effects by
interfering with the binding of oxygen
molecules to hemoglobin. Carbon monox-
ide, for example, binds at the same site on
the hemoglobin molecule as does oxygen,
and with an affinity 245 times higher.
Thus, low levels of carbon monoxide are
able to produce significant binding to
hemoglobin and resulting displacement
of oxygen. Exposure to an atmosphere
containing 0.1% carbon monoxide can
lead to symptoms such as headache, nau-
sea, tachycardia, and even death from oxygen deprivation in a matter of
hours. Opportunities for exposure to carbon monoxide are common, because
it is produced during the process of combustion of fossil fuels. Smokers, in
fact, may have up to 10% of their hemoglobin saturated with carbon mon-
oxide (as compared to less than 1% in nonsmokers).

Recently, however, new evidence has raised questions as to whether the
hypoxic aspect of carbon monoxide toxicity is its only mechanism of action.
Some scientists have argued that compensatory increases in blood flow and
oxygen delivery to the brain during carbon monoxide intoxication may
provide adequate oxygen levels for normal functioning. If that is the case,
another explanation for the observed toxicity is necessary. Hypotheses that
have been raised include binding of carbon monoxide to mitochondrial
cytochromes, activation of nitric oxide-producing immune cells, and effects
on neurotransmitted systems (carbon monoxide has itself, of course, now
been shown to be a neurotransmitter). Of course, it may be that all of these
mechanisms, including hypoxia, interact to produce the observed toxic
effects. Perhaps additional research will clarify this question.

Another series of toxicants that can
interact with hemoglobin are the nitrites,
nitrates, aromatic amines, and other nitro-
gen-containing compounds. These com-
pounds  (or  in  some cases ,  the ir
metabolites) can oxidize the heme mole-
cules, converting the iron atom from a fer-
rous to a ferric state. Ferric iron cannot
combine with oxygen, and thus the hemo-
globin molecule (now called methemoglo-
bin) cannot function normally. Red blood
cells have a system (the diaphorase I system) containing an enzyme, methemo-
globin reductase, which is capable of reducing methemoglobin. The enzyme
requires NADH (which is supplied by glycolysis). A second system for
reducing methemoglobin also exists (the diaphorase II system), and it can be
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activated by administration of the compound methylene blue (a dye). This
second system requires NADPH (supplied by the pentose phosphate shunt)
(Figure 9.5).

Due to the presence of methemoglobin reductase, and due to the fact
that levels of methemoglobin must reach around 10 to 20% to produce
clinical symptoms, and 70% to produce fatalities, methemoglobinemia is
not a common problem. One exception is in infants, who have lower levels
of methemoglobin reductase than adults, and who may be exposed to
nitrates in drinking water (particularly in rural areas). There are also a few
local anesthetics (lidocaine, for example) and other drugs that can induce
methemoglobinemia.
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10

 

Neurotoxicology

 

Function of the Nervous System

 

In general, the nervous system has three functions. First of all, specialized
cells detect 

 

sensory

 

 information from the environment, and then relay that
information to other parts of the nervous system (such as the brain, for
example). A second segment of the system directs the 

 

motor

 

 functions of the
body, often in direct response to sensory input. Finally, part of the nervous
system is involved in processing of information. These 

 

integrative

 

 functions
include such processes as thought, consciousness, learning, and memory. All
of these functions are potentially vulnerable to the actions of toxicants.

 

Anatomy and Physiology of the Nervous System

 

The nervous system consists of two fundamental anatomical divisions: the

 

central nervous system

 

 (CNS) and the 

 

peripheral nervous system

 

 (PNS). The CNS
includes the brain and spinal cord, while the PNS consists of all other
nervous tissue that lies outside the CNS.

The CNS is structurally quite complex, but can be divided into four major
areas based on the process of neural development. Within the brain, there
is a forebrain region that consists of the 

 

cerebrum

 

 (

 

cerebral cortex

 

 and 

 

basal
ganglia

 

), the 

 

thalamus

 

, and the 

 

hypothalamus

 

. There is also a small 

 

midbrain

 

region, and a 

 

hindbrain

 

 consisting of the 

 

medulla

 

, 

 

pons

 

, and 

 

cerebellum

 

. The
fourth major area is the 

 

spinal cord. 

 

The location of these areas is diagrammed
in Figure 10.1.

The PNS includes both 

 

afferent nerves

 

 that relay sensory information from
specialized receptors to the CNS and 

 

efferent nerves

 

 that relay motor infor-
mation from the CNS to various muscles and glands. Efferent nerves that
carry motor information to skeletal muscles make up the 

 

somatic

 

 or voluntary
nervous system, while efferent nerves that carry motor information to
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smooth muscles, cardiac muscle, and various glands are part of the 

 

autonomic

 

or involuntary nervous system.
On the histological level, there are two types of cells found within the

nervous system: 

 

neurons

 

 and 

 

glial cells

 

. Neurons are the cells directly respon-
sible for transmission of information. An individual neuron consists of a 

 

cell
body

 

 (also called a 

 

soma

 

 or 

 

perikaryon

 

) and processes called 

 

dendrites

 

 and 

 

axons

 

(Figure 10.2). Each part of the neuron has a specific function. The cell body
contains a nucleus, mitochondria, endoplasmic reticulum, and other
organelles and is where most cellular metabolism occurs (including virtually
all of the protein synthesis). Dendrites are branching extensions of the cell
body, specialized for reception of incoming information. Axons transmit infor-
mation to other neurons. A cell may have many dendrites, but generally has
only one axon. Many neurons bundled together form what is called a 

 

nerve

 

.
Glial cells function as supporting cells. 

 

Astrocytes

 

 are a type of glial cell
that provides structural support, and 

 

microglia

 

 are phagocytic (engulfing and
digesting dead material and debris, thus removing it from the CNS). 

 

Ependy-
mal cells

 

 line the ventricles (fluid-filled cavities) of the brain. The remaining
two types of glial cells are involved in the formation of 

 

myelin

 

, a lipid-rich
substance that covers many axons and aids in efficient conduction of infor-
mation. These are the 

 

oligodendroglial cells

 

 (which produce myelin in the CNS)
and the 

 

Schwann cells

 

 (which produce myelin in the PNS).
Within the nervous system, information is passed along the nets of inter-

connected neurons by chemical and electrical signals. Within each neuron,
the signal is electrical in nature, with each electrical impulse being initiated
at the dendrites then traveling through the cell body and down the axon.
Communication between neurons, on the other hand, is primarily chemical

 

FIGURE 10.1

 

The anatomy of the central nervous system showing the major anatomical divisions of the brain.
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in nature. Neurons do not physically contact each other — there is a small
gap between the axon of one neuron and the dendrite of another. This
junction, consisting of the axon, dendrite, and gap between them, is called
a 

 

synapse

 

.
When an electrical impulse reaches an axon it triggers the release of small

molecules called 

 

neurotransmitters

 

, which then migrate across the 

 

synaptic
gap

 

 and bind to 

 

receptors

 

, often with an integrated ion channel, on the den-
drites of the next neuron. This chemical binding, and the conformational
change it induces in the receptor and ion channel, then triggers the start of
an electrical impulse in that next neuron. In this manner, information is
relayed throughout the nervous system. Some motor neurons pass their
impulses along not to other neurons, but to voluntary muscles. This
nerve–muscle connection is known as the 

 

neuromuscular junction.

 

Effects of Toxicants on the Nervous System: General Principles

 

The nervous system is a vulnerable target for toxicants due to the critical
voltages that must be maintained in cells and the all-or-nothing responses
when voltages reach threshold levels. In addition, the nervous system is a
very active tissue metabolically, and is thus vulnerable to toxicants that
interfere with energy metabolism.

The role of the nervous system in directing many critical physiological
operations also means that any damage may well have widespread and

 

FIGURE 10.2

 

The structure of an individual neuron.
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significant functional consequences. And finally, damage to neurons is sus-
tained more permanently than other cells due to the relative lack of regen-
eration in the nervous system.

 

The Blood–Brain Barrier

 

The central nervous system does, however, have one critical feature for
protection against injury by toxic chemicals — the 

 

blood–brain barrier

 

 (Figure
10.3). Anatomically, the blood–brain barrier consists of modifications to the
cells that line capillaries in the brain (endothelial cells). These changes, such
as the specialized 

 

tight junctions

 

 between the cells, distinguish CNS endot-
helial cells from endothelial cells found in other parts of the body. Tight
junctions have been found to contain an array of unique proteins such as

 

occludin

 

 and a family of proteins known as the 

 

claudins

 

. However, the role of
most of these proteins is not yet completely understood. Some glial cells are
most likely a part of the blood–brain barrier also, since long processes from
astrocytes are found wrapped around capillaries in many parts of the brain.

The functional result of the blood–brain barrier is to keep many blood-
borne molecules from entering the central nervous system. Therefore, most
toxicants that affect the central nervous system tend to be small, highly lipid
soluble, nonpolar molecules — if they were not, they could not diffuse
through the barrier. There are, however, ways to pass the blood–brain barrier
that do not depend on diffusion. Several specific transport systems are asso-
ciated with the blood–brain barrier and allow the transport of essential
nutrients (such as glucose and amino acids) and ions into the brain, as well
as the transport of other molecules out of the brain back into the blood.

 

FIGURE 10.3

 

The blood–brain barrier. A combination of tight junctions between endothelial cells and the
surrounding of capillaries by extensions of astrocytes prevents easy passage of many molecules
from blood into brain tissue.
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Some evidence points to the existence of a metabolic blood–brain barrier
as well as an anatomical one. Although tissues of the CNS are low in levels
of detoxifying enzymes such as the cytochrome P450 system, there are other
enzymes, such as 

 

monoamine oxidase 

 

or

 

 catechol-O-methyl transferases

 

 that can
metabolically change molecules as soon as they cross the endothelium, thus
modifying their potential toxic effects.

While most of the central nervous system is afforded the protection of the
blood–brain barrier, there are a few areas in the CNS, such as the pituitary
and the hypothalamus, in which the blood–brain barrier is reduced or lack-
ing. (The peripheral nervous system is also not protected.) The blood–brain
barrier is also not well developed at birth, and thus provides less protection
in infants.

Any damage to the blood–brain barrier by either toxicants (such as lead)
or disease states produces a complex array of consequences. On the one
hand, a damaged barrier may potentially allow a greater number and
concentration of toxicants into the brain. On the other hand, since the
blood–brain barrier provides a barrier not only to toxicants, but also to
therapeutic compounds, a damaged barrier may actually enhance delivery
of drugs to the CNS. A damaged blood–brain barrier can be detected by
watching for the appearance of CNS-specific proteins such as 

 

S100

 

 (which
is normally found in astrocytes) in the general circulation.

The differential protection that the blood–brain barrier affords to the
CNS as opposed to the PNS can help often explain the different action
of compounds on the two parts of the system. For example, an antidote
for organophosphate poisoning, 

 

pralidoxime

 

 (2-PAM), is effective in the
peripheral but not the central nervous system, due to its inability to
cross the blood–brain barrier. Fortunately, the complementary antidote,
atropine, a natural product from 

 

Atropa belladona

 

, is highly efficacious
in the CNS.

 

Effects of Toxicants on the Nervous System: General Categories

 

The effects of toxicants on the nervous system can be grouped into several
functional categories. These categories will be introduced here and then
explored in more detail in later sections.

Some toxicants affect the passage of electrical impulses down the axon.
These toxicants interfere with the passage of sensory, motor, and also inte-
grative impulses, leading to effects such as 

 

paresthesias 

 

(abnormal sensations
such as tingling or hot or cold sensations), 

 

numbness

 

, 

 

weakness

 

, and 

 

paralysis

 

.
A second category of toxicants affects synaptic transmission between neu-
rons, leading to either under- or overstimulation of a part of the nervous
system. There are also toxicants that affect myelin, as well as toxicants that
damage axons. Exposure to other toxicants can lead to neuronal cell death
(producing a variety of physiological effects), and the effects of a final cate-
gory of toxicants are produced through unknown mechanisms.
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Effects of Toxicants on Electrical Conduction

 

In order to carry out its functions, the nervous system needs to be able to
efficiently conduct information from one part of the body to another. As dis-
cussed briefly in the introductory sections, information in the nervous system
is passed along from one neuron to another in the form of impulses having
both electrical and chemical components. We will now look at this process in
more detail and describe how it can be affected by various toxicants.

At rest, a neuron has a 

 

resting membrane
potential 

 

of approximately –70 mV, indi-
cating that negatively charged ions out-
number positively charged ions

 

 

 

inside the
cell (in the intracellular fluid) but not out-
side the cell (in the extracellular fluid).

This uneven distribution of charge is caused in part by the fact that although
the membrane is quite permeable to some ions, it is not permeable to many
of the large, negatively charged proteins found within the neuron. Thus,
these molecules are trapped inside the neuron, contributing to the excess
negative charge within.

The membrane potential is also due to the uneven distribution of various
ions across the neuronal membrane. This membrane contains several 

 

ion
channels

 

 that allow passive flow of various ions through the membrane.
These channels are typically constructed of proteins and are specific for a
given ion. For example, there are channels specific for sodium ions and
channels for potassium ions, among others. The opening of these ion chan-
nels allows ions to pass across the membrane (down their concentration
gradient), and thus affect the membrane potential. Conversely, changes in
the membrane potential can also affect the opening and closing of the chan-
nels (probably by changing the shape and arrangement of the molecules that
form the channel). In fact, because of their reaction to local changes in
membrane potential, these channels are often called 

 

voltage-gated channels.

 

The opening and closing of a single sodium ion channel can be observed
in a 

 

patch clamp

 

 experiment, in which current is measured as the test potential
is changed. Sodium ion channels, for example, are huge proteins composed
of four domains, each with six subdomains traversing the neuronal mem-
brane. Opening of one channel in response to changing voltage is called
activation, which allows the passive flow of sodium ions. Activation of the
channel is thought to result from a twisting of one transmembrane helix in
each domain to move charged amino acids so that ions can flow across. Fast
inactivation can occur from the final open state when a loop folds over the
intracellular mouth of the channel like a flap (Hille and Catterall, 1999).

Another component found in the neuronal membrane is an active transport
system called the 

 

sodium–potassium pump

 

. This energy-dependent system
simultaneously transports three molecules of sodium (a positively charged

Ion Channels
See also:

Cellular sites of action
Ch. 4, p. 49 
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ion) out of the cell and two molecules of potassium (also positively charged)
into the cell. Some of the potassium that is pumped into the cell will leak
back out because the potassium channels in a resting neuron are usually at
least partially open. However, the action of the pump plus the attractive
force of the negatively charged molecules trapped within the cell still manage
to maintain a higher concentration of potassium inside the cell than outside.
The sodium ion channels, unlike the potassium ion channels, are nearly all
closed in the resting neuron. Because of this, almost all of the sodium that
was pumped out of the cell remains outside the cell.

Chloride ions are also unevenly distributed across the neuronal membrane.
Chloride is found in much higher concentrations outside than inside the
neuron, due to a combination of factors. First of all, the negatively charged
chloride ions are repulsed by the other negatively charged ions within the
cell. Chloride ions may also be actively transported outward by a chloride
pump. The uneven distribution of chloride, as well as that of sodium and
potassium, also contributes to the formation of the negative membrane
potential (Figure 10.4).

The resting membrane potential of a
neuron changes during the propagation
of an electrical impulse, or 

 

action potential

 

(Figure 10.5). When a neurotransmitter

 

FIGURE 10.4

 

Resting membrane potential. Differential permeability of the neuronal membrane and the Na
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/
K
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 pump create a potential difference or voltage across the membrane.
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binds to a receptor on a dendrite, it triggers the opening of receptor cation
channels (more details on how this happens later on), making the membrane
potential in that region less negative. This change in membrane potential
then causes the opening of sodium channels (which are, as you remember,
voltage gated) in a chain reaction. The action potential occurs when this
reaction builds to the point that it becomes self-sustaining. At that point, the

 

threshold

 

, the membrane potential rapidly changes from –70 to +30 mV (a
process called 

 

depolarization

 

). This change in potential then spreads rapidly
across the entire neuronal membrane.

Almost as soon as a part of the membrane is depolarized, though, the
process of 

 

repolarization

 

 begins. Sodium channels close and potassium chan-
nels open, allowing positive potassium ions to leave the cell and thus restore
the negative membrane potential. The sodium–potassium pump will then
restore intra- and extracellular levels of sodium and potassium to their
original levels. During the process of repolarization the neuron is said to be
in a 

 

refractory state

 

, during which it cannot conduct another action potential.
A number of neurotoxicants can inter-

fere with the propagation of electrical
impulses. 

 

Tetrodotoxin 

 

(TTX) is a toxicant
of biological origin, found in a number of
frogs, fish, and other species, including the
blue-ringed octopus of Australia and the
puffer fish, which is a popular food in

Japan. Tetrodotoxin blocks the generation of an action potential by binding
to a site on the outside of the neuronal membrane and blocking the sodium
channels. Effects of tetrodotoxin include motor weakness and paresthesias.
Higher doses may cause paralysis not only of skeletal (voluntary) muscle, but
also of smooth muscle in blood vessels, which may then lead to severe

 

FIGURE 10.5

 

The change in resting membrane potential that occurs during the action potential.
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hypotension and circulatory failure. Most tetrodotoxin poisonings occur in
people who have eaten improperly prepared puffer fish. Although tetrodot-
oxin concentration in the fish muscle is relatively low, levels may be high (up
to 10 mg/g) in other organs such as the liver. The LD

 

50

 

 of tetrodotoxin in mice
is around 300 mg/kg.

Another biological toxin that blocks sodium channels is 

 

saxitoxin 

 

(STX).
Saxitoxin is produced by organisms called 

 

dinoflagellates

 

 (of the genus 

 

Gon-
yaulax

 

, among others). These organisms serve as a food source for various
shellfish and fish. Although many fish are killed by exposure to this toxin,
many shellfish are not susceptible and may accumulate a milligram or more
of the toxin. Then, the shellfish may be eaten by unsuspecting humans who
may then become ill or perhaps even die. To prevent this, shellfish harvesting
may be prohibited in affected areas during periods of dinoflagellate 

 

blooms

 

(large increases in population).
A third biological toxin is 

 

batrachotoxin 

 

(BTX), found in South American
frogs and used as an arrow poison. Although batrachotoxin (like tetrodotoxin
and saxitoxin) prevents the passage of nerve impulses, its mechanism of
action is somewhat different. Batrachotoxin increases the permeability of the
resting neuronal membrane to sodium by preventing closing of the sodium
channels. Thus, the membrane potential (which depends in part on uneven
distribution of sodium across the membrane) cannot properly develop, and
the action potential cannot be created or propagate. Batrachotoxin can act
from either the inside or outside of the membrane, which is probably more
a reflection of its high degree of lipid solubility than an indication of where
on the channel it is binding. Batrachotoxin also modifies the selectivity of
the channel (its ability to exclude ions other than sodium). It is extremely
toxic: less than 200 mg may be fatal to a human.

 

FIGURE 10.6

 

Actions of toxicants on ion channels in the neuronal membrane.
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Several scorpion and sea anemone tox-
ins have a similar action to batrachotoxin,
delaying the closing of sodium channels.
These peptides act from the outside of the
membrane, and can prolong action poten-
tial duration from several milliseconds to
several seconds by binding strongly to
open sodium channels.

The sodium ion channel is also the axonic target of DDT and synthetic
pyrethroid insecticides. Resistance to these insecticides was observed in
various populations of house flies with several independent genes conferring
the resistance. Certain resistant populations were knocked down by expo-
sure to DDT, but recovered; however, other resistant populations were not
knocked down due to a single gene on chromosome 3 named 

 

knockdown
resistance,

 

 or 

 

kdr

 

. This type of resistance was traced to a point mutation in
the sodium ion channel that changed amino acid 1014 from leucine to phe-
nylalanine. Later, resistance also evolved in the tobacco budworm moth, and
it was also traced to the homologous amino acid 1029, but in this case leucine
was changed to histidine. Other populations of this moth possessed a muta-
tion of valine to methionine at amino acid 421; depolarization in these moths
was less sensitive to permethrin (a pyrethroid) exposure, and voltage gating
was altered so that peak activation was delayed until depolarization was
reduced 13 mV more than susceptible moths’.

The plant alkaloids 

 

aconitine

 

 and 

 

veratridine 

 

also delay closing of sodium
channels. These compounds probably act at different sites, though, than
either batrachotoxin or the scorpion or sea anemone toxins.

 

Effects of Toxicants on Synaptic Function

 

There are two types of synapses in the nervous system: the synapse between
two nerve cells and the synapse between a nerve and a muscle cell or gland.
Both, however, operate on similar principles.

Where two neurons come together (Figure 10.7), the axonal membrane is
termed the 

 

presynaptic membrane

 

, the dendritic membrane is termed the

 

postsynaptic membrane

 

, and the gap which forms between them is termed the
synapse. The dendrites and cell body of any one neuron may receive inputs
from many axons, and one axon may connect (through multiple branching
axon terminals) to many dendrites and cell bodies.

At some synapses, the electrical impulse in the presynaptic neuron is
communicated to the postsynaptic membrane directly through electrical
current. In most cases, though, communication between the pre- and
postsynaptic neurons is chemical in nature. When an electrical impulse
reaches the end of the presynaptic axon, the change in membrane potential

Organochlorine Pesticides
See also:

Environmental
toxicology Ch. 17, p. 319

Organochlorine pesticides
Appendix, p. 343
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triggers the release of the chemical messenger, which is the neurotransmitter.
The neurotransmitter then diffuses across the synaptic gap and, acting as a

 

ligand

 

, binds to the receptor molecules on the postsynaptic membrane (Figure
10.7). This binding affects the membrane potential of the postsynaptic neu-
ron. Neurotransmitters and 

 

neurohormones

 

 affect only neurons containing the
corresponding selective receptor protein; thus, they do not excite all neurons.

There are two general types of neuroreceptors: 

 

excitatory 

 

and 

 

inhibitory

 

.
Each is activated by specific neurotransmitter ligands. Binding of neurotrans-
mitters to excitatory neuroreceptors opens ion channels, allowing cations
(positive ions such as sodium) to enter the cell, and thus making the mem-
brane potential a little less negative. This change lasts for only a few milli-
seconds, after which the potential returns to its original level. If enough
neurotransmitter molecules are released simultaneously, however, many cat-
ion channels will be opened and the effects will add up in a process called

 

summation

 

. As more and more cation channels open, the membrane potential
becomes less and less negative, until finally the threshold is reached and an
action potential may be generated.

Other neurotransmitters bind to inhibitory neuroreceptors. Binding of
these neurotransmitters to their receptors opens potassium and chloride
channels. This allows more potassium to leave the cell and chloride to enter,
making the membrane potential even more negative, and thus preventing
the initiation of an action potential.

 

FIGURE 10.7

 

The cholinergic synapse, showing release of the neurotransmitter acetylcholine from the pre-
synaptic neuron and binding to receptors on the postsynaptic neuron.
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There are many different neurotransmitter substances in the nervous sys-
tem. At one time it was thought that each neuron manufactures and releases
only one single type of neurotransmitter; however, this has since been shown
to be untrue. A single neuron may also receive inputs from several different
types of neurons, each releasing a different neurotransmitter. The results may
be either excitatory or inhibitory, but the response is ultimately determined
by the numbers and types of specific receptors in the postsynaptic membrane.

Four of the major types of neurotrans-
mitters are 

 

acetylcholine, the biogenic amines,
the amino acids, and the neuropeptides.
Lately, evidence has shown that gases, too,
can act as neurotransmitters. Nitric oxide,
for example, was shown to be a neu-

rotransmitter in the mid 1990s, and carbon monoxide was identified soon after.
Since these substances are gases, they cannot be stored in the neuron, but

must be manufactured immediately prior to release. Nitric oxide is synthe-
sized by the enzyme nitric oxide synthase (of which there are three forms) and
has a half-life of only a few seconds (one reason why it has been so hard to
detect as a neurotransmitter). Carbon monoxide is synthesized by heme oxy-
genase. Also, these neurotransmitters do not bind to receptors in the tradi-
tional fashion, but may act by covalently binding to and modifying the
activity of target proteins.

Another unusual neurotransmitter is D-serine, an amino acid that interacts
with the NMDA receptor system. This neurotransmitter is not only unusual
in that it has a D-dextrorotary rather than an L-levorotary structure, but it
is actually released by glial cells, which were long thought to play little or
no role in neurotransmission.

Acetylcholine

Acetylcholine (ACh) is an important neurotransmitter in the autonomic ner-
vous system (the system that controls involuntary muscle movement). The
autonomic nervous system has two branches: the sympathetic and the para-
sympathetic. The sympathetic and parasympathetic branches control many
of the same muscles and glands, but the effects of each branch on those
muscles and glands differ greatly. The physiological state of the body reflects
the balance between the two influences. Stimulation of the sympathetic
branch leads to what is often called the fight-or-flight response: tachycardia
(increase in heart rate), dilation of bronchioles, dilation of the pupil, con-
striction of peripheral blood vessels, and decrease in digestive activity. Para-
sympathetic stimulation leads to bradycardia (decrease in heart rate),
constriction of bronchioles, constriction of the pupil, increase in peristalsis
(activity of digestive smooth muscle), and increase in secretions.

In both branches, the connection between the central nervous system and
the muscle or gland that is to be controlled consists of two neurons. The first

Nitric Oxide
See also:

Neurotoxicology
Ch. 10, p. 208
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neuron (the preganglionic) connects the CNS with a group of nerve cells called
a ganglion, and the second (postganglionic) neuron originates in the ganglion
and connects with the muscle or gland it controls. Acetylcholine is released
by the preganglionic neurons of both branches and by the postganglionic
neurons of the parasympathetic branch. Acetylcholine is also released by the
neurons that control voluntary muscle movement and is released by neurons
in areas of the central nervous system as well (Figure 10.8).

Acetylcholine is synthesized within the neuron from the molecules
acetyl–CoA and choline. The rate of synthesis is dependent on the supply of
choline, which is taken up from outside the neuron by a sodium-dependent
transport mechanism. A molecule called hemicholinium (HC-3) is able to
block this transport process, leading to a reduction in acetylcholine levels
(Figure 10.9). Acetylcholine is stored in the neuron, perhaps in membrane-
bound droplets called vesicles or perhaps elsewhere in the cytoplasm.
Release of packets of acetylcholine molecules from the axon is a calcium-
dependent process that occurs regularly even when the neuron is resting.
A much larger, synchronized release of the neurotransmitter is triggered by

FIGURE 10.8
The neurotransmitter acetylcholine (ACh) and its locations in the nervous system. Types of
cholinergic receptors are also shown.
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the rapid influx of calcium that accompanies action potential-induced
changes in the membrane potential.

One of the most deadly toxicants known, botulinum toxin (with an LD50 in
some animals as low as 10 ng/kg), binds to the nerve axon and interferes
with the release of acetylcholine (Figure 10.9). For more on toxic and thera-
peutic effects of botulinum toxin, see the case at the end of this chapter.

Once released from the axon terminal, acetylcholine molecules migrate
across the synaptic gap and bind to the acetylcholine receptors found on the
postsynaptic membrane in cholinergic synapses. There are two different
types of receptors that respond to acetylcholine: nicotinic receptors (named
on the basis of their response to nicotine) and muscarinic receptors (named on
the basis of their response to the drug muscarine). Nicotinic receptors are
found on neurons in autonomic ganglia of both branches and on skeletal
muscle. Muscarinic receptors are found where neurons of the parasympa-
thetic system connect to smooth muscle and glands (Figure 10.8).

When acetylcholine binds to a nicotinic receptor, it directly opens a cation
channel, immediately allowing an influx of cations and making the mem-
brane potential less negative. Action at a muscarinic receptor is somewhat
slower. When acetylcholine binds to one of these receptors, a group of
proteins called G proteins are activated, initiating a series of biochemical
changes (involving second messenger compounds such as cyclic AMP),
which then ultimately regulate the opening and closing of calcium and
potassium channels.

FIGURE 10.9
Sites of action of various toxicants on the cholinergic system. Acetylcholinesterase is teathered
to the postsynaptic membrane where it degrades ACh to terminate each chemical signal.
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Compounds such as nicotine and
muscarine are cholinergic agonists (Figure
10.9). That means that they bind to the
nicotinic or muscarinic receptor and
mimic the effects of acetylcholine. Because
nicotinic receptors are found in both the sympathetic and parasympathetic
systems, poisoning with nicotine leads to a mix of sympathetic and para-
sympathetic symptoms, including increased heart rate, increased blood pres-
sure, and increased gastrointestinal motility and secretion.

Other compounds also bind to the nicotinic or muscarinic receptor, but
with different results. Instead of mimicking acetylcholine, they compete with
acetylcholine for binding and block the receptor, preventing the initiation of
an action potential in the postsynaptic neuron (Figure 10.9). One example of
such a nicotinic antagonist or blocker is curare. The term curare actually
includes a number of different arrow poisons used by South American Indi-
ans. These poisons contain a number of alkaloids such as d-tubocurarine that
bind to and block the nicotinic receptor.

Effects of blocking the nicotinic receptors at the neuromuscular junction
include motor weakness and paralysis. Duration is brief, and reversible, but
death may occur from paralysis of the diaphragm muscle (which is essential
to breathing). Effects that result from blocking of receptors at the ganglia
include decreases in blood pressure and heart rate. Because of their effects,
these compounds are used in conjunction with general anesthetics to induce
muscle relaxation during surgery.

Atropine, a muscarinic blocker, is found
in the plants Atropa belladonna (“Deadly
nightshade”) and Datura stramonium
(“Jimson weed”). Known since ancient
times, Atropa is named for Atropos, the
Fate who cuts thread of life; belladonna
means “beautiful lady,” a reflection of the
plant’s cosmetic use to widen the pupil of
the eye. Another muscarinic blocker, sco-
polamine, is found in the plant Hyoscamus
niger (“Henbane”). Blockade of muscarinic receptors blocks the effect of the
parasympathetic neurons on muscles and glands and leads to an autonomic
system imbalance in favor of the sympathetic branch. As little as 2.0 mg of
atropine in a human can produce tachycardia, dilation of the pupils, dilation
of bronchioles, decrease in peristalsis, and decrease in secretions such as
saliva. Atropine also has some effects on the central nervous system, pro-
ducing general excitation with small doses and depression with larger doses.
Both atropine and scopolamine can be hallucinogenic. Much larger doses
are necessary to affect the CNS than to produce autonomic effects, probably
due to the exclusion of the compounds by the blood–brain barrier.

After acetylcholine has been released and binding to the receptors has
occurred, there must be a way to inactivate the neurotransmitter. Otherwise,

Nicotine
See also:

Tobacco Appendix, p. 350

Acetylcholinesterase
See also:

Biotransformation
Ch. 3, p. 31

Cellular sites of
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receptors would continue to be stimulated
and action potentials would continue to
be produced long after the original
impulse had passed. In the case of acetyl-
choline, the remaining molecules are
hydrolyzed in a reaction catalyzed by an
enzyme cal led acetylchol inesterase
(AChase). Hydrolysis of acetylcholine
occurs in three steps: reversible binding
to the enzyme, acetylation of a serine res-
idue at the enzyme active site (yielding

choline), and deacetylation on attack by a hydroxyl ion (yielding acetate).
Organophosphates (OPs) and carbamates are two classes of pesticides that can
bind to and inhibit acetylcholinesterase (Figure 10.9). Because inhibition is
reversible in the case of carbamates, their action is of short duration. Inhibi-
tion by OPs, however, is a different matter. The bond formed between the
acetylcholinesterase and most OPs is quite stable and only slowly reversible.
In fact, recovery from poisoning by some OPs (such as military nerve agents)
may depend on synthesis of new acetylcholinesterase.

Effects of OP and carbamate poisoning reflect overstimulation of the para-
sympathetic nervous system and include slowing of heart rate, constriction of
the pupils, bronchoconstriction, and increase in secretions (four classic symp-
toms are salivation, lacrimation, urination, and defecation). Overstimulation
at the neuromuscular junction produces twitching and cramps; central effects
include anxiety, restlessness, and confusion that can lead to coma. Death is
usually by respiratory failure brought on by paralysis of respiratory muscles
and inhibition of the central nervous system centers, which control respiration.

The oral LD50 for organophosphates ranges from one to several thousand
milligrams per kilogram. Antidotal treatment is with atropine, which blocks
muscarinic receptors. In addition, pralidoxime (2-PAM) helps accelerate the
reversal of acetylcholinesterase inhibition.

Biogenic Amines

A second major group of neurotransmitters and neurohormones is the bio-
genic amines, which includes the neurotransmitters norepinephrine, epineph-
rine, dopamine, serotonin, and histamine (Figure 10.10). Norepinephrine is the
neurotransmitter released by the postganglionic neurons of the sympathetic
nervous system. It is also released by some neurons of the central nervous
system. Many of these norepinephrine-releasing neurons (as well as many
neurons that release epinephrine, many that release dopamine, and many
that release serotonin) originate in the medulla, pons, or midbrain (a group-
ing of areas that is commonly called the brain stem) and lead to many other
areas of the brain. Histamine-releasing neurons are found in highest concen-
trations in the hypothalamus.

Organophosphates
See also:
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2856_C010.fm  Page 196  Wednesday, December 7, 2005  9:52 AM



Neurotoxicology 197

Norepinephrine, epinephrine, and dopamine together are known as the
catecholamines. Toxicants can interfere with this group of neurotransmitters
through many of the mechanisms we have already discussed (Figure 10.11).
The drug reserpine, for example, interferes with the storage of biogenic
amines in the axon, leading to a shortage of these neurotransmitters. This
results in a decrease in sympathetic activity (producing slowing of heart
rate), an increase in digestive activity, and an increase in secretions. Amphet-
amine, on the other hand, exerts part of its stimulatory effects through pro-
moting increased release of norepinephrine.

As is the case with acetylcholine, there are two major categories of recep-
tors that respond to the catecholamines: alpha and beta adrenergic receptors.
They can be differentiated on the basis of their relative sensitivities to nor-
epinephrine and epinephrine. Alpha and beta receptors can be further sub-
divided into alpha one and alpha two, beta one and beta two populations.
Alpha one receptors are found on smooth muscles and glands, while alpha
two receptors are thought to be involved in feedback inhibition of various
neurons throughout the nervous system. Beta one receptors are found in
heart tissue; beta two receptors (like alpha one receptors) are found on
smooth muscle and glands.

Many compounds interact with catecholamine receptors, some as agonists
(stimulating the sympathetic nervous system) and some as antagonists

FIGURE 10.10
The biogenic amine neurotransmitters and their locations in the nervous system.
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(depressing the sympathetic nervous system) (Figure 10.11). Many nasal
decongestants are alpha agonists that work by constricting blood vessels of
the nose. Alpha agonists can also be used to treat hypotension (low blood
pressure), such as might accompany shock. Many beta two agonists are
extremely useful in widening of bronchial airways constricted by asthma;
because these compounds are specific for beta two and do not stimulate beta
one receptors, there are no side effects, such as increased heart rate. Amphet-
amine stimulates both alpha and beta receptors and, of course, is a CNS
stimulant as well.

Several drugs act as alpha blockers, producing decreases in blood pressure,
increases in activity of gastrointestinal muscles, and nasal stuffiness due to
dilation of blood vessels. One group of compounds that interacts with alpha
receptors in a complex manner are the ergot alkaloids. These compounds are
produced by the fungus Claviceps purpurea, which grows on rye and other
grains. Its effects have been known for centuries, and epidemics of ergot
poisoning were fairly common during the Middle Ages. Some ergot alkaloids
act as partial agonists and others as antagonists of alpha receptors. Ergot
alkaloids stimulate smooth muscle contraction, and one of the predominant
symptoms of ergotism was gangrene of the extremities (caused by constric-
tion of the smooth muscle of blood vessels in the arms and legs). Spontaneous
abortion due to stimulation of uterine muscle was also common. These drugs
are still used in treatment of migraine (which may result in part from
increases in blood flow in cranial arteries).

FIGURE 10.11
Effects of various toxicants on the biogenic amines.
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Beta receptor blocking drugs such as propranolol are widely used to manage
cardiovascular disorders due to their ability to decrease both heart rate and
blood pressure. Other drugs have been developed recently that are more
specific for beta one receptors, thus eliminating the side effect of broncho-
constriction, which would occur if beta two receptors are also blocked.

Deactivation of the catecholamines fol-
lowing their release from the axon is
achieved through a different mechanism
than inactivation of acetylcholine. Instead
of being enzymatically broken down, cat-
echolamines are returned to the axon
through a reuptake mechanism. Cate-
cholamine reuptake requires sodium and
potassium and is energy dependent. Inhibition of reuptake (by cocaine, for
example) may lead to overstimulation of the postsynaptic neuron. Within the
axon, catecholamines can be broken down by the two enzymes monoamine
oxidase (MAO) and catechol-O-methyltransferase (COMT) (Figure 10.11).
Inhibitors of these enzymes (for example, the antidepressant drug chlorprom-
azine) can increase levels of catecholamines in brain. There are two forms of
MAO — MAO-A and MAO-B — which differ in their substrate specificity
and distribution in the body. MAO-A acts on serotonin, epinephrine, and
norepinephrine; MAO-B acts on dopamine as well as other compounds.

Nonselective MAO inhibitors (inhibitors that block both MAO-A and
MAO-B), as well as selective MAO-A inhibitors, have a potentially danger-
ous side effect. MAO in the gastrointestinal system is responsible for the
metabolism of tyramine, an amine found in foods such as cheese, wine, cured
meats, and chocolate. Tyramine interacts with the sympathetic nervous sys-
tem to produce a sharp increase in blood pressure, and elevated levels of
tyramine can lead to symptoms ranging from headache to a potentially lethal
hypertensive crisis. Since tyramine is predominantly metabolized by MAO-
A, selective MAO-B inhibitors are less likely to cause this problem, which is
often termed the cheese reaction.

As for effects of toxicants on the remaining biogenic amines, histamine
and serotonin, little is known. There are specific receptors for both serotonin
and histamine in the brain, and there is conflicting evidence as to whether
some hallucinogenic drugs such as LSD may interact with serotonin recep-
tors. Like the catecholamines, serotonin is inactivated by reuptake, but
through a separate reuptake mechanism. No reuptake process for histamine
has been found.

Amino Acid Neurotransmitters

Probably the most significant amino acid neurotransmitter is gamma-ami-
nobutyric acid (GABA). GABA is an inhibitory transmitter, produced by neu-
rons throughout the nervous system and acting only at the inhibitory GABA

Monoamine Oxidase
See also:

Biotransformation
Ch. 3, p. 41

Neurotoxicology
Ch. 10, p. 210
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receptor and chloride ion channel. It is found in particularly high concen-
trations within the cerebellum and spinal cord, and in cells originating in
the hippocampus and leading to the midbrain. Like most neurotransmitters,
GABA is manufactured and stored in the presynaptic neuron and, following
release, binds to a postsynaptic receptor. GABA binding triggers an increase
in chloride permeability, allowing chloride to enter the neuron and making
the membrane potential more negative. Reuptake of GABA occurs in both
the presynaptic neuron and nearby glial cells.

GABAergic pathways seem to be important in control of emotions. The
benzodiazepines (antianxiety drugs better known by trade names such as
Valium® and Librium®) interact with GABA through a mechanism that is not
yet clear. Although they seem to mimic the effects of GABA, they are ineffec-
tive if GABA itself is not present. Picrotoxin, a powerful stimulant derived
from the seeds of an East Indian plant, antagonizes the effects of GABA and
also blocks the action of benzodiazepines. The inhibitory effects of GABA may
also be important in motor control. Loss of GABAergic neurons occurs in the
genetic neurodegenerative disorder Huntington’s disease and may be respon-
sible for the involuntary movements (chorea) characteristic of the disease. The
cyclodiene insecticides dieldrin and chlordane also block the GABA receptor.

Another inhibitory transmitter is the amino acid glycine. Glycine acts pri-
marily in the brain stem and spinal cord. Tetanus toxin binds to presynaptic
membranes and prevents release of glycine, while strychnine (lethal dose in
humans of 1 mg/kg), a powerful convulsant, binds to and blocks the
postsynaptic glycine receptor. Antagonism of glycine’s inhibitory effect leads
to the sustained muscle contraction characteristic of both toxicants.

Glutamate and aspartate are excitatory amino acids. Kainic acid is a glutamate
agonist that kills neurons, as can glutamate itself in large concentrations.
Mechanisms of neuronal death due to excitotoxic effects of glutamine and
related amino acids will be discussed later in this chapter.

Neuroactive Peptides

The neuropeptides differ in several ways from the other transmitters in the
nervous system. Neuropeptides act at much lower concentrations, and their
actions last longer. In addition, neuropeptides are generally made in the
neuronal cell body rather than in the axon. Like other neurotransmitters,
neuropeptides may affect membrane potential, or they may be released along
with a neurotransmitter and alter its release or binding.

There are probably 50 to 100 neuropeptides (Table 10.1); one of the better
known groups is the opioid peptides. This category includes the enkephalins
and endorphins. Several different opioid receptors occur throughout the cen-
tral nervous system and may have inhibitory effects on pathways involved
in the transmission of pain impulses. In at least one type of receptor, binding
of the peptide to the receptor is linked to the opening of potassium channels
through the mediation of a second messenger, cAMP. Other receptors may
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act presynaptically, controlling calcium channels to decrease release of a
neurotransmitter.

The opioid peptides are named for opium, a drug derived from the juice
of the opium poppy. Opium itself consists of many different compounds,
including morphine and codeine, both of which, although they are not pep-
tides, interact with opioid receptors. Heroin is a chemical derivative of mor-
phine. Although a few milligrams of morphine or related opioid agonists
produce the clinically useful effects of drowsiness and pain relief, they also
produce euphoria and have an equally significant history of recreational
usage. Tolerance to these drugs develops with continued usage: in other
words, progressively higher doses are necessary to produce the same phys-
iological effects. Naloxone is an opioid receptor antagonist that can block
effects of both endogenous peptides and opioid drugs.

Axonopathies

Another potentially vulnerable part of the neuron is the axon. The axon
projects from the cell body and has a proximal section (nearest the cell
body) and a distal section (containing the end of the axon, or axon terminal).
These terms are relative: there is no distinct point of division between the
two regions.

Axonopathies, damages to the axon, are most common in the peripheral
nervous system, and the resulting sensory and motor dysfunction is often
referred to as a neuropathy. Axonopathies are generally categorized as either
proximal or distal. Figure 10.12 shows the potential targets for production
of oxonopath.

Axon Transport Systems

Unlike the cell body, the axon has limited metabolic capabilities. Most of the
molecules that are needed in the axon must be made in the cell body. These

TABLE 10.1

Some Types of Neuroactive Peptides, Categorized by Localization in the Body

Gastrointestinal-related peptides
(most found in the brain and in neurons 
innervating the gastrointestinal tract)

VIP, CCK, substance P, enkephalins, gastrin, 
neurotensin, insulin, glucagons, bombesin

Hypothalamic-releasing hormones TRH, LHRH, GH, GHRH, somatostatin
Pituitary peptides ACTH, endorphin, alpha MSH, prolactin, LH, 

GH, thyrotropin
Others Angiotensin II, bradykinin, oxytocin, 

vasopressin
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molecules are then transported down the axon, often traveling considerable
distances (several feet for some motor neurons of the spinal cord). Transport
originating in the cell body and moving down the axon is called anterograde
transport. Other materials may be returned to the cell body from the axon,
in a movement called retrograde transport.

There are two types of systems involved in axonal transport. The first
system is called fast or axonal transport. Fast transport moves substances at
the rapid rate of about 400 mm/day and can be either anterograde or retro-
grade in direction. Fast transport distributes membrane components, mito-
chondria, and other cellular structures from the cell body to the axon and
also returns used membrane components to the cell body for recycling. Fast
transport can also move substances absorbed at the axon terminal up to the
cell body. Some viruses, including herpes viruses and toxins such as tetanus
toxin, are thought to enter the cell body in this manner.

The second type of transport is slow transport or axoplasmic flow. Slow
transport moves at the rate of 1 mm/day and is strictly anterograde in
direction, with no retrograde motion. Most axonal proteins are moved by
slow transport, including many enzymes as well as structural proteins
such as microtubules, microfilaments, and neurofilaments. The mechanism of
slow transport is not well understood: new material seems to displace
that material in front in a process that has been compared to toothpaste
moving through the tube. Recently, evidence indicates that slow transport
may proceed through the same mechanism as fast transport, but there
may be periodic pauses producing an intermittent movement at an overall
slower pace.

Studies of the molecular mechanisms of the transport processes are often
carried out by radiolabeling molecules and monitoring their progress down
the axon. Researchers have also used techniques such as transfecting cells
with a gene that produces neurofilament subunits that are tagged with green
fluorescent protein (GFP). These studies show that the mechanism of transport
probably involves some or all of the structural elements of the neuron: the

FIGURE 10.12
Potential targets for production of axonopathies.
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microtubules, microfilaments, and neurofilaments. According to one current
theory, microtubules form a track along the axon. Materials to be moved in
an anterograde direction are attached to and pulled along the track by
molecules called kinesins; retrograde transport appears to involve the protein
dynein. The molecular details of how materials to be transported actually
interact with the kinesin and dynein motors, as well as the details of how
the motors interact with the tracks, are not well understood at this point.

Evidence is mounting that various disease states, as well as toxicant-
induced injuries, may, in fact, impact axon transport systems. Mutations in
genes for proteins involved in transport systems produce conditions such
as Charcot–Marie–Tooth disease and hereditary spastic paraplegia, both of which
are characterized by sensory and motor dysfunction. Recently, some of the
proteins apparently involved in Alzheimer’s disease (including amyloid precur-
sor protein, the ApoE4 protein, and tau protein) have been shown to interact
with proteins of the transport systems, and swelling and abnormal accumu-
lation of transport-associated proteins have been described in mouse models
as well as in affected humans. Huntingtin, the protein that is mutated in
Huntington’s disease, has also been shown to be transported, and deletion
of the gene for huntingtin in Drosophila produced deficits in axonal transport
in affected flies.

Proximal Axonopathies

Proximal axonopathies are characterized by a swelling of the proximal axon
(called a giant axonal swelling). A synthetic aminonitrile compound, IDPN, is
one of only a few chemicals known to produce a proximal axonopathy.
Exposure to IDPN leads to an accumulation of neurofilaments and results
in the giant axonal swelling. This effect may be produced by a blockade of
slow transport, but the molecular mechanisms are not clear. Following the
development of the swelling, the distal portions of the axon, deprived of
necessary structural proteins, then atrophy. Breakdown of myelin (which
will be discussed later in this chapter) may also occur around the swelling,
probably as a result of the axonal disruption. Giant axonal swellings are also
associated with the neurological disease amyotrophic lateral sclerosis (ALS).
The cause of this disease is uncertain, but some evidence has indicated that
environmental factors may be involved.

Distal Axonopathies

Distal axonopathies involve pathological changes in the distal portions of
axons. This damage varies with the toxicant producing the change, but may
include swelling, damage to mitochondria, and accumulation of neurofila-
ments. Like proximal axonopathies, distal axonopathies are also often accom-
panied by disintegration of myelin. Because damage often appears in the
axon terminal first, these axonopathies are also sometimes called dying-back
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neuropathies. Distal axonopathies may follow a single exposure to some tox-
icants or may be a result of chronic exposure. Even following a single acute
exposure, though, the actual onset of symptoms is unlikely to occur prior to
a week following the exposure.

There are several hypotheses concerning
the cause of distal axonopathies. One pos-
sibility is damage to the cell body of the
neuron. If synthesis of cell products such as
structural proteins is affected, any shortfall
in availability of these products is likely to
be found first in the more distal portions of
the axon (the end of the line for axonal
transport). However, cell body damage has
been observed in only a few studies and
may well be the result and not the cause of
the axonopathy. In addition, peripheral
neurons may regenerate following axonop-

athy, an event that would be unlikely if the neuronal cell body itself was dam-
aged. An alternative hypothesis is that the axonopathy is due to damage to the
axon itself, perhaps initiating at the axon terminal. Finally, effects on transport
mechanism(s) may be the cause. It is probable that there is no one single cause,
but rather different toxicants may act through different mechanisms.

Among the toxicants that produce distal axonopathies are a group of
compounds already discussed, the organophosphates. In the early 1920s and
1930s neuropathies were reported in tuberculosis patients treated with the
organophosphate compound phosphocreosote. Also during that period, cases
of Ginger Jake paralysis were traced to ingestion of ginger extract still con-
taining traces of the organophosphates used to make the extract. The neur-
opathy may occur following either acute exposure to high levels or chronic
exposure to lower levels. Symptoms begin 1 to 2 weeks after acute exposure
and typically include weakness and perhaps even paralysis of the lower
limbs. Recovery is slow and seldom complete. Not all species are sensitive
to organophosphate-induced neuropathies; those that are sensitive include
humans, cats, sheep, and many birds (much experimental work is done using
chickens as models).

The mechanism of action of organophosphate axonopathy is not entirely
clear. Since the axonopathy is produced by some (but not all) of the acetyl-
cholinesterase-inhibiting organophosphates, many researchers believe that
inhibition of a related enzyme (a different esterase) may be involved, and a
proposed target molecule has been identified. This esterase, termed neurop-
athy target esterase (NTE), seems to play a role in neural development, as
mice that are NTE –/– (in other words, that have been genetically engineered
to lack NTE expression) do not survive embryonic development. The mech-
anism by which inhibition of NTE may produce axonopathy, however, is
not understood.

Organophosphates
See also:
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Another compound that produces distal axonopathy is acrylamide. Acry-
lamide is a monomer that can be polymerized to form the polyacrylamide
gels commonly used in the laboratory for separation of proteins (it is non-
toxic in its polymeric form). It appears to act primarily by inhibiting fast
axonal transport. The gamma diketone 2,5-hexanedione (a metabolite of the
solvents n-hexane and methyl n-butyl ketone) also produces distal axonopathy.
Chronic exposure to these solvents, used in glues and cleaning fluids, leads
to accumulation of neurofilaments in the distal portions of the axon (similar
to giant axonal swelling, but in more distal portions of the axon), followed
by disruption of myelin. The likely mechanism of action is binding of these
compounds with amine groups on neurofilament proteins to form pyrroles;
oxidation of the pyrroles then leads to cross-linking and neurofilament accu-
mulation. The sensory disturbances and motor weakness that accompany
this are sometimes called glue sniffer’s neuropathy. If the source of exposure
is removed, recovery is generally complete in mild cases. Some impairment
may remain in severe cases, however, perhaps due to involvement of central
nervous system neurons. Carbon disulfide produces a similar neuropathy, also
through cross-linking of neurofilaments.

Myelinopathies

The axons of many neurons in both the central and peripheral nervous
systems are covered by an insulating substance called myelin. In the central
nervous system, myelin is formed when an oligodendroglial cell sends out
a process that wraps tightly around a segment of the neuronal axon (Figure
10.13). The myelin-forming cells in the peripheral nervous system are called
Schwann cells. Unlike oligodendroglial cells, which can only wrap one axon,
one Schwann cell may send out several processes and contribute segments
of myelin to many different axons.

In both the central and peripheral nervous systems there are gaps between
myelinated segments of an axon. These gaps are called nodes of Ranvier.
Electrical conduction in myelinated axons is fundamentally the same as in
unmyelinated, except that changes in membrane potential occur only at the
nodes. Thus, the impulse jumps from one node to the next in a process
called saltatory conduction (Figure 10.14). Saltatory conduction is both faster
and more efficient than the continuous conduction that occurs in unmyeli-
nated neurons.

Not surprisingly, the composition of the myelin sheath is similar to that
of a typical cell membrane. Myelin contains proteins such as myelin basic
protein and proteolipid protein in the CNS and P1 protein in the PNS, but
consists mostly of lipids, including cholesterol, phospholipids, and
galactosphingolipid.

2856_C010.fm  Page 205  Wednesday, December 7, 2005  9:52 AM



206 Principles of Toxicology, Second Edition

Damage to myelin interferes with normal function of the nervous system
in much the same ways as damage to axons or interference with electrical
conduction. Damage to myelin may block conduction completely or may
delay or reduce the amplitude of action potentials (perhaps through transi-
tion from saltatory to continuous conduction or through increase in the
length of the refractory period). Symptoms of this include numbness, weak-
ness, and paralysis. In addition, action potentials may arise spontaneously
in demyelinated neurons, causing paresthesias. Remyelination of demyeli-
nated axons, however, can and does occur in many situations.

Some toxicants appear to produce myelinopathy through direct effects on
myelin rather than damage to axons or oligodendroglial and Schwann cells.
More than 1000 people were exposed to one such compound, triethyltin
(TET), in France in 1954, through contamination of a supposed antibacterial
preparation. Triethyltin is highly lipid soluble and also binds directly to sites
within the myelin. Dosages as low as 6 mg/kg lead to splitting of the myelin
sheath and production of large fluid-filled vacuoles within the myelin. (This
accumulation of fluids, you may recall, is called edema.)

Another highly lipid soluble compound with strikingly similar effects to
triethyltin is hexachlorophene (HCP). Hexachlorophene is an excellent antibac-

FIGURE 10.13
A myelinated axon in the peripheral nervous system.

FIGURE 10.14
Saltatory conduction in a myelinated axon.
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terial agent and was at one time widely
used until studies on premature infants
washed with hexachlorophene showed
that some had suffered damage to myelin
in both the central and peripheral nervous
systems. Hexachlorophene partitions into
the myelin, probably disrupting ion dis-
tribution, and perhaps interfering with
energy management through uncoupling
oxidative phosphorylation. Effects of
hexachlorophene are generally reversible,
as are effects of triethyltin.

Although lead causes demyelination, its
effects are limited to the peripheral ner-
vous system. In addition, the cause of the
demyelination is probably quite different than with hexachlorophene or
triethyltin. Swelling and other morphological changes are seen in the
Schwann cells along with damage to myelin, indicating that lead is probably
damaging the Schwann cell itself.

A human disease of unknown etiology that affects myelin is multiple scle-
rosis (MS). This disease usually strikes young adults between 20 and 40 years
of age, with symptoms of sensory disturbances and motor weakness. Patho-
logical changes occur within the central nervous system and include degen-
eration of myelin and its replacement by plaques of astrocytes (another type
of glial cell). The disease is cyclic, with relapses and improvements probably
coinciding with periods of demyelination and remyelination.

Evidence has indicated that MS is an autoimmune disease and that damage
to myelin is secondary to activation of immune system cells and release of
cytokines that trigger inflammation. Attempts have been made to identify
an underlying cause for the disease, and hypotheses have centered on early
viral infections that may initiate autoimmune reactions many years down
the road. Most recently a retrovirus, MSRV, has been isolated from cells and
plasma of MS patients. However, the virus is also found in patients with
other inflammatory diseases of the nervous system, so it is most likely not
the sole causative factor of the disease. There is also evidence for a genetic
component involved in predisposition toward acquiring the disease.

Effects of Toxicants Directly on Neurons

Finally, some neurotoxicants exert their effects directly on the cell bodies of
neurons. Neurons that have been damaged by toxicants often show struc-
tural changes such as swelling and breakdown of organelles like rough
endoplasmic reticulum and mitochondria or damage to synaptic mem-
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branes. Chronic exposure to some neuro-
toxicants results in accumulations of
filaments that are then called neurofibril-
lary tangles. These tangles also result
from some diseases such as Alzheimer’s.
Functional changes in the damaged neu-

ron can include decreases in protein synthesis and oxidative metabolism.
These changes may then affect the ability of the neuron to transmit impulses
and may ultimately lead to cell death.

Excitotoxicity

One cytotoxic neurotoxicant is the excitatory neurotransmitter glutamate.
Although glutamate is a normally occurring endogenous neurotransmitter,
overstimulation of the glutamate system seems to be associated with a num-
ber of toxic and disease states. Glutamate from external sources can have
effects also. Low levels of monosodium glutamate (MSG), a popular food
additive, produce in some people a group of symptoms often called Chinese
restaurant syndrome. These sensitive individuals may react to as little as 1
to 2 g of MSG with burning or tingling sensations in the upper body, and
occasionally even chest discomfort. These symptoms are probably produced
by interaction of glutamate with the peripheral nervous system.

However, it is exposure to high levels of endogenously produced
glutamate that has the potential to produce much more severe central ner-
vous system effects. The damage resulting from overactivation of the
glutamate system has been termed excitotoxicity, and the mechanism behind
it has been a major area of research for the last several years.

The actual mechanism by which glutamate damages cells and induces cell
death is not completely understood. There are a variety of receptors in the
CNS that respond to glutamate, but the main type of receptor that seems to
be involved with excitotoxicity is the NMDA receptor (named for the fact that
the receptors respond to N-methyl-D-aspartate, an amino acid used in the
laboratory). Studies indicate that there are most likely several subtypes of
NMDA receptors, and that they probably are important in both development
and learning and memory. NMDA blockers can prevent development of
excitotoxicity in laboratory animals, but have proven to be toxic themselves
in humans.

The NMDA receptor acts as an ion
channel for Na+, K+, and Ca++ ions, and
activation requires simultaneous binding
of glutamate and another neurotransmit-
ter, glycine. Calcium enters the cell fol-
lowing activation and binds to the
regulatory protein calmodulin. Calmodu-

Nitric Oxide
See also:

Neurotoxicology
Ch. 10, p. 192

Cell Death
See also:

Cellular sites of action
Ch. 4, p. 67 

2856_C010.fm  Page 208  Wednesday, December 7, 2005  9:52 AM



Neurotoxicology 209

lin then activates the enzyme nitric oxide synthase, leading to the produc-
tion of nitric oxide. The nitric oxide diffuses into nearby neurons, binding
to and activating the enzyme guanylyl cyclase, which catalyzes the formation
of the second messenger cyclic GMP. The entry of calcium appears to be
important in the mechanism of excitotoxicity, since reduction in extracellu-
lar Ca+ levels is somewhat protective. Likewise, nitric oxide synthase inhib-
itors offer partial protection against excitotoxicity, indicating a role for nitric
oxide in the process.

There is evidence that whether a cell ultimately undergoes apoptosis or
necrosis following excitotoxicity may depend on the time course of the event
— glutamate overload over a brief period may rapidly deplete ATP and send
the cell into necrosis, while a more gradual overload might allow the cell to
maintain energy integrity long enough to execute apoptosis.

There are other compounds that also produce excitotoxicity. Kainic acid,
a glutamate agonist, probably acts in a manner similar to that of NMDA,
but binds to a different subset of glutamate receptors, the kainate receptor. A
third type of glutamate receptor, the AMPA receptor, may also be important
in neurotoxicity.

Exposure to the neurotoxin and animal procarcinogen cycasin and to b-N-
methylamino-L-alanine (BMAA), an excitatory amino acid found in cycad
seed, may be associated with development of the neurodegenerative disease
amyotrophic lateral sclerosis–Parkinsonism dementia (ALS/PD) on the island of
Guam. Known as lytico-bodig, the disease is common only among the
Chamorro people and has only been seen in individuals that were born prior
to 1935. Affected individuals may suffer from Parkinson-like symptoms
(rigidity, tremor, and sometimes an Alzheimer-like dementia), ALS-like
symptoms (gradual loss of motor function), or some combination of the two.

In the absence of any evidence for a genetic link, exposure to environmen-
tal factors such as BMAA have been suggested as the cause of lytico-bodig.
The seed of the cycad plant in which BMAA is found has long been used
by the Chamorro people to make flour. This practice was particularly com-
mon during the Japanese occupation of Guam in WWII, when other sources
of flour were in short supply. However, although BMAA has been clearly
proven to be neurotoxic in laboratory animals, concentrations of BMAA in
cycad flour as prepared on Guam have been measured and have been found
to be far short of the dose necessary to produce that neurotoxicity.

Recently, a hypothesis was suggested that might explain this apparent
discrepancy. Flying foxes were another food source during WWII, and it is
possible that BMAA bioaccumulated in the animal (which commonly fed on
cycad seeds) and was then passed on to the humans who ate it. This would
also explain the disappearance of lytico-bodig, as flying foxes were hunted
to extinction and are no longer part of the Chamorro diet. Recent studies
have supported this hypothesis, demonstrating that museum specimens of
flying foxes do, in fact, contain sufficiently high levels of BMAA to produce
neurotoxicity if eaten.
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Finally, excitotoxicity such as is produced by glutamate and other com-
pounds may also be involved in development of damage produced by
strokes and trauma. These conditions can lead to an increased accumulation
of glutamate in the extracellular space, perhaps through calcium-related
release from neurons, or through impact on the glutamate reuptake trans-
porter. This excess glutamate can then interact with receptors to trigger the
excitotoxic response.

Other Cytotoxic Compounds

Some neurotoxicants damage neurons in very specific areas of the brain. One
example is the organometal trimethyltin (TMT), which kills neurons in the
hippocampus (a region of the cerebrum) and surrounding areas. The hip-
pocampus plays a role in acquisition of memories and is also part of the
limbic system, which is important in emotional response. Animals treated
with trimethyltin show behavioral changes consistent with disruption of
these functions: they are quite aggressive, and there is evidence that memory-
related processes may also be affected.

Another specific neurotoxicant is MPTP, a contaminant of a synthetic her-
oin-like drug of abuse called MPPP. MPTP neurotoxicity in humans was first
reported by a group of doctors in 1982 who traced the cause of puzzling
Parkinson’s disease-like symptoms in young adult patients to their exposure
to MPTP. In Parkinson’s disease, normally a disease of the elderly, neurons
are gradually lost from an area of the midbrain called the substantia nigra.
These dopamine-producing neurons release their neurotransmitter onto neu-
rons in the basal ganglia (an area of the brain important in movement), and
the dopamine deficiency that accompanies their loss results in symptoms
including tremor, slow movement, and rigidity.

MPTP not only produces symptoms
that are virtually identical to Parkinson’s
disease, but also appears to act in the same
manner, killing cells in the substantia
nigra. Because of its lipid solubility, MPTP
enters the brain easily, where it accumu-

lates in the affected neurons. MPTP itself is not neurotoxic, but it is metab-
olized by the enzyme MAO (which, as you may recall, breaks down
catecholamines) to form a toxic derivative, MPP+, which is taken up by
dopaminergic neurons. MPP+ is an inhibitor of oxidative phosphorylation,
blocking the electron transport chain, and may also contribute to cell damage
through production of free radicals. Further research on MPTP may help the
search for causes and treatment of Parkinson’s disease.

Some scientists have hypothesized that the cause of Parkinson’s disease
might be environmental. MPTP is structurally quite similar to the herbicide
paraquat, and at least one intriguing study has found a higher incidence of
Parkinson’s disease among those with high pesticide exposures. And
recently, not only paraquat, but also rotenone, maneb, and other inhibitors of

Oxidative Phosphorylation
See also:

Cellular sites of action
Ch. 4, p. 55 
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oxidative phosphorylation have been shown to produce aspects of Parkin-
son’s disease in laboratory animals.

Other toxicants such as carbon disulfide also act in part through direct
destruction of CNS neurons.

Other Neurotoxicants

There are many other neurotoxicants,
several with mechanisms of action that
are not fully understood. Heavy metals
such as organic and inorganic mercury
compounds are neurotoxic. Occupa-
tional exposure to inorganic mercury in
the hat industry several hundred years
ago gave rise to the phrase “mad as a
hatter,” as well as serving as inspiration
for the character of the Mad Hatter in
Lewis Carroll’s Alice’s Adventures in Won-
derland. Symptoms of mercury poisoning
may include depression, moodiness,
insomnia, and confusion, as well as trem-
ors. Exposure to organic mercury com-
pounds such as methylmercury produces
tremors, motor dysfunction, and sensory
disturbances. A major case of human
exposure to methylmercury occurred in
Minamata, Japan, and is discussed else-
where in this book.

Another neurotoxic metal is lead. Aside
from the peripheral effects already dis-
cussed, lead also has effects on the central
nervous system. These effects are collec-
tively termed lead encephalopathy. Lead
produces excitation of the central nervous
system, leading to insomnia, restlessness,
irritability, and convulsions. Children are
more susceptible than adults, and recov-
ery is in general not complete.

Another example of a class of neurotox-
icants is the halogenated hydrocarbon sol-
vents. Because of their lipid solubility, they
enter the central nervous system easily.
Exposure to these solvents typically pro-

Mercury
See also:

Renal toxicology
Ch. 12, p. 240

Environmental
toxicology Ch. 17, p. 325

Mercury Appendix, p. 342

Lead
See also:

Reproductive
toxicology Ch. 7, p. 126

Cardiovascular
toxicology Ch. 9, p. 176

Neurotoxicology
Ch. 10, p. 207

Immunotoxicology
Ch. 13, p. 257

Environmental
toxicology Ch. 17, p. 324

Lead Appendix, p. 342

Halogenated Hydrocarbon 
Solvents
See also:

Biotransformation
Ch. 3, p. 41

Cardiovascular
toxicology Ch. 9, p. 167

Hepatotoxicology
Ch. 11, pp. 225, 228

Renal toxicology
Ch. 12, p. 241

Halogenated hydrocarbons
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duces disorientation, euphoria, and confusion — symptoms that are revers-
ible upon termination of exposure. Higher concentrations can lead to death,
usually from depression of brain areas that stimulate respiration.

Other solvents, including aromatic solvents (benzene, toluene), and alco-
hols have similar effects. Several of these toxicants pose significant haz-
ards as drugs of abuse. Toluene, for example, is used as a solvent in
paints, glues, and other household products, and may be abused by glue
sniffers. Ethanol is perhaps the most widely used drug in this country.
Ethanol is a central nervous system depressant, producing depression of
inhibitions and mild euphoria at low levels (blood alcohol levels of 0.1%),
but leading to impairment of reflexes, decreased sensory function, and
loss of consciousness, coma, and even death at high levels (0.4 to 0.5%).
The mechanism by which alcohol and other solvents produce their effects
is not well understood, but probably involves actions on membranes and
membrane fluidity.

Effects on Special Sensory Organs

Many toxicants that affect peripheral neurons can indirectly affect sensory
function, but there are some toxicants that affect specialized sensory organs,
such as the eye or ear, directly. Methanol, for example, produces edema
specifically in the optic nerve, leading to blindness (this is the origin of the
phrase “blind drunk”). Some excitatory amino acid neurotransmitters, in
addition to their other effects, damage cells in the retina. Finally, a number
of compounds, including 2,4-DNP, corticosteroids, and naphthalene, can pro-
duce reductions in transparency of the lens, commonly known as cataracts.

A few chemicals directly affect the ear. High doses of the antibiotic strep-
tomycin can produce dizziness and hearing loss as a result of damage to the
vestibular apparatus (which regulates balance) and the cochlea (the organ
in the inner ear that responds to pressure waves and sends sensory signals
to the brain). (Excessive exposure to noise, of course, can also damage the
cochlea and lead to significant hearing loss.) Aspirin may produce a tempo-
rary hearing impairment characterized by tinnitus (ringing of the ears).

Developmental Effects

The period during which the nervous system develops is quite long, extend-
ing from a few days postconception to well into the postnatal (after birth)
period. Exposure to toxicants during this developmental period is likely to
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have quite different effects on an organism than exposure to the same toxi-
cant after growth and development is complete. Developmental neurotoxi-
cants and their effects are discussed in Chapter 7.

Methods in Neurotoxicology

There are many different methods that can be used to study effects of
neurotoxicants. These techniques include both in vitro techniques involv-
ing isolated tissues or chemicals and in vivo techniques involving the
whole animal. Although it is impossible to produce here a comprehensive
list of all neurotoxicological techniques, some representative approaches
will be discussed.

One major technique used in neurotoxicology is the study of behavior. If
toxicant-treated animals respond differently in behavioral testing than con-
trol animals do, it can be an indication that the toxicant has nervous system
effects. Effects could be sensory (inability to sense a stimulus), motor (inabil-
ity to press a bar), or integrative (effects on learning or memory). The ability
to acquire the behavior can be studied, as can the effect of varying reinforce-
ment (reward) schedules on acquisition. Also, the extinction of the behavior
(how long it takes for the behavior to disappear in the absence of reinforce-
ment) can be studied.

One basic type of behavioral testing is called operant conditioning. In this
type of testing, reinforcement (which may be either positive or negative) is
used to modify a voluntary response. For example, an animal may be trained
(using an apparatus called a Skinner box) to press a lever in order to obtain
a reward. In classical or respondent conditioning, a stimulus called the condi-
tioning stimulus is paired with another stimulus that evokes a response from
an animal. In the classic example, Pavlov paired the ringing of a bell with
the presentation of food, which evoked the response of salivation in a dog.
Eventually, presentation of the conditioning stimulus alone is sufficient to
evoke the response.

Some behavioral tests are specially designed to detect sensory dysfunction.
For example, the acoustic startle chamber is a box with speakers and a special
pressure-sensitive platform. Sounds of different frequencies and intensities
are played through the speakers, and the startle reflex of the animal is
measured. A variation of this is the air puff startle, where instead of sound
the stimulus is a puff of air. Sensitivity to vibration can also be measured.

Motor function, too, can be assessed. The activity of an animal in a maze
or on a flat, open platform called an open field can be measured. The motor
activity measured by these methods is called exploratory behavior. Other tests
of motor ability and coordination include descent down a rope, ability to
stay on a rotating rod, and tests of walking ability (which is sometimes
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measured by dipping the animal’s feet in ink and examining the footprints
it leaves).

Other tests are designed to measure learning. One commonly used test
involves an apparatus called a radial arm maze. This maze has a center area
with eight arms radiating out from it. Each arm has a station at the end
where reinforcement (typically in the form of a food pellet) can be delivered.
In a typical test, pellets are placed in each arm, and the rapidity with which
the animal is able to collect all of the pellets is measured. Pellets can also be
placed in any combination of the arms, and the ability of the animal to learn
new patterns can be tested.

Finally, general observation of various behaviors can also be an important
testing method. Neurotoxicants can cause alterations in feeding behavior,
mating behavior, reproductive behavior, and other social behaviors.

On a physiological level, some studies focus on the measurement of elec-
trical activity of neurons. An electroencephalogram (EEG) measures electrical
activity of the brain by measuring the potential difference (voltage) between
electrodes that are placed on the scalp in humans and sometimes directly
onto the surface of the brain in experimental animals. Sensory-evoked poten-
tials, the changes in EEG resulting from sensory stimulation, can be mea-
sured. Seizures can also be chemically or electrically induced in experimental
animals, and the EEG monitored. Toxicants may alter evoked potentials or
affect the induction and course of seizures.

Electrical conduction can also be studied on the biochemical level. One
common technique for studying effects of toxicants on ion channels in neu-
rons is the voltage clamp. The voltage clamp uses an external energy source
to maintain membrane potential at a desired value. Other biochemical tech-
niques focus on synaptic functions. Receptors can be isolated and character-
ized, and receptor binding by various molecules studied. Many other
biochemical studies are possible, including studies of neurotransmitter lev-
els, enzyme activities, axonal transport, etc.

Finally, recent advances in imaging techniques have allowed researchers
to get a glimpse of the living, functioning brain. Computerized tomography
(CT scan) equipment rotates an x-ray source around the head, shooting mul-
tiple narrow beams of x-rays through the brain and measuring the degree
to which x-rays are absorbed at each point and ultimately reconstructing (by
computer) an image of a brain slice. Even more exciting is the positron
emission tomography (PET) scan. Molecules such as glucose analogs (com-
pounds that are structurally similar to glucose) or neurotransmitters are
radioactively labeled with isotopes of oxygen, carbon, and nitrogen with
short half-lives. As these isotopes decay, the positrons that are emitted com-
bine almost immediately with electrons, thus releasing detectable gamma
radiation. Detectors measure the radiation and construct an image showing
the location of the labeled molecules in the brain. Changes in PET images
over time can indicate changes in brain activity.

2856_C010.fm  Page 214  Wednesday, December 7, 2005  9:52 AM



Neurotoxicology 215

Case Study: Botulinum Toxin

Botulinum toxin is actually a group of at least seven different toxic proteins
produced by seven different serotypes (identifiable subtypes) of the bacterium
Clostridium botulinum. This organism can be found throughout the world, with
different serotypes occurring in different geographical areas. In the U.S., for
example, type A predominates in the western part of the country, type B in the
eastern part of the country, and type E is found near the Great Lakes and in
Alaska. Most cases of human poisoning involve serotypes/toxins A, B, and E.

The term botulism actually comes from the Latin word for sausage, botulus,
since the illness was first noted in the early 1800s as occurring among indi-
viduals who had eaten improperly prepared sausage. Because C. botulinum
is a strict anaerobe and can form spores that are highly resistant to heat, it
can grow quite well in sealed containers. Thus, the majority of cases of
botulism poisoning in the U.S. were at one time related to consumption of
home-canned foods such as corn, carrots, and beans. Currently, however,
botulism is more likely to occur in commercially prepared foods, including
baked potatoes, cheese sauces, and stews.

Food poisoning is not the only way to acquire botulism, though. A second
type of botulism is termed infant botulism and occurs when the gastrointes-
tinal tract of infants becomes infected with C. botulinum spores. Infants are
particularly susceptible to this infection, as their gastrointestinal tract is both
less acidic and less populated with benign flora than adult tracts (although
adults with GI disease may also be at risk). Because honey frequently contains
Clostridium spores, pediatricians recommend that children not be given honey
until they are past 1 year of age. Clostridium infections can also occur through
wounds and through needle puncture sites in intravenous drug users.

Botulinum toxins are among the most toxic substances known, with an
estimated LD50 in humans of 1 ng/kg. The molecules are produced by the
bacterium as an inactive polypeptide of 150 kDa mw and are cleaved by a
protease to form two separate chains that are then linked by a disulfide bond.

The molecular mechanism of action of botulinum toxins is reasonably well
established. Although the toxin is widely distributed in the bloodstream,
cholinergic neurons appear to be a preferential target due to the existence
of high-affinity binding sites for the toxin on the nerve terminals. Binding
of the toxin to these high-affinity sites allows entry into the neuron via the
process of receptor-mediated endocytosis. Inside the neuron, the target for
toxins A and E is the molecule synaptosome-associated protein 25 kDa (SNAP-
25). This protein belongs to a class of proteins called SNAREs, which are
critical in the process by which synaptic vesicles fuse with target membranes
to release neurotransmitters. By cleaving SNAP-25, the botulinum toxins
block the release of the acetylcholine from the neuron. The molecular target
for toxin B, VAMP/synaptobrevin, is another SNARE protein.
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The physical symptoms of botulism poisoning reflect the interruption of
impulse transmission by neurons that use acetylcholine and include muscle
weakness and paralysis (neuromuscular junction effects), blurred vision
(autonomic effects), and other effects such as nausea and diarrhea. Botulism
can only be definitively diagnosed, however, by the presence of the toxin in
blood or other tissues. Treatment involves supportive therapy (such as ven-
tilation of an affected patient if paralysis of the diaphragm has occurred)
and administration of an antitoxin (which is commonly available for toxin
types A, B and E). Antibiotics may also be given.

There is another side to botulinum toxin, though, as the medical commu-
nity has developed a number of useful clinical applications for this powerful,
biologically active substance. The toxin has long been used therapeutically
to treat muscle spasms, and now several studies have indicated that it may
be useful in the treatment of migraine headache. The mechanism involved
in headache relief is not clear, but may involve blockade of release of other
neurotransmitters, including some of those involved in the pain pathways.
The toxin may also prove helpful in blocking excessive sweating (which may
be related to autonomic dysfunction).

Of course, injections of type A botulinum toxin (under the trade name
BOTOX®) are also used to paralyze those facial muscles responsible for
wrinkles, temporarily rendering the face smoother and presumably younger
looking. In this procedure, small amounts of the toxin are injected directly
into the muscle, minimizing any systemic effects. The resulting paralysis
seems to last for around 3 months. During that time, recovery at the molec-
ular level occurs, first through sprouting of new accessory structures at the
affected nerve terminal, then through apparent recovery in the original
affected region. Interestingly enough, although immunity to botulinum
toxin does not commonly develop in individuals who develop botulism
(probably because the amount of the toxin in the body is too small to trigger
an effective immune response), it can develop in up to 20% of patients
treated clinically.

Unfortunately, botulinum toxin also has potential as a biological warfare
agent, and in fact has already been deployed. During WWII, botulinum toxin
was part of both Japan and Germany’s weapons programs, and in the 1990s
botulinum toxin was produced and loaded into weapons by Iraq. Also in
the 1990s, a terrorist group in Japan tried but failed on more than one
occasion to disperse C. botulinum in downtown Tokyo. Although the toxin
can be delivered in food or water, the greatest concern with terrorism is
inhalational delivery. A vaccine is currently available for individuals at high
risk for encountering the toxin (laboratory workers, for example), and other
vaccines are currently in development.
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Hepatic Toxicology

 

Anatomy and Physiology of the Liver

 

Liver Structure

 

The liver is a large organ located in the upper abdomen and is separated in
humans into two major and two minor lobes (Figure 11.1). Blood enters the
liver from two sources: the 

 

hepatic artery

 

 brings blood from the systemic
circulation, and the 

 

portal vein

 

 brings blood directly from the gastrointestinal
tract. Blood exits the liver via the 

 

hepatic vein

 

, and a manufactured substance
called 

 

bile

 

 passes out through the hepatic duct and then either through the
common bile duct to the small intestine or through the cystic duct to the gall
bladder for storage.

The cells in the liver are arranged in distinctive hexagonal patterns that
have been called 

 

lobules

 

 (Figure 11.2). Within a lobule, columns of epithelial
cells called 

 

hepatocytes

 

 appear to radiate outward from a 

 

central vein

 

, which
is actually a branch of the hepatic vein. These columns of hepatocytes have
between them channels called 

 

sinusoids

 

,

 

 

 

which are lined with highly perme-
able endothelial cells and which also contain phagocytic cells called 

 

Kupffer
cells

 

. Three other vessels are found at each of the outer corners of the hex-
agonal lobule: a branch of the portal vein, a branch of the hepatic artery, and
a bile duct. These three vessels together are sometimes called the 

 

portal triad

 

.
Blood flow in the lobule follows a regular pattern. Blood flows in through

the branches of the hepatic artery and portal vein, passes through the sinu-
soids, and flows out through the central vein. Bile, which is manufactured
in the hepatocytes, flows out through 

 

bile canaliculi

 

 (located between adjacent
hepatocytes) to the bile ducts.

Studies have shown, though, that lobules are not self-contained functional
units. Each hepatic artery–portal vein pair supplies blood not just to one
lobule, but to a region of cells that overlaps two or more lobules. This area
has been termed an 

 

acinus

 

 (Figure 11.3). The more current and functionally
accurate picture of the liver focuses on acini rather than lobules. The char-
acteristics of hepatocytes vary with their location in the acinus. Three 

 

acinar
zones

 

 have been defined, based on the distance from the blood-supplying
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FIGURE 11.1

 

The anatomy of the liver.

 

FIGURE 11.2

 

The hepatic lobule, showing the arrangement of central vein, portal triads, hepatocytes, and
sinusoids.
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vessels. Cells in 

 

zone 1

 

 show a high activity of enzymes involved in respira-
tion; zone 1 also seems to be the site where regeneration and replacement
of liver cells begins (the new cells then migrate outward through zones 2
and 3). Cells in 

 

zone 3

 

, on the other hand, show high cytochrome P450 activity.
An alternative descriptive scheme (based on the earlier lobule model)
describes cells as being 

 

centrilobular

 

 (near the central vein, roughly corre-
sponding to zone 3), 

 

periportal

 

 (near the portal area, corresponding to parts
of zones 1, 2, and 3), or 

 

midzonal

 

 (along the edge between lobules, corre-
sponding to the remainder of zone 1).

 

Function of the Liver

 

The liver is an organ with an important role in many metabolic processes,
as well as being a critical organ in toxicology. One main function of the liver
is, of course, to assist in the absorption, metabolism, and storage of nutrients.
Nutrient-containing blood from the gastrointestinal tract travels first to the
liver (via the portal vein), where carbohydrates, lipids, and vitamins are
removed. When blood glucose levels rise (following a meal, for example),
hepatocytes are capable of converting sugars, fats, and amino acids into

 

FIGURE 11.3

 

The hepatic acinus and surrounding zones.
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glucose and then storing glucose in the form of the polysaccharide glycogen.
Alternatively, excess glucose can also be converted to 

 

triglycerides

 

. Con-
versely, when blood glucose levels fall, hepatocytes break down glycogen to
release glucose into the bloodstream.

Hepatocytes also play a critical role in protein metabolism by modifying
and breaking down amino acids, converting the amine group into ammonia
and then into urea for elimination. The amine group can also be used to
synthesize other amino acids and used in protein synthesis (such as in
making the protein component of lipoproteins).

The liver is particularly important in lipid metabolism. Hepatocytes syn-
thesize and secrete a substance called 

 

bile

 

, which contains water, ions, choles-
terol derivatives known as 

 

bile acids

 

, or 

 

bile salts

 

, and 

 

bile pigments

 

 such as

 

bilirubin

 

, which is released when hemoglobin is broken down (the liver is
important in maintenance of proper blood volume and composition, storing
blood, and phagocytizing damaged red blood cells). Bile is stored in the gall
bladder and secreted into the small intestine, where it plays an important role
in aiding in digestion and absorption lipids (about 80% of the bile acids are
reabsorbed by the small intestine), as well as excretion of bile pigments and
other wastes (which are not reabsorbed). Hepatocytes can break down, syn-
thesize, and store fats, and can package lipids together with proteins to form
the lipoproteins that transport lipids through the bloodstream to other cells.

Excess levels of bilirubin may arise in
the case of either increased production
(such as what might happen with large-
scale destruction of blood cells) or
impaired excretion (due to hepatic dys-
function). This will cause 

 

jaundice

 

,

 

 

 

a yel-
low discoloration of the skin that is
particularly common in newborns, due to

a rate of blood cell turnover that is much higher than in adults. Newborn
jaundice is generally mild and can be treated by 

 

phototherapy

 

, which consists
of exposing the infant to bright lights (in the blue wavelengths), which will
convert bilirubin into a form that is more easily excreted. Severe cases can
be treated with transfusion. Left untreated, high levels of bilirubin can be
neurotoxic to infants, resulting in 

 

kernicterus

 

, which is characterized by brain
damage to the basal ganglia. Recent evidence, however, has also argued for
a protective effect of low levels of bilirubin, which can act as an antioxidant
to protect cells against free radicals.

The role of the liver in xenobiotic metab-
olism and excretion of toxicants is dis-
cussed in detail in Chapter 3, so only the
basics will be reviewed here. Many hepa-
tocytes contain enzyme systems capable of
chemically altering toxic compounds, usu-

ally to a less toxic form. There are two basic types of metabolic alterations
that can occur, and these are usually referred to as 

 

phase I

 

 and 

 

phase II 

 

reactions.
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Phase I reactions involve oxidation or hydrolysis (or sometimes even reduc-
tion) of the compound and are carried out by an enzyme system called the

 

cytochrome P450 system

 

 or by various 

 

hydrolases

 

. The cytochrome P450 system
involves a number of different enzymes, including multiple forms of cyto-
chrome P450 itself. Some of these forms are involved in metabolism of steroids
and other endogenous compounds, whereas others metabolize xenobiotics.
Two of the major groups of P450 enzymes involved in xenobiotic metabolism
are a group of enzymes that is inducible by phenobarbital and a group that
is commonly referred to as cytochrome P448 and that is inducible by poly-
cyclic aromatic hydrocarbons (PAHs).

Phase II reactions involve conjugation of the toxicant (or often a metabolite
resulting from a phase I reaction) with some other molecule. Generally, this
action increases the size and water solubility of the toxicant, leading to
enhanced excretion.

 

Types of Toxicant-Induced Liver Injury

 

The liver is vulnerable to toxicant-induced injury on several counts. As a
site where significant xenobiotic metabolism occurs, liver cells are at risk for
exposure to the toxic bioactivated metabolites that result from the metabo-
lism of some toxicants. The direct routing of blood to the liver from the
gastrointestinal tract from which ingested xenobiotics are absorbed, as well
as the tendency for some compounds to undergo 

 

enterohepatic cycling

 

(repeated reabsorption from bile and return to the liver), also increases the
vulnerability of liver cells to assault from toxicants. Finally, the multiple
functional roles of the liver offer multiple potential targets for toxicants. This
chapter will focus on the various ways in which toxicants can interact with
the liver to produce injury.

 

Fatty Liver

 

Since the liver is the site of synthesis, stor-
age, and release of lipids, it stands to rea-
son that interference with these processes
could lead to an accumulation of fats in
the liver itself. Acute exposure to com-
pounds such as 

 

carbon tetrachloride

 

, 

 

ethion-
ine

 

, and 

 

tetracycline 

 

(an antibiotic) or
chronic exposure to 

 

ethanol

 

 can block the
secretion of a type of lipid called 

 

triglyc-
erides

 

, leading to the development of

 

hepatic steatosis

 

, or what is most com-
monly called a 

 

fatty liver

 

. In this condition,
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which affects around 30 million individuals in the U.S. alone, anywhere from
5 to 50% of the liver’s weight is fat.

The mechanisms by which fatty liver is
produced are not completely clear, but
most likely involve interference with the
normal regulation of lipoprotein synthe-
sis. In this process, the liver takes free fatty
acids and, by combining them with glyc-
erol, synthesizes triglycerides. (The chem-
ical reaction of an acid with an alcohol like
glycerol to produce an ester plus water is
called 

 

esterification

 

.) These triglycerides
are then combined with phospholipids,
cholesterol, and proteins to form 

 

very low
density lipoproteins 

 

(VLDLs). VLDLs then
enter the bloodstream, carrying triglycer-
ides to other cells.

There are a number of ways in which
toxicants may produce alterations in this
process. For example, there is some exper-
imental evidence that exposure to ethanol
leads to an increase in triglyceride synthe-

sis. One possible mechanism for this effect would be through interaction
with regulatory proteins such as 

 

sterol regulatory element-binding protein-1c

 

(SREBP-1c). This protein, along with other transcription factors (such as

 

carbohydrate response element-binding protein 

 

(ChREBP) and 

 

PPAR-

 

γ

 

), regulates
synthesis of triglycerides by activating genes that code for the enzymes in
those synthetic pathways. This same regulatory protein also blocks oxidation
of fatty acids by mitochondria, thus potentially increasing lipid levels
through two mechanisms. The use of knockout mice to study the role of
these proteins in the development of fatty liver has been particularly useful.

Induction of one form of cytochrome
P450, CYP2E1, has also been implicated
in the pathogenesis of fatty liver. CYP2E1
is induced following exposure to ethanol
and is also upregulated in obesity and dia-
betes, perhaps as a result of the increased

triglyceride levels that are also associated with those conditions. Increased
levels of the CYP2E1 enzyme may potentially lead to an increase in produc-
tion of free radicals and other potentially reactive metabolites that might
contribute to lipid peroxidation and membrane damage. Damage to endo-
plasmic reticulum could then lead to inhibition of protein synthesis, and
thus VLDL synthesis. Other evidence has indicated that inhibition of release
of the lipoprotein may also be a factor.

Finally, inflammation may also play a role in fatty liver. The cytokine 

 

tumor
necrosis factor alpha

 

 (TNF-

 

α

 

), which is involved in the inflammatory response,

Ethanol
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can trigger release of oxygen radicals from mitochondria, as well as promote
apoptosis. Evidence indicates that increase in TNF-

 

α

 

 activity is associated
with fatty liver, and that blockade of TNF-

 

α

 

 activity may be effective in
treating patients with the condition.

Interestingly enough, the presence of the excess fat in the liver does not
necessarily affect the functioning of the hepatocytes. Steatosis may, however,
in some cases progress to cirrhosis (see later in this chapter) and more serious
problems.

 

Liver Cell Death: Necrosis and Apoptosis

 

A number of compounds have been
reported to cause hepatic 

 

necrosis

 

, or cell
death. Necrosis of hepatocytes is charac-
terized by accumulation of vacuoles in the
cytoplasm, damage to endoplasmic retic-
ulum, swelling of mitochondria, destruc-
tion of the nucleus, and disruption of the
plasma membrane. Necrosis is often
described as being 

 

focal 

 

(confined to a lim-
ited area), 

 

zonal 

 

(occurring in a particular
zone, usually zone 3), 

 

diffuse

 

 (scattered
throughout the liver), or 

 

massive

 

, and its
location is frequently described using the
descriptive terms (introduced earlier) cen-
trilobular, midzonal, or periportal.

One possible cause of hepatic necrosis
is 

 

lipid peroxidation

 

. Compounds such as

 

carbon tetrachloride

 

,

 

 chloroform

 

, 

 

bromoben-
zene

 

, and other 

 

halogenated hydrocarbons

 

are metabolized by cytochrome P450 to
form free radicals, reactive metabolites
that can bind to and damage macromole-
cules. Unsaturated fatty acids in mem-
branes are particularly vulnerable to
attack by free radicals. Carbon tetrachlo-
ride exposure has been shown to produce
damage to hepatocyte membranes,
including smooth and rough endoplasmic
reticulum, thus reducing xenobiotic-metabolizing ability as well as reducing
protein synthesis. In fact, a small initial dose of carbon tetrachloride protects
against injury from a later larger dose, probably by destroying P450 and
limiting the ability of the liver to bioactivate the later dose. Further evidence
that carbon tetrachloride produces lipid peroxidation is found in the
increased production of molecules called 

 

conjugated dienes

 

, which are fre-
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quently used to monitor the occurrence of lipid peroxidation. Administration
of 

 

antioxidants

 

 (to reduce or prevent lipid peroxidation) prevented some but
not all toxic effects of carbon tetrachloride, indicating that even though lipid
peroxidation is a factor, other mechanisms are probably also involved.
Endogenous enzymes such as 

 

superoxide dismutase

 

 may also play a role in
limiting peroxidation 

 

in vivo

 

.
Another potential cause of hepatic

necrosis is the production of other types
of reactive metabolites. For example, 

 

ace-
taminophen

 

, a common over-the-counter
analgesic, is metabolized primarily by the
CYP2E1 isoform of cytochrome P450 to
the active metabolite 

 

N

 

-acetyl-

 

p

 

-benzo-
quinone imine (NAPQI). This metabolite

is highly electrophilic and capable of binding to and damaging cellular
macromolecules. Acetaminophen has also been shown to stimulate forma-
tion of 

 

nitric oxide

 

 in hepatocytes. Nitric oxide, which is also produced by
liver cells in response to inflammatory signals, can actually block apoptosis
at low levels by inducing stress proteins, promoting the synthesis of cGMP
and inhibiting caspase activity. However, at higher concentrations NO may
contribute to damage, combining with superoxides to form reactive species
such as 

 

peroxynitrite

 

. In the case of acetaminophen, a combination of glu-
tathione depletion and peroxynitrite production may lead to hepatotoxicity.

Because these toxicants depend on bioactivation to produce their effects,
the necrosis that they produce tends to be centrilobular (located in zone 3).

This area, as you may recall, is where
the greatest P450 activity is located. Also,
the toxicity of these compounds can be
potentiated by compounds that induce
cytochrome P450 activity. Ethanol, for
example, potentiates the effects of carbon
tetrachloride and other halogenated
hydrocarbons, probably through effects
on P450.

The ability of the liver to perform phase
II reactions is also a significant factor in
determining the toxicity of these com-
pounds. For example, many of the reac-
tive metabolites produced in phase I
undergo binding to 

 

glutathione

 

 and other
phase II cofactors, thus limiting binding
to cellular sites. Therefore, competition of
other toxicants for binding to these cofac-
tors, or dietary depletion of cofactors
may potentiate the toxicity of these reac-
tive metabolites.
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Hepatotoxic metabolites can also be produced through enzyme systems
other than P450. Ethanol, for example, is metabolized to an aldehyde by

 

alcohol dehydrogenase

 

, and then on to acetate by 

 

aldehyde dehydrogenase

 

. Some
individuals possess a slow aldehyde dehydrogenase isoform, resulting in a
buildup of acetaldehyde following ethanol exposure and resulting in acute
toxicity following ethanol exposure. The metabolism of ethanol also leads
to depletion of the cofactor NAD, which can have a negative impact on
mitochondrial functioning.

Which of the many effects of these toxi-
cants is actually responsible for the death
of the cells in hepatic necrosis is still a
subject of considerable debate. It is prob-
ably not inhibition of protein synthesis,
because toxicants such as ethionine can do this for hours without killing the
cell. Damage to mitochondria has also been suggested as the lethal trigger,
but as with inhibition of protein synthesis, ATP depletion can be observed
without necrosis. Many theories point to effects on calcium homeostasis, since
increased intercellular calcium levels frequently accompany cell death, and
damage to membranes (such as the endoplasmic reticulum or mitochondrial
membrane) could lead to release of sequestered calcium. Entry of external
calcium into the cell through a damaged plasma membrane may or may not
be involved, as studies have indicated that an external pool of calcium is not
necessary to produce necrosis. It is difficult, however, to determine if the
increase in calcium actually causes the death of the cell or if it is a result of it.

Finally, under some circumstances,
hepatocytes can also be induced to
undergo 

 

apoptosis

 

, or programmed cell
death. For example, 

 

cholestasis

 

, or stop-
page of bile flow, often results in apopto-
sis of hepatocytes. Cholestasis occurs in
humans following administration of
drugs such as 

 

steroids

 

, 

 

phenothiazines

 

, and

 

tricyclic antidepressants

 

. It is characterized
by the development of jaundice,

 

 

 

a condi-
tion that, as you may recall, is character-
ized by a yellowish discoloration of the
eyes and skin (resulting from the buildup
of bile pigments such as bilirubin). The
mechanism for the apoptotic effect of
cholestasis is not clear, but the trigger is
probably the buildup of bile acids in the liver. Bile acids have been shown
in cell culture to be hepatotoxic, and experimental evidence indicates that
they interact with the 

 

Fas pathway, one of the major pathways of apoptosis.
Other situations that may trigger apoptosis in hepatocytes include treatment
with troglitazone, a drug that is used to treat type II diabetes as well as viral
infection (viral hepatitis).
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Cirrhosis

Chronic exposure to hepatotoxicants can lead to a condition called cirrhosis.
A combination of damage to hepatocytes and inadequate regeneration leads
to increased activity of fibroblasts and accumulation of collagen in the liver.
This results in not only a net loss of functioning hepatocytes, but also in a
significant disruption of blood flow in the liver. Chronic exposure to ethanol
is a leading cause of cirrhosis in humans, but the mechanism underlying the
effect is the subject of considerable debate. Malnutrition frequently accom-
panies alcoholism, and some investigators hypothesize that it is this factor,
rather than the alcohol, that causes the cirrhosis. Evidence has been presented
showing that rats that are maintained on an adequate diet can be exposed
to ethanol without developing cirrhosis, but other studies have indicated
that monkeys develop precirrhotic changes with exposure to ethanol even
if no nutritional deficiencies develop. Cirrhosis is irreversible.

Carcinogenesis

Many hepatotoxicants, including carbon
tetrachloride and chloroform, have also
been shown to be hepatic carcinogens in
laboratory animals. One group of poten-
tial hepatic carcinogens is the aflatoxins.
These toxins are produced by a fungus
that grows on grain and other foods. Afla-
toxin B1, for example, is metabolized by
cytochrome P450 to a reactive epoxide,
which then can bind to DNA. Some poly-
chlorinated biphenyls (PCBs) may also be
hepatic carcinogens. The most well-
known human hepatic carcinogen is prob-
ably vinyl chloride, the monomer used in

the manufacture of the polymer polyvinyl chloride (PVC). Its carcinogenic
potential was discovered when it became clear that workers exposed to vinyl
chloride were developing an unusually large number of cases of the rela-
tively rare type of liver cancer known as angiosarcoma.

Miscellaneous Effects

Toxicants can also damage sinusoids, enlarging them so that red blood cells
can enter and block the lumen. One drug that can do this is acetaminophen.
The pyrrolizidine alkaloids can also produce sinusoidal damage.

Exposure to other toxicants (such as the anesthetic halothane) can cause a
condition resembling viral hepatitis, with headache, nausea, vomiting, diz-
ziness, and jaundice. This effect may be caused at least in part by a reaction
of the immune system to the drug.
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Response to Liver Injury

In response to liver injury, hepatic tissues are often infiltrated by cells of the
immune system such as macrophages and neutrophils. Although these cells
help to remove foreign materials and cell debris, they also produce chemicals
that may be toxic to surrounding healthy cells, such as nitric oxide. Thus, as
in many tissues, inflammation may be either helpful or damaging, depend-
ing on the degree and circumstances of the response.

Hepatocytes also have a significant regenerative capacity. If a portion of
the liver is lost due to physical or chemical injury, the remaining portions
will increase in mass until the approximate original mass of the liver is
regained. Regeneration of lost or damaged tissue is primarily due to the
replication of the remaining hepatocytes; however, there are stem cells in the
liver called oval cells that can serve as precursors of hepatocytes. Following
chemical injury (as opposed to surgical removal of tissue), regeneration is
more likely to include proliferation of oval cells. Replication of hepatocytes
appears to be triggered by cytokines including TNF-α and growth factors
HGF and TGF-α.

Evaluating Liver Injury and Treating Disease

Several methods, both clinical and experimental, are used to test for injury
to the liver. Serum enzyme tests look for activity of enzymes in the blood
that are normally found in hepatic cells. Increased serum activities of these
enzymes may indicate damage to hepatocytes and subsequent leakage of
the enzymes. Enzymes that are typically assessed may include aminotrans-
ferases such as serum glutamic-oxaloacetic transaminase (SGOT) and serum
glutamic-pyruvic transaminase (SGPT), serum alkaline phosphatase (AP),
serum lactate dehydrogenase (LDH), and many others. Some of these enzymes
are more specific for liver injury than others (which may be elevated when
other tissues are also injured). On the other hand, some are specific enough
not only to indicate liver injury, but also to actually aid in diagnosing the
type of injury.

The damaged liver is of great interest as a model in the development of
transgenic cell therapy. This is in part due to the natural regenerative capacity
of hepatocytes (vs. neurons, for example). A transgene (DNA that is incor-
porated into the cell from another source) might encode, for example, the
normal sequence of a protein missing from the diseased liver. One approach
would be to introduce a therapeutic transgene directly using an engineered
virus as a vector. Another approach would be to culture cells from a patient,
modify the cells using the virus, and then introduce the transgenic cells into
the liver.
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Prospects for curing liver diseases have also risen due to several fortunate
properties observed in the early phases of experimental cell therapy. Hemato-
poietic stem cells are the current workhorses of experimental cell therapy and
have been used in attempts to treat lymphoma and other cancers. They are
harvested from bone marrow and are capable of differentiation into various
types of blood cells. Injected hematopoietic stem cells also migrate into liver
and a few other organs in a type of homing response, a property that has
been exploited in experimental therapy of liver disease in mice. Interest-
ingly, hematopoietic stem cells have also been observed to differentiate into
hepatocytes. As cell therapy technology develops to employ other types of
stem cells, diseases of the liver will be among the most promising candidates
for treatment.

Case Study: Reye’s Syndrome

In 1963, a doctor in Australia named Ralph Reye published his observations
of a number of children who developed a condition characterized by a
combination of encephalopathy (neurological problems) and hepatic dys-
function. This condition, which came to be known as Reye’s (or Reye) syn-
drome, carries with it a high level of mortality, particularly if it is not
recognized and treated promptly.

From the beginning, Reye’s syndrome has been puzzling. First of all, the
disease occurs almost exclusively in children and young adults under the
age of 18. It also tends to occur following a viral illness, most commonly
chicken pox or influenza. However, a single common etiologic (causative)
infectious agent cannot be identified. Symptoms include vomiting, listless-
ness, and drowsiness progressing to aggressive behavior, delirium, and
coma. Reported pathology includes swelling of the brain, as well as fatty
changes in the liver. In fact, diagnosis of Reye’s relies not only on the com-
bination of history of viral illness and unexplained vomiting, but also on the
elevation of serum liver enzymes (which, as you may recall, indicate hepatic
damage). On the histological level, liver cells show proliferation of smooth
endoplasmic reticulum and peroxisomes, and enlarged mitochondria. This
involvement of mitochondria is one of the factors that helps distinguish
Reye’s from some of the inherited metabolic disorders that may mimic it.

Although it became clear early on that prior viral infection was strongly
associated with the development of Reye’s syndrome, the fact that most
children with viral illnesses do not develop Reye’s led researchers to search
for additional factors that might be contributory agents. Because Reye’s is
relatively rare, establishing a link between the disease and causative factors
is difficult. However, multiple studies have shown a strong association
between development of Reye’s and use of aspirin during the viral illnesses
that typically precede its onset. In fact, the evidence was strong enough that
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in 1986 the FDA required a warning on products containing aspirin. This
warning states that children and teenagers who have viral illnesses should
not be treated with products containing aspirin. There remained some con-
troversy in the medical community about whether aspirin is really a con-
tributing factor, but the facts are that since the publication of this warning,
the incidence of Reye’s in the U.S. has dramatically declined. While there
were 555 cases reported in children in 1980, this had dropped to fewer than
2 cases per year in the mid- to late 1990s.

Recent research in hepatotoxicity may be able to provide some answers as
to the molecular mechanism behind Reye’s syndrome, and one hypothesis
developed by Trost and Lemasters focuses on mitochondria as the key. Sal-
icylate, the active metabolite of aspirin, has been shown to induce the mito-
chondrial permeability transition (see Chapter 4) in hepatocytes, leading to
mitochondrial uncoupling. This disruption of hepatic metabolism would be
expected to lead to metabolic changes such as those seen in Reye’s, including
hypoglycemia, increase in fatty acid levels, and increase in levels of ammo-
nia. Excess ammonia, in turn, has been shown to lead to brain edema and
other neurological effects. Thus, most of the symptoms of Reye’s correlate
well with salicylate toxicity.

At least one question, though, remains: Why does Reye’s almost invariably
follow a viral illness? There may be a molecular answer to this. First, there
is evidence that viral infections may also act on mitochondria, disrupting
calcium metabolism, resulting in increased calcium levels in hepatocytes.
Other studies have then shown that increased calcium levels significantly
enhance the ability of salicylate to invoke the MPT. Thus, the viral infection
may sensitize hepatocytes to salicylate toxicity, setting the stage for the
development of Reye’s syndrome.

Still, Reye’s syndrome is rare, even in individuals exposed to the combi-
nation of the two factors of viral infection and aspirin. This implies that there
must be other factors also involved in its development. Perhaps only indi-
viduals with a particular genetic predisposition are susceptible, or perhaps
there are other environmental factors that have not yet been identified.
Nonetheless, over the past 40 years the combination of epidemiological and
laboratory research has done a great deal to advance the understanding of
this once totally mysterious syndrome.
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Renal Toxicology

 

Function of the Kidneys

 

In general, the kidneys play a major role in the maintenance of a constant
internal environment within the body. This dynamic process, known as

 

homeostasis

 

,

 

 

 

allows the body to maintain optimal conditions within its cells,
even in the face of external changes in the environment.

One specific function of the kidneys is to excrete waste (including soluble
xenobiotics and conjugates) from the blood through formation of urine. The
kidneys also act to regulate levels of water and salts such as potassium and
sodium in the body. In addition, hormones and enzymes produced by the
kidney are important in the regulation of blood pressure, the maintenance
of stable pH levels in blood and body fluids, the regulation of calcium
metabolism, and the production of red blood cells. Therefore, toxicant-
induced kidney damage has the potential to effect significant physiological
changes that extend well beyond the boundaries of the organ itself.

 

Anatomy and Physiology of the Kidneys

 

The paired kidneys are located in the abdominal area, near the posterior
wall. The structure of a kidney is defined by several morphological features
(Figure 12.1). Each kidney is covered by an outer 

 

capsule

 

. Underneath the
capsule is a layer of tissue called the 

 

cortex

 

 and an inner zone known as the

 

medulla

 

. Blood enters the kidney through the 

 

renal artery

 

 and leaves via the

 

renal vein

 

. The cortex receives the bulk of the blood flow to the kidney and
has a much higher rate of oxygen utilization than the medulla. (As we will
see, most of the energy-intensive processes in the kidney occur in the cortex.)

 

Urine

 

, the waste-containing fluid formed in the tissues of the kidney, is
collected and passes through the renal pelvis and out the 

 

ureter

 

.
The functional unit of the kidney is the 

 

nephron

 

 (Figure 12.2), with each
kidney containing around a million nearly identical nephrons. Each nephron
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is composed of a 

 

glomerulus

 

, which is a knot of capillaries and which is
surrounded by a structure called 

 

Bowman’s capsule. 

 

Leading out of Bowman’s
capsule is a tubule consisting of a 

 

proximal portion

 

, a loop (

 

loop of Henle

 

), and
a 

 

distal portion

 

, which empties into a 

 

collecting duct

 

. The glomerular portion
of all nephrons is located in the cortex, but while the tubules of some neph-
rons are found only in the cortex, the tubules of other nephrons (those located
deep in the cortex) extend far down into the medulla.

 

FIGURE 12.1

 

The anatomy of the kidney.

 

FIGURE 12.2

 

The nephron, showing Bowman’s capsule, the proximal tubule, the loop of Henle, the distal
tubule, and the collecting duct, as well as the afferent and efferent arterioles and glomerulus.
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The kidney basically acts as a biological filter. Fluid from the blood is
filtered out of the glomerulus (the glomerular capillaries are quite perme-
able), driven by a combination of hydrostatic pressure (blood pressure) and
osmotic pressure. Approximately 20% of blood volume is filtered out in a
single pass through the kidney. Blood cells, however, as well as larger mol-
ecules such as albumin do not typically pass out of the glomerulus (in fact,
if they do, it is often an indication of kidney dysfunction).

The fluid that leaves the vascular system to enter the kidney tissues at this
point is now termed the 

 

filtrate 

 

and is then routed directly into the proximal
tubule. As the filtrate passes through the proximal tubule, many substances in
the filtrate are 

 

reabsorbed 

 

by the epithelial cells that line the tubule. In fact, 60
to 80% of the water and solutes that make up the filtrate will be reabsorbed by
these cells. In addition, some substances that were not originally filtered out of
the glomerulus are picked up from surrounding blood vessels and 

 

secreted

 

 into
the filtrate by the proximal tubule cells. The filtrate is further concentrated in
the loop of Henle, and final adjustments to concentrations of water and solutes
are made in the distal tubule and collecting duct. The filtrate that exits the
nephron is then eventually routed to the ureter and excreted as urine.

 

Effects of Toxicants on the Kidney: General Principles

 

Toxicant-induced damage to the kidney may be mild or severe, reversible
or permanent, depending on the toxic agent and the dose. The kidney is
particularly susceptible to the effects of toxicants for several reasons. First,
blood flow to the kidneys is high (25% of cardiac output), so blood-borne
toxicants will be delivered to the kidneys in large quantities. Second, as the
kidney removes salts, water, and other substances from the filtrate through
the process of reabsorption, any toxicant that is not reabsorbed may become
highly concentrated in the remaining filtrate. Finally, even if a toxicant is
reabsorbed, it still may accumulate to high concentrations within the epithe-
lial cells that line the tubule themselves. Thus, kidney tubule cells may be
exposed to concentrations of a toxicant that are many times higher than the
concentration of that toxicant in the plasma. In addition, many cells in the
proximal tubule possess cytochrome P450 activity, so if bioactivation of a
toxicant occurs, those cells may be affected.

 

Damage to the Glomerulus

 

One site at which nephrotoxicants may act is the glomerulus (shown in
Figure 12.3). The glomerulus itself is a network of capillaries arising from
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an 

 

afferent arteriole

 

, a branch of the renal artery. The walls of the glomerular
capillaries are very porous. Blood enters the glomerulus at relatively high
pressure (around 60 mmHg). This pressure, which is regulated in part by
specialized cells of the afferent arteriole called 

 

juxtaglomerular cells

 

, forces
blood fluids out of the pores, across a basement membrane, and through
filtration slits between the 

 

podocytes

 

 (the epithelial cells that are part of
Bowman’s capsule). The capillaries reunite upon exiting Bowman’s capsule,
forming an 

 

efferent

 

 arteriole that then branches into a second network of
capillaries that wrap around the rest of the tubule. Efferent arterioles even-
tually empty into the renal vein.

Thus, the glomerulus acts as a filter, allowing the passage of plasma fluids
and small molecules into Bowman’s capsule. Not only size (remember, blood
cells and most plasma proteins are too large to fit through the filter) but also
net electrical charge of a molecule affects filtration, with neutral molecules
more likely to pass through the glomerular membrane (which is itself neg-
atively charged). In a normal adult, a total of around 125 ml of fluid per
minute is filtered by the two kidneys. This number is called the 

 

glomerular
filtration rate

 

 (GFR).
There are a number of ways in which toxicants may affect the glomerulus.

First of all, toxicants may increase glomerular permeability, resulting in

 

proteinuria

 

, the leakage of large-molecular-weight proteins into the filtrate,
and thus into the urine. Other toxicants may damage podocytes, increasing
leakage through increasing filtration slit size. One compound that produces
this effect is the antibiotic 

 

puromycin

 

,

 

 

 

which may alter podocytes through
effects on expression of proteins such as podocin and nephrin that play a
role in slit morphology.

Some toxicants (such as 

 

gentamicin

 

) can reduce the negative charge of the
glomerular membrane, leading to the increased excretion of large anions.
Additional toxicants (

 

amphotericin

 

, for example) may decrease GFR by caus-
ing vasoconstriction of glomerular capillaries. Finally, heavy metals and

 

FIGURE 12.3

 

The glomerulus.
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other chemicals may injure the glomerulus by attracting and interacting with
immune system cells (such as macrophages and neutrophils) and stimulating
the release of toxic products such as reactive oxygen species.

 

Damage to the Proximal Tubule

 

As the filtrate traverses the length of the tubule, important processes occur
that change its composition (Figure 12.4). The next part of the tubule, the
proximal tubule, is perhaps the major site of action for nephrotoxicants. The
proximal tubule has two sections: a twisted or 

 

convoluted 

 

section and a
straight section or 

 

pars recta

 

. The epithelial cells lining the proximal tubule
have a 

 

tubular

 

 or 

 

luminal

 

 side facing into the lumen of the tubule (with a
convoluted surface called a brush border) and a 

 

peritubular

 

 side facing out
toward the efferent capillaries that wrap around the outside of the tubule.
These epithelial cells perform the important function of reabsorption of 60
to 80% of the filtrate constituents. These constituents are removed from the
filtrate by the epithelial cells and are passed back across the endothelial cells
of the efferent capillaries and into the bloodstream. The maximum rate of

 

FIGURE 12.4

 

Transport of substances in the nephron.
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reabsorption varies for different substances and is called the 

 

tubular maxi-
mum

 

, or T

 

max

 

, for that substance. Among the substances that are reabsorbed
in the proximal tubule are:

• Electrolytes: Na

 

+

 

 in the form of NaCl or NaHCO

 

3

 

 is reabsorbed by
an active transport mechanism. The sodium diffuses into the prox-
imal tubule cell across the tubular membrane and then is actively
pumped out across the peritubular membrane, where it is reab-
sorbed into the capillaries of the efferent arterioles (Figure 12.5). K

 

+

 

,
on the other hand, is actively pumped into the cell across the tubular
membrane. Other ions, such as potassium, magnesium, calcium,
phosphates, and sulfates, are also reabsorbed. Bicarbonate (HCO

 

3
–

 

)
is also reabsorbed, but indirectly. The reabsorption of this important
buffer is tied to the secretion of H

 

+

 

 and is described later.
• Glucose: Glucose is reabsorbed, perhaps through a cotransport

mechanism with sodium. Normally, all glucose in the filtrate is reab-
sorbed. This mechanism can be saturated, though, if blood glucose
levels are high enough (for example, as a result of diabetes).

• Amino acids: Many amino acids are reabsorbed, some more effec-
tively than others. It is probable that several different mechanisms
are active in this pH-sensitive process.

Other substances that are reabsorbed include ascorbic acid and, to some
extent, urea and uric acid.

 

FIGURE 12.5

 

Transport of sodium and potassium in the proximal tubule cells.
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Water itself is not actively reabsorbed, but moves passively along its
osmotic gradient following the movement of electrolytes. In other words, as
solutes are reabsorbed, the concentration of solutes inside the tubule cells
becomes higher than the concentration of solutes in the lumen of the tubule,
and water will redistribute across the membrane (from the lumen into the
cell) to equalize the concentrations. Reabsorption in the proximal tubule is
thus isosmotic: although volume of the filtrate decreases, its 

 

osmolality

 

 (a
measure of the concentration of dissolved particles in a solution) remains
the same.

Another important process also occurs
in the proximal tubule: the process of
secretion. During the process of secretion,
substances that remain in the bloodstream
and are not filtered are pumped into the
tubular lumen by the proximal tubule
cells. There appear to be two major secretory transport systems: one for
organic anions (substances such as 

 

p-aminohippurate

 

 (PAH) or the antibiotic

 

penicillin

 

) and one for organic cations (such as 

 

tetraethylammonium

 

 (TEA) or

 

N-methylnicotinamide

 

 (NMN)). Some additional electrolytes are secreted as
well. H

 

+

 

, for example, is secreted as part of the process of maintaining the
proper pH balance in the body. The secreted H

 

+

 

 then combines with HCO

 

3
–

 

in the tubule fluid to form H

 

2

 

CO

 

3

 

, which then breaks down to CO

 

2

 

 + H

 

2

 

O.
The CO

 

2

 

 is reabsorbed by the proximal tubule cells and combines with water
to reform H

 

2

 

CO

 

3

 

 within the cell. In this manner, the secretion of H

 

+

 

 leads to
the virtual reabsorption of bicarbonate, even though bicarbonate itself does
not actually pass the tubule border.

Here in the proximal tubule, many toxicants are concentrated through the
transport activities of the proximal tubule cells. These toxicants may then
act through damaging these epithelial cells. For example, formation of reac-
tive oxygen species such as hydroxyl radicals can lead to membrane damage
in proximal tubule epithelial cells, producing decreases in membrane fluid-
ity, effects on membrane-related proteins, or perhaps alterations in calcium
homeostasis. If this damage interferes with transport processes, as may be
likely, inhibition of reabsorption may result, leading to appearance of glu-
cose or amino acids in the urine (

 

glycosuria

 

,

 

 aminoaciduria

 

). In addition,
inhibition of reabsorption of these and other substances would also diminish
the coabsorption of water. This would result in an increase in urine volume,
or 

 

polyuria

 

.
Eventually, though, severe proximal tubule damage leads to 

 

oliguria

 

(decrease in urine flow) or 

 

anuria

 

 (stoppage of urine flow). The mechanism
by which oliguria and anuria are produced has been questioned. Some have
hypothesized that sloughing off of badly damaged proximal tubule cells
obstructs the tubular lumen. It is also possible that increased leakiness in
the proximal tubule may lead to near complete loss of filtrate, or that vascular
effects may also be involved, leading to a reduction in GFR.

Lipid Peroxidation
See also:

Cellular sites of 
action Ch. 4, p. 65 
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One class of compounds that acts on the
proximal tubule is the heavy metals. In
addition to producing the previously
mentioned functional indications of prox-
imal cell dysfunction, heavy metals also
produce microscopically observable cell
damage and necrosis of proximal cells.
Metals may act by binding to sulfhydryl
groups on membranes and enzymes and
disrupting their normal functions. In fact,

administration of dithiothreitol, a sulfhydryl-containing mercury chelator,
has been shown to protect against mercury-induced renal toxicity. As low a
dosage as 1 mg/kg of a 

 

mercuric salt

 

, for example, has been shown to affect
enzymes in the brush border of proximal tubule cells within minutes, with
intracellular damage occurring several hours later. It is not clear, however,
whether this intracellular damage, including effects on energy metabolism,
is the primary cause of toxicity or merely a response to the initial membrane
damage. Mercury toxicity is complex, however, and may also involve effects
on blood flow, with constriction of blood vessels causing a decrease in
filtration as well as decreases in oxygen supply to renal tissues. The effects
of 

 

organomercurials

 

 are similar, perhaps because they are metabolized to
inorganic mercury in the kidney tissues.

Although heavy metals may be similar
in many of their effects on proximal
tubule function, some effects may differ
(particularly at low doses). For example,
mercury-induced damage is concentrated
in that part of the proximal tubule where
anion secretion occurs (the pars recta).
Thus, organic anion secretion is particu-
larly sensitive to mercury, while glucose
reabsorption (which occurs in another
section, the convoluted) is affected less.

Low doses of 

 

chromium

 

, on the other hand, produce marked inhibition of
glucose reabsorption as a result of damage to the convoluted proximal
tubule. In kidney slices 

 

in vitro

 

, chromium actually stimulates anion secretion
at low concentrations (10

 

–6

 

 

 

M

 

), although it inhibits secretion at higher con-
centrations (10

 

–4

 

 

 

M

 

).
Another metal that acts as a nephrotoxicant is 

 

cadmium

 

. Cadmium accu-
mulates in the kidney throughout life, with a half-life measured in tens of
years in humans. Toxicity occurs when concentrations of cadmium in the
kidney reach 200 mg/g kidney weight. Cadmium accumulates in the kidney
due to the presence of cadmium- and zinc-binding proteins called 

 

metal-
lothioneins

 

. These stable cytoplasmic proteins have low molecular weights
and contain large amounts of cysteine. Exposure to cadmium, mercury, and
other metals (but not zinc) causes an increase in renal metallothionein syn-

Mercury
See also:

Neurotoxicology
Ch. 10, p. 211 

Environmental
toxicology Ch. 17, p. 325

Mercury Appendix, p. 342

Cadmium
See also:

Reproductive
toxicology Ch. 7, p. 127 

Cardiovascular
toxicology Ch. 9, p. 173

Environmental
toxicology Ch. 17, p. 324

Cadmium Appendix, p. 337
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thesis. In fact, studies have shown that
pretreatment with low doses of cadmium
can protect against damage from a later,
larger dose. By binding to cadmium, met-
allothionein may prevent cadmium from
binding to and damaging other cellular
constituents, particularly in other organs.
In the kidney,  however,  the cad-
mium–metallothionein complex itself
may still damage kidney cells, particu-
larly in later stages of chronic cadmium
exposure. This may happen if the cad-
mium–metallothionein complex is
degraded inside a proximal tubule cell
and free cadmium is released.

Certain 

 

halogenated hydrocarbons

 

 also affect the proximal tubule. It is likely
that these chemicals are metabolically activated by the cytochrome P450
activity found in the proximal tubule, producing free radical metabolites that
can then damage proximal tubule cell membranes. Covalent binding of
metabolites of halogenated hydrocarbons such as 

 

bromobenzene

 

 and 

 

chloro-
form

 

 to renal proteins occurs in the proximal tubule cells and correlates with
tissue damage. In fact, differences in toxicity of these compounds between
various species may relate to quantitative and qualitative differences in renal
P450 or glutathione concentrations in those species. Additionally, inducers
such as phenobarbital potentiate chloroform toxicity, while SH-containing
compounds are protective.

Many antibiotics are nephrotoxic to
proximal tubule cells. For example, the

 

aminoglycosides

 

, such as streptomycin,
neomycin, and gentamicin, produce
damage to proximal tubule cells, perhaps
through inhibition of phospholipases or
through effects on mitochondrial func-
tion. 

 

Cephalosporins

 

 also are accumulated by and damage proximal tubule
cells. Some analgesics (such as 

 

acetaminophen

 

) also may bind to and damage
membranes. Species differences in acetaminophen nephrotoxicity, as with
halogenated hydrocarbons, may correspond to species-related differences
in xenobiotic metabolism.

The herbicide 

 

2,4,5-T

 

, while not directly nephrotoxic, can inhibit the
organic anion secretion system, and at high enough concentrations may
also inhibit cation secretion. 

 

Polychlorinated biphenyls

 

 (PCBs), 

 

polybromi-
nated biphenyls

 

 (PBBs), and 

 

TCDD

 

 may indirectly influence nephrotoxicity
by increasing renal P450 activity. Finally, some compounds may produce
what are called 

 

obstructive uropathies

 

. 

 

Ethylene glycol

 

, for example, is metab-
olized to oxalic acid, which is then deposited in the tubule lumen as
calcium oxalate.

2,4,5-T
See also:

Environmental
toxicology Ch. 17, p. 320

2,4,5-T Appendix, p. 339

Halogenated Hydrocarbons
See also:

Biotransformation
Ch. 3, p. 41 

Cardiovascular
toxicology Ch. 9, p. 167

Neurotoxicology
Ch. 10, p. 211

Hepatotoxicology
Ch. 11, pp. 225, 228

Halogenated
hydrocarbons

Appendix, p. 341
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The Remainder of the Tubule

 

After leaving the proximal tubule, the modified filtrate continues into the
loop of Henle. In the loop, distal tubule, and collecting duct, the filtrate
becomes more concentrated through a process called a 

 

countercurrent mech-
anism

 

. Chloride is actively reabsorbed in the ascending arm of the loop and
moves into the area between the ascending and descending arms. Because
the cells that make up the ascending arm are not very permeable to water,
water is pulled from the cells of the descending arm (which are permeable
to water) to compensate for the increase in osmolality in the area between
the two arms. This creates a gradient, with increasing osmolality (electrolyte
concentration) near the tip of the loop. Thus, the filtrate becomes more
concentrated as it moves down the loop.

As the filtrate moves back up the ascending arm, the osmolality again
begins to decrease. However, the impermeability of the ascending arm to
water, along with further reabsorption of sodium and water in the distal
tubule, keeps the filtrate at a higher osmolality, and at a much lower volume
(approximately 5 or 10% of the initial volume) than when it began its trip
through the tubule.

The actual degree to which urine is concentrated depends, however, on
the permeability of the walls of the collecting duct. In the presence of 

 

anti-
diuretic hormone

 

 (ADH), the cells lining the duct become quite permeable,
allowing water to leave the duct, and thus concentrating the urine. If no
ADH is present, the cells will be impermeable to water and little concentra-
tion will occur.

There are a few compounds that seem to exert their effects on these seg-
ments of the tubule. Many of them are pharmacological agents. Some anal-
gesics (

 

aspirin

 

 and 

 

phenacetin

 

) produce damage to the medulla of the kidney,
which is where many of the loops and collecting ducts are located. This
damage may be secondary to their effects on the blood vessels, however.

 

Methoxyflurane

 

, an anesthetic, may block the effects of ADH on the collect-
ing duct (producing polyuria) as well as interfere with reabsorption of Na

 

+

 

and water in the proximal tubules. Metabolism may be necessary to produce
these effects. 

 

Tetracyclines, a group of antibiotics, may also produce damage
to the medulla.

Measurement of Kidney Function In Vivo

Many measurements of kidney function rely on the determination of the
renal clearance of a chemical compound:

C = (U)(V)/(P)

2856_book.fm  Page 242  Thursday, November 17, 2005  10:28 AM



Renal Toxicology 243

where C = clearance, U = concentration of the compound in the urine, V =
urine flow, and P = concentration of the compound in the plasma. While the
formula for clearance is simple enough, the physiological meaning of clear-
ance is sometimes a somewhat difficult concept to grasp. Clearance of a par-
ticular substance can be thought of as the volume of plasma that could hypothetically
be completely cleared of that substance in 1 min (Figure 12.6). Of course, because
not all blood fluids are filtered, and due to the process of reabsorption, the
kidneys do not always completely clear a substance in one pass-through.
Thus, a clearance of 30 ml/min for a substance probably does not mean that
an actual 30 ml of plasma is being completely cleared of the substance in 1
min, but may instead mean that 120 ml of plasma is being cleared of one
quarter of the substance in 1 min. Each drug or chemical has its own clearance
rate, which can be determined by experimentally measuring the three vari-
ables in the equation, if the compound follows first-order elimination kinetics.

Some substances, however, through filtration and secretion, are actually
completely cleared from the plasma in one pass through the kidney. The
clearance of one of these substances is then a measure of total plasma flow
through the kidneys. This rate is called renal plasma flow (RPF). The substance
most commonly used to determine RPF is PAH.

On the other hand, if a substance is neither secreted nor reabsorbed, it will
be totally removed only from the plasma filtrate, so its clearance will be a
measure of the rate at which plasma is filtered. This is a measure of the
already-mentioned glomerular filtration rate. One such substance that is
neither secreted nor absorbed is inulin, a polymer of fructose.

Along with monitoring RPF or GFR, kidney function can also be assessed
by examining urine volume and constituents. Changes in urine volume,
osmolality, or pH, as well as the presence of such normally absent substances
as protein or glucose (proteinuria or glucosuria), may indicate kidney dam-

FIGURE 12.6
The concept of clearance. If a substance is completely cleared through secretion, clearance =
renal plasma flow (RPF). If a substance is neither secreted nor reabsorbed, clearance is a
reflection of glomerular filtration rate (GFR).
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age. Increases in levels of blood urea nitrogen (BUN) and plasma creatinine may
also be used as indicators of kidney dysfunction. In addition, the presence
in urine of specific enzymes (maltase, trehalase) normally found only in the
brush border of proximal tubule cells may be an early indication of damage
to these cells.

One laboratory technique that has provided much useful information on
kidney function is the micropuncture technique. In micropuncture, fluid can
be collected from individual nephrons or capillaries within the kidney of an
anesthetized animal (usually a rat or dog). Although this technique allows
precise measurements of GFR, RPF, and filtrate volume and composition in
a single nephron, the extensive training and experience required to perform
the procedure hinder its widespread use.

Measurement of Kidney Function In Vitro

Isolated tissues are often used to study renal functions. Slices of renal cortex
(which contain both proximal and distal tubules) will accumulate anions
and cations and are used to study the secretory process. Besides studying
normal function, these studies are quite useful in toxicology. An animal may
be dosed with a toxicant prior to preparation of a kidney slice, or the toxicant
may be added directly to the slice and its effects on these transport processes
studied. Slices will also accumulate glucose, a process that appears to be
related to reabsorption in vivo (rather than secretion, as in the case of organic
anions and cations).

Other techniques used to study renal function in vitro include the isolated
perfused tubule technique. A segment of a nephron must be dissected out,
perfused with fluid, and its function monitored. As with micropuncture, this
is a sophisticated and difficult technique and thus not widely used.

In an application of new genomic tech-
niques, attempts are being made to study
the impact of renal toxicants on gene
expression in the kidney. In one study,
puromycin, cisplatin, and gentamicin
were administered to rats over a 21-day
period. During that time rats were sacri-
ficed and gene expression analyzed using
a cDNA microarray. Patterns of gene
expression changes were identified and

correlated with traditional pathological and biochemical markers of neph-
rotoxicity. Techniques such as these show great promise both for diagnostic
and for better understanding the link between molecular events and phys-
iological lesions.

Toxicogenomics
See also:

Genomics Ch. 5, p. 79 

Metabolomics
See also:

Metabolomics Ch. 5, p. 86
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Metabolomics is another developing science that can be applied to renal
toxicants. Profiles of urinary metabolites are used as indicators of exposure
to specific toxicants or to identify genetic populations.
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Immunotoxicology

 

Function of the Immune System

 

The job of the immune system is to protect the body from harmful invaders.
It does this by providing nonspecific barriers to invasion as well as custom-
ized defenses against specific threats. The cells that are involved in these
processes are commonly known as the 

 

white blood cells

 

 and include 

 

polymor-
phonuclear leukocytes 

 

(PMNs), 

 

lymphocytes

 

, and 

 

monocytes

 

. These cells origi-
nate and mature in the bone marrow and in 

 

lymphatic tissues

 

, including the

 

thymus

 

, 

 

spleen

 

, and 

 

lymph nodes

 

, and travel throughout the lymphatic and
circulatory systems. They communicate with each other and with other cells
of the body through the exchange of chemical messengers called 

 

cytokines

 

.
We will discuss these cells, their functions, and the potential effects of toxi-
cants on the system as a whole.

 

Nonspecific Defense Mechanisms

 

The Skin and Mucus Membranes

 

Nonspecific defense mechanisms create barriers against the entry of invaders
into the body in general. For example, the first nonspecific barrier against
invasion is the skin. The thickness of the epidermis and the keratin coating
help prevent entry of foreign substances into the body, and underneath the
epithelial layer is a sticky layer of tissue containing hyaluronic acid, which
is difficult for invading organisms to penetrate. Also, secretions of oil and
sweat glands (which contain lytic enzymes and antibodies) help wash away
and destroy any potential invaders. While the epithelial cells that line the
respiratory, gastrointestinal, urinary, and reproductive tracts do not provide
as complete a barrier, they do secrete protective mucus and have hairs and
cilia that help trap particles.
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Phagocytosis

 

Even if an invader gets past the first line of defense, additional barriers
remain. Some cells of the immune system function as 

 

phagocytes

 

, engulfing
and digesting foreign materials and debris from damaged cells. Examples
of phagocytic cells include 

 

macrophages

 

 (which develop from monocytes) and

 

neutrophils 

 

and 

 

eosinophils

 

 (two types of PMN cells). Neutrophils and eosi-
nophils are found in the bloodstream, while macrophages are found in
tissues (although they originate as monocytes in the bloodstream). Fixed
macrophages are generally immobile and are found fixed in position in
various sites in the body. Examples include 

 

Kupffer cells

 

 in the liver and

 

microglia

 

 in the central nervous system. Free macrophages, on the other hand,
can migrate throughout the body. Macrophages are attracted to the chemicals
released by damaged cells, bacteria and other microbes, and other cells of
the immune system.

Another type of cell that is important in nonspecific defense is a type of
lymphocyte known as a 

 

natural killer 

 

(NK)

 

 cell

 

. Natural killer cells are able to
identify and destroy abnormal cells (cancer cells or cells infected by viruses,
for example). They do this by releasing proteins called 

 

perforins

 

, which liter-
ally punch holes in the membrane of the target cell, causing its destruction.

 

The Complement System and Interferons

 

There are several groups of proteins found in the bloodstream that contribute
to nonspecific defense. The 

 

complement system

 

 is a set of proteins found in
plasma that can work together to destroy cell membranes, attract phagocytes,
and stimulate activity of various cells of the immune system. Normally in
an inactive state, complement proteins are activated by contact with microbes
themselves, or with antibodies produced by the specific immune response
(more about that shortly).

Another set of proteins important in nonspecific defense are the 

 

interferons.

 

Produced by cells that have been infected by viruses, these chemicals stim-
ulate uninfected neighboring cells to produce 

 

antiviral proteins

 

 (AVPs). AVPs
interfere with viral replication, and thus slow the spread of the virus. Inter-
ferons can also activate phagocytic cells, ensuring that infected host cells
are destroyed.

 

Fever

 

One of the most common physiological responses to infection is 

 

fever

 

, or
elevation of body temperature. This is a response that probably evolved at
least 380 million years ago, as it is shared by mammals, birds, and even some
lizards and fish. Body temperature is normally regulated in the hypothala-
mus and reflects a balance between heat produced by cellular metabolism
and heat released by various physiological processes (vasodilation, sweating,

 

2856_C013.fm  Page 248  Wednesday, December 7, 2005  9:54 AM



 

Immunotoxicology

 

249

etc.). Normally, the set point for body temperature is somewhere around
37˚C (98.6˚F), but during illness the set point may rise to a higher temperature
(perhaps around 39˚C, which is 102˚F).

Molecules that can produce this elevation in temperature are called 

 

pyro-
gens

 

, and they include a number of cytokines (interleukin 1, interleukin 1,
tumor necrosis factor-

 

α

 

, tumor necrosis factor-

 

α

 

, and interleukin 6, to name
a few) as well as exogenous molecules such as bacterial endotoxins (some
of which may exert their effects directly, but most of which do so through
simply increasing levels of the relevant cytokines).

Pyrogenic cytokines seem to increase body temperature through their
ability to induce the 

 

cyclooxygenase COX-2 

 

in endothelial cells of vessels
within the brain. It is clear that COX-2 plays an important role in fever
production, as mice that are deficient in COX-2 are also deficient in the fever
response. COX-2 is then responsible for production of the prostaglandin

 

PGE

 

2

 

, which diffuses from the endothelial cells into neural tissue and binds
to receptors on neurons in an area of the hypothalamus known as the pre-
optic area. This, then, triggers the temperature adjustment, which can be
modulated by input from a number of other endogenous compounds. 

 

Anti-
pyretic 

 

drugs like aspirin, acetaminophen, and other 

 

nonsteroidal anti-inflam-
matory drugs

 

 (NSAIDs) can reduce fever, primarily through their inhibition
or downregulation of cyclooxygenases.

At one time thought to be an undesirable side effect to illness, fever is now
recognized to be generally beneficial. Many studies have demonstrated that
individuals with mild illness whose fevers are not treated actually recover
faster than those whose fevers were treated with antipyretics such as ace-
taminophen. The evidence is less clear-cut in patients with more severe
infections, though. How exactly does fever aid in defeating infections? Since
most pathogens can carry out proliferation as well at elevated temperatures
as at normal body temperature, the additional benefit most likely comes
from effects on the host immune system. Some studies have indicated that
motility and phagocytosis in some, but not all, white blood cells are enhanced
at febrile temperatures. Production, as well as biological activities, of some
cytokines may also be enhanced. There is also some evidence that heat shock
proteins may be induced too (see Chapter 4 for more on heat shock or stress
proteins). However, there is a physiological cost to fever as well. The
increased rate of energy metabolism, and thus additional oxygen demands,
necessary to generate elevated body temperatures can result in additional
demands on already stressed systems, such as the respiratory system and
cardiovascular system.

 

The Inflammatory Response

 

When tissues are injured, whether by infection or trauma, they react with
a set of responses that have come to be known as the 

 

inflammatory response

 

(Figure 13.1). First, damage to tissues stimulates a connective tissue cell
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called a 

 

mast cell 

 

to release a number of different chemicals, including

 

histamine 

 

and 

 

leukotrienes

 

. These chemicals produce vasodilation and
increased permeability in the blood vessels in the area, bringing increased
numbers of macrophages, neutrophils, eosinophils, complement proteins,
and other defenders to the area, and aiding in the removal of cellular debris.
This increase in blood flow also produces what are often called the 

 

cardinal
signs

 

 of inflammation: heat, redness, swelling, and pain. Eventually, fibro-
blasts are stimulated to lay down collagen, thus producing scar tissue.

 

Specific Defense Mechanisms

 

Substances that can activate the body’s specific defense mechanisms are
called 

 

antigens

 

. Most antigens are large molecules, and they are usually
proteins or at least have a protein component (such as glycoproteins or
lipoproteins). Larger structures such as cells or viruses that contain these
molecules may also be considered antigens. To produce a complete
immune response antigens must be able to both react with 

 

antibodies

 

 (the
proteins produced by the specific immune response) and stimulate the
production of more antibodies. To do this, antigens must have at least
two sites where antibodies can bind. Molecules that have only one of
these 

 

antigenic determinant sites

 

 can react with antibodies, but do not
stimulate antibody production. These incomplete antigens, or 

 

haptens

 

,
can stimulate a complete response only by binding to another molecule
that can supply the necessary second antigenic determinant site. An
example of a hapten is the drug 

 

penicillin

 

, which must bind to proteins
in the body before producing the well-known allergic response that some
individuals display.

 

FIGURE 13.1

 

The inflammatory response.
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The specific immune response itself is carried out by lymphocytes and
consists of two components: a direct attack on the antigen by activated
lymphocytes (called 

 

cellular immunity

 

) and an attack on the antigen by lym-
phocyte-produced antibodies (called 

 

humoral immunity

 

).

 

Cellular Immunity

 

The lymphocytes involved in cellular immunity are called 

 

T cells

 

 (Figure
13.2). There are many different types of T cells circulating in the bloodstream,
each of which can be distinguished by the different types of receptors found
on their surfaces. These T cells do not respond directly to free antigen, but
only to antigens that have been processed by other cells (

 

antigen-presenting
cells

 

), a step that involves presenting the antigens to the T cells in the proper
manner. When macrophages or other phagocytic cells engulf antigens, they
break them down and then display the fragments on their cell surface.
Infected cells also display proteins from the infecting agent on their surfaces.
These antigen fragments are bound to cell surface proteins called 

 

human
leukocyte antigen

 

 (HLA) proteins. HLA proteins, produced by a group of
genes called the 

 

major histocompatibility complex

 

 (MHC), are found on almost
all cells and serve as unique markers that help the immune system to identify
self from nonself. It is this combination of HLA protein and foreign antigen
that T cells respond to, with the HLA–antigen combination fitting into the
T cell surface receptors in a molecular lock-and-key manner.

When T cells with the proper type of receptor (one with the correct molec-
ular fit for that particular antigen) encounter this HLA–antigen combination
on a cell surface, they bind to the cell, with the assistance of proteins 

 

CD4

 

and 

 

CD8. 

 

An exchange of lymphokines (including interleukins 1 and 2)

 

FIGURE 13.2

 

The process of humoral immunity, showing activation of T cells.
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between the T cell and the antigen-presenting cell triggers the T cell to begin
to divide and differentiate into one of several activated forms. 

 

Cytotoxic

 

 (also
called killer) 

 

T cells

 

 attack and destroy antigens directly by secreting cytotoxic
chemicals (such as perforin or tumor necrosis factor), while 

 

memory T cells

 

remain dormant, but are poised to react swiftly to any later reappearance of
that same antigen. Two other types of T cells are also produced: 

 

helper T cells

 

,
which promote further T cell activation, stimulate phagocytic activity, and
assist in the humoral immunity process; and 

 

suppressor T cells

 

, which produce
a delayed inhibition of both cellular and humoral responses.

 

Humoral Immunity

 

Humoral immunity is mediated by lymphocytes called 

 

B cells

 

 (Figure 13.3).
Like T cells, the body has many different types of B cells, which are also
differentiated by their surface receptors. Among the proteins found on the
surface of B cells are 

 

antibodies

 

 (sometimes abbreviated Ab) and 

 

immunoglo-
bulins 

 

(sometimes abbreviated Ig) (Figure 13.4). There are five different
classes of antibodies (IgG, IgE, IgD, IgM, and IgA) — each of which plays
a different role in humoral immunity. All antibodies consist of a pair of light
polypeptide chains and a pair of heavy polypeptide chains. Both heavy and
light chains have a constant region (which does not vary between antibodies
of the same class) and a variable region. The variable region is where anti-
bodies recognize and bind antigens.

When a circulating antigen encounters a B cell with the appropriate
antibody displayed on its surface (again, one with the proper molecular
shape to bind that antigen), binding occurs and the B cell becomes sensi-
tized. For activation to occur, though, the B cell must also be presented
with antigen that is bound to the surface of a helper T cell. The activated
cell then divides and differentiates into 

 

plasma cells

 

, which produce addi-
tional antibodies, and 

 

memory B cells

 

, which (like memory T cells) remain

 

FIGURE 13.3

 

The process of humoral immunity, showing activation of B cells.
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dormant unless a later exposure to the same antigen occurs. The antibodies
that are produced can then bind to, immobilize, clump, and mark antigens
for destruction by phagocytes.

How does the immune system generate the tremendous diversity of anti-
bodies? One might think of alternative splicing of messenger RNA for a
mechanism; however, it was found in the laboratories of Nobel laureate
Susumu Tonegawa and associates that the mechanism is rearrangement of
DNA (somatic DNA shuffling). During the development of B lymphocytes,
the IgG locus of the inherent genome is recombined with about 2.5 million
possible outcomes. Nearly each lymphocyte has a uniquely recombined IgG
gene, which is then transcribed and translated into an antibody. Possible
variants are actually much greater due to a high rate of mutation introduced.

 

Development of Immunity

 

Immunity 

 

is defined as the ability to ward off a specific infection, and it
can be developed in two ways. 

 

Active immunity

 

 develops through exposure
to the antigen. This exposure may occur naturally or may be deliberate, as
in 

 

immunization

 

, where individuals are exposed to a dead or inactivated
pathogen in order to stimulate the development of immunity and thus
avoid getting the disease. Immunization works because of the presence of
memory cells, which may continue to respond rapidly for years after the
initial exposure.

In 

 

passive immunity

 

, individuals are injected with antibodies against a par-
ticular antigen. These antibodies help the individual’s own immune system
destroy the antigen. Newborn infants are the beneficiaries of a natural type
of passive immunization, as antibodies from the maternal circulation can
cross the placenta and enter the fetal circulation. Also, antibodies can be

 

FIGURE 13.4

 

The general structure of antibodies (immunoglobulins).
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passed to the infant through the mother’s breast milk (the infant’s digestive
tract is “leaky” enough to allow absorption of these large molecules).

 

Effects of Toxicants on the Immune System

 

Toxicant-Induced Allergies

 

Occasionally, the immune system will
respond extremely to an inappropriate
external stimulus, such as an insect sting,
food component, pollen, dust, or even a
drug or toxicant. This response is called a

 

hypersensitivity response

 

 or 

 

allergic response

 

.
There are four different types of allergic

responses. The type I response is also known as the 

 

anaphylactic response

 

, or

 

immediate hypersensitivity

 

, and occurs when exposure to an antigen causes
IgE antibodies to be produced and bind to sites on basophils and mast cells
both in tissues and in the general circulation. This results in the person
becoming 

 

sensitized

 

 to the antigen, and subsequent exposures will result in
binding of the antigen to the antibodies on the mast cells. This triggers the
release of histamine and other mediators of inflammation, resulting in skin
irritation, rhinitis, bronchoconstriction, or in severe cases, rapid systemic
vasodilation leading to anaphylactic shock. The reaction usually occurs
immediately following exposure to the antigen to which the allergic person
has become sensitized.

There are several toxicants that have been observed to produce a type I
response in susceptible individuals. 

 

Toluene diisocyanate 

 

(TDI), for example,
a chemical used in the manufacture of polyurethane, can act as a hapten,
combining with body proteins (most likely the endogenous protein 

 

laminin

 

)
to induce hypersensitivity reactions in exposed individuals. Observations of
accidentally exposed workers indicate that the higher the exposure level, the
more likely it is that hypersensitivity will develop. Exposure does not nec-
essarily have to be through the respiratory route, as dermal exposure can
also produce pulmonary hypersensitivity. These observations have been sup-
ported by laboratory studies using the guinea pig, which has proved to be
an effective model. Unlike most other allergic reactions, the hypersensitivity
induced by TDI may continue after exposure to TDI itself is terminated,
perhaps because TDI induces a general increase in reactivity to other irritants.

Another chemical that can elicit a type I response is the antibiotic penicillin
(as well as its various derivatives). Allergic reactions to penicillin are the
most common drug allergy and are responsible for 75% of the deaths due
to anaphylactic shock in the U.S. As with TDI, a metabolite of penicillin acts
as a hapten, combining with proteins to provoke the immune response. This

Toluene Diisocyanate
See also:

Respiratory
toxicology Ch. 8, p. 156 

TDI Appendix, p. 350
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response may be mild or quite severe, potentially leading to anaphylactic
shock. There is a great deal of cross-reactivity involved in allergy to penicil-
lin, and the antibodies produced will recognize not only penicillin, but also
other antibiotics with a beta lactam ring structure.

Type II responses (

 

antibody-dependent cytotoxic hypersensitivity

 

) result when
IgG or IgM molecules bind to and destroy blood cells or other cells. Exposure
to high levels of 

 

trimetallic anhydrides

 

 (TMAs) can trigger this condition.
TMAs may also cause a type III response (

 

immune complex-mediated hypersen-
sitivity

 

), where antigen–antibody complexes become trapped in vascular
tissues and produce inflammation.

Type IV responses (

 

cell-mediated hypersensitivity

 

) may take a day or more
to develop, and involve the activation and proliferation of T cells. An exam-
ple of a common type IV response is 

 

allergic contact dermatitis

 

, also called

 

sensitization dermatitis

 

. Individuals may become sensitized to a chemical,
often after repeated exposures. One to 3 weeks after the sensitizing exposure,
further exposure to the chemical may lead to the development of an itchy
rash, often characterized by the appearance of grouped blisters and edema.

Some of the best-known agents to cause
allergic contact dermatitis are the oils con-
tained in the plants 

 

poison ivy

 

 and 

 

poison
oak

 

. These oils act as haptens, combining
with proteins in skin to elicit an immune
response. When sensitized persons con-
tact the oil, the skin in the area of contact
exhibits the sensitization response. (Con-
trary to popular opinion, the fluid that forms in the blisters does not contain
the oil itself, and thus contact of this fluid with other parts of the body cannot
cause the rash to spread.) The rash generally disappears within 1 to 2 weeks.
More serious problems may occur if smoke containing the volatilized oil is
inhaled, leading to irritation of the lining of the respiratory tract. Other
chemicals that can produce allergic contact dermatitis include 

 

nickel

 

 and

 

formaldehyde

 

, as well as some pesticides.

 

Toxicant-Induced Autoimmunity

 

Normally, the immune system learns to distinguish self from nonself during
the process of development. This prevents the immune system from later
mounting attacks on normal cells and tissues. When the immune system
does inappropriately attack some part of the body, the resulting disease is
classified as an 

 

autoimmune disorder

 

.
Many diseases are now recognized as having a basis in autoimmunity.

These include 

 

myasthenia gravis

 

 (caused by attacks on the neuromuscular
junction), 

 

multiple sclerosis

 

 (caused by attacks on myelin), 

 

type I diabetes

 

(caused by attacks on pancreatic beta cells), and 

 

systemic lupus erythematosus

 

(caused by attacks on various body tissues). The possible role of toxicants

Formaldehyde
See also:

Respiratory
toxicology Ch. 8, p. 155

Formaldehyde
Appendix, p. 341
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in triggering these and other autoimmune disorders is now being investi-
gated. Some autoimmune responses may be triggered by exposure to a
toxicant with a molecular structure that is similar to the structure of some
normal tissue component. In this case, antibodies produced against the tox-
icant may also react against the normal tissue. Alternatively, toxicants may
damage tissue directly, exposing in the process tissue constituents that are
normally hidden from immune system surveillance. These previously hid-
den constituents may not then be recognized as self by the immune system
and thus may be attacked.

 

Toxicant-Induced Immunosuppression

 

Immunosuppression

 

, the decreased responsiveness of some or all of the types
of cells of the immune system, can be caused by a number of different
factors, ranging from genetic disorders to viral infections to exposure to
toxicants. Immunosuppression can even be deliberately induced, as in the
case of patients who have undergone organ transplants and hope to avoid
rejection of the transplanted tissues, or in the case of patients with autoim-
mune diseases.

The consequences of immunosuppression
depend on the part of the immune system
that is affected as well as the degree of
suppression. Humoral immunity, cellular
immunity, or both may be affected. Con-
sequences that have been observed (both
in the laboratory and in epidemiological

studies) to accompany immunosuppression include not only increased sus-
ceptibility to various types of infection, but also increased risk of cancer
(presumably, immune surveillance against abnormal cells is depressed).
Also, immunosuppression can diminish the effectiveness of immunizations
in preventing future illnesses.

Because of the complexity of the immune system, there are many pos-
sible mechanisms by which drugs and toxicants can produce immunosup-
pression. Benzene, for example, is generally cytotoxic to bone marrow,
affecting production of white cells, red cells, and platelets. The mechanism
of action of benzene is not completely clear, but it does appear that a
metabolite of benzene, and not benzene itself, is responsible for the toxicity.
Exposure to benzene has been linked to a decrease in circulating lympho-
cytes as well as antibodies in humans, and has been shown to lower
resistance to infection in rats. Alkylating agents (which disrupt DNA rep-
lication and thus prevent cell division), antimetabolites (which inhibit the
synthesis of nucleic acids, again interfering with DNA replication), and
radiation exposure also produce general immunosuppression through
effects on bone marrow (as well as on other lymphoid tissues where white
blood cells are proliferating).

Benzene
See also:

Cardiovascular
toxicology Ch. 9, p. 175

Benzene Appendix, p. 336
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Other immunosuppressants affect the
action of lymphokines, the molecules
through which the various components of
the immune system communicate. The
drug cyclosporine A, for example, inhibits
the activation of T cells by inhibiting pro-
duction of the lymphokine interleukin 2
(IL-2) by helper T cells. Cyclosporine
binds to a cyclophilin molecule, and the
complex binds to and inactivates another
molecule, calcineurin, which is a phos-
phatase. This prevents calcineurin from
dephosphorylating the DNA-binding
protein NFAT and thus prevents it from entering the nucleus, where it would
act as a transcription factor for the IL-2 gene. Glucocorticoid hormones also
interfere with lymphokine actions, inhibiting macrophage migration-inhibitory
factor (MIF), which keeps macrophages from wandering away, and g-inter-
feron and interleukin 1 (which stimulate T cells).

Some immunotoxicants act directly on
specific lymphoid tissues. Low doses (less
than 1 mg/kg) of the compound 2,3,7,8-
tetrachlorodibenzo-p-dioxin (TCDD) pro-
duce severe damage to the thymus in
guinea pigs, with resulting depression in
both antibody production and T cell func-
tion. While the complete mechanism of
action is unclear, the immunosuppressive
action of TCDD seems to involve binding
to the aryl hydrocarbon (Ah) receptor found
in the cytoplasm of thymic epithelial cells. This receptor is also found in
hepatocytes, where it is involved in induction of one form of cytochrome
P450. Some organotin compounds also have direct effects on the thymus.

For many toxicants, though, immune
system effects and mechanisms of action
are much less well defined. Oral or der-
mal exposure to polychlorinated biphenyls
(PCBs) lowers circulating antibody levels
in mice; however, effects on cellular
immunity are not as clear-cut. In a num-
ber of experiments PCBs suppressed T
cell functions, but in other experiments T
cell functions were enhanced. In humans,
PCB exposure has been associated with
decreased antibody levels and increased
susceptibility to infection. Polybrominated
biphenyls (PBBs) have also been shown in

TCDD
See also:

Biotransformation
Ch. 3, pp. 34, 37

Carcinogenesis Ch. 6, p. 103
Reproductive

toxicology and
teratology Ch. 7, p. 128

Environmental
toxicology Ch. 17, p. 327

TCDD Appendix, p. 349

PCBs and PBBs
See also:

Reproductive 
toxicology and
teratology Ch. 7, p. 128

Environmental
toxicology Ch. 17, p. 322

PCBs and PBBs
Appendix, p. 346

Lead
See also:

Reproductive
toxicology Ch. 7, p. 126

Cardiovascular
toxicology Ch. 9, p. 176

Neurotoxicology
Ch. 10, pp. 207, 211

Environmental
toxicology Ch. 17, p. 324

Lead Appendix, p. 342
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the laboratory to suppress antibody production, and at higher exposures to
suppress cellular immunity as well. In an epidemiological study, a group of
Michigan residents who were inadvertently exposed to PBBs through con-
tamination of livestock later displayed a higher percentage of immune sys-
tem abnormalities than a group of unexposed individuals. However, PCBs
and PBBs are known to be contaminated with minute quantities of chlori-
nated dibenzofurans, compounds with mechanisms of action similar to
those of TCDD, which may be responsible for the observed immunosup-
pressive effects.

Exposure to several metals, including lead, has been shown to have adverse
effects on immune function. Lead in drinking water appears to increase
susceptibility of rats and mice to bacterial and viral infections, and there is
epidemiological evidence that people with elevated blood lead levels (such
as workers in the lead industry or children exposed to lead in paints) may
experience the same effects. Lead affects humoral immunity (perhaps
through interference with macrophage function) and may or may not affect
cellular immunity (the results from different studies have been contradic-
tory). Cadmium and mercury have similar patterns of activity.

Compounds such as polycyclic aromatic hydrocarbons (PAHs) and pesticides
(including carbamates, organochlorines, and organophosphates) have also been
suspected of having immunotoxic effects; studies on these and other sus-
pected immunotoxicants continue.

AIDS and Antiviral Drugs

Infection with the sexually transmitted human immunodeficiency virus (HIV),
a lentivirus with retroviral mechanism of proliferation, leads to acquired
immunodeficiency syndrome (AIDS). This disease is typified by acute infection
followed by clinical latency of several years prior to onset of symptoms. The
syndrome results from destruction of CD4+ T cells. Chronic loss of CD4+ T
cells can result in susceptibility to various protozoal, bacterial, fungal, and
viral infections, several neurological symptoms, and death.

As with other retroviruses, RNA of the infecting virus is processed to DNA,
which then enters the nucleus of the host and is integrated with a host
chromosome. Just as processing DNA to RNA is called transcription, so the
processing of RNA back to DNA is called reverse transcription and is catalyzed
by the enzyme reverse transcriptase. The DNA thus inserted bears a sequence
of 9269 nucleotide bases, including 10 open reading frames (gag, pro, pol, vif,
vpr, tat, rev, vpu, env, and nef) producing direct or spliced RNA transcripts.
Treatment of HIV/AIDS is based largely on drugs found to inhibit the func-
tion of enzymes encoded among those genes, especially reverse transcriptase
and aspartic proteinase. A third enzyme, integrase, is another potential target
of chemical inhibition. Furthermore, virus–cell receptor interaction, viral
assembly, and viral regulatory factors are additional pharmacological targets.
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Practical therapy of HIV/AIDS now rests on a cocktail of chemical inhib-
itors of reverse transcriptase and aspartic proteinase. As for reverse tran-
scriptase, both nucleoside analogs and nonnucleoside compounds have been
found that are inhibitory and thus have some efficacy against AIDS. First
and most famous is 3′-azido-3′-deoxythymidine (AZT), a simple azido deriva-
tive of the nucleoside thymidine. AZT was originally developed for cancer
chemotherapy. Other, similar drugs are derived from deoxycytidine and
deoxyguanosine. Nucleoside-type drugs are toxic and poorly tolerated,
likely due to nontarget inhibition of DNA polymerases. Nonnucleoside
reverse transcriptase inhibitors, such as thiobenzimidazolone (TIBO), come in
a variety of structures and are better tolerated. Another compound applied
against reverse transcriptase is phosphonoformate; however, this is a nonse-
lective toxicant. HIV aspartic proteinase inhibitors have also been developed,
beginning with derived polypeptide mimics and extending to nonpeptidyl
inhibitors such as indinavir.

A major hindrance to therapy is that both types of reverse transcriptase
inhibitors rapidly select for resistance in the target enzyme due to the high
rate of replication of HIV, as well as the apparent presence of either a mixture
of viruses or a significant rate of mutation. Resistance was often observed
in just a few weeks of administration of a single drug; therefore, combina-
tions of drugs are used to delay resistance based on the theory that multiple
resistance will be slower to evolve. Resistance has also arisen in response to
aspartic proteinase inhibitors. These drugs were administered to patients,
and it was observed that cross-resistance extended from the selecting agent
to proteinase inhibitors not yet applied in therapy. A high-dose strategy,
however, is apparently useful to delay resistance to the proteinase inhibitors.

Methods for Studying Immunotoxicity

There are several established methods available for studying immune func-
tion in the laboratory. The simplest assessments include monitoring white
blood cell levels and looking for changes in weight or abnormal histology
in lymphoid tissues. Overall function can be assessed by challenging the
immune system of the treated animal by exposing it to bacteria or viruses
and comparing the results (rate of infection or mortality) to results from
control animals.

Other tests focus specifically on assessing cellular immunity. These include
the mixed lymphocyte response (MLR) assay, which measures the ability of
spleen T cells to proliferate when exposed to cells from another individual.
The proliferative activity of natural killer (NK) cells can be measured in
much the same manner. Other assays have been designed to measure phago-
cytic activity of macrophages.
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Humoral immunity can be assessed through quantification of plasma anti-
body levels, perhaps in response to an antigenic challenge in the form of an
injection of a stimulus such as sheep red blood cells. Another way to quantify
antibody production is to count the antibody-producing cells in the spleen
following such an antigenic challenge.
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Ecological Toxicology

 

Introduction

 

A relatively new area within the field of toxicology is 

 

ecological toxicology

 

,
or 

 

ecotoxicology

 

. Whereas classical toxicology is concerned with assessing
effects of toxicants on the molecular, cellular, or physiological levels, eco-
logical toxicology focuses on effects on populations, communities, and eco-
systems. This chapter reviews some basic principles of ecology and
discusses effects of toxicants on the population, community, and ecosystem
levels and how they can be measured. This chapter focuses more on general
principles, with specific environmental toxicants discussed in Chapter 17.

 

Effects of Toxicants at the Population Level

 

Population Genetics

 

There are, of course, many different kinds of organisms in the world. Organ-
isms that are structurally and functionally similar and have the ability to
produce offspring together are considered to belong to the same 

 

species

 

. A

 

population

 

 is a group of organisms of the same species that occupy the same
area at the same time.

Some people who study populations focus on 

 

population genetics

 

, studying
changes in the gene pool (the sum of all genes in a population). Normally,
each individual has two copies of each of his or her genes (one from each
parent). In a population, all copies of a gene may be identical, or there may
be two or more variations called 

 

alleles

 

. For any given gene, individuals
within the population may have two identical alleles (in which case they are
said to be 

 

homozygous

 

 for that gene) or two different alleles (in which case
they are said to be 

 

heterozygous

 

 for that gene). The assortment of alleles that
individuals possess is their 

 

genotype

 

, while the physical characteristics they
display is their 

 

phenotype

 

.
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In a population, as individuals mate and produce offspring, alleles for each
gene are passed on to the next generation in various combinations. It can be
mathematically demonstrated that this reshuffling of alleles from generation
to generation should not, however, change the overall frequency of a given
allele in the gene pool (a principle called the 

 

Hardy–Weinberg law

 

; Figure
14.1). The frequencies of the alleles in a population can then be used to
calculate the expected frequency of genotypes, which also should not vary
from generation to generation (a state called 

 

Hardy–Weinberg equilibrium

 

).
Hardy–Weinberg equilibrium is, in fact, not typically seen in populations

because a number of factors tend to disrupt it. Changes in the gene pool,
especially in small populations, can be produced by random fluctuations,
disasters that dramatically reduce population size, immigration and emigra-
tion, and spontaneous mutations. The most important factor, however, that
can alter Hardy–Weinberg equilibrium is 

 

natural selection

 

.

 

Natural Selection

 

The concept of natural selection is based on observations that in any popu-
lation (1) more individuals are born than will live to reproduce, (2) individ-

 

FIGURE 14.1
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uals in a population vary in any number of traits, (3) variations in traits can
be inherited, and (4) those individuals whose traits give them an advantage
in survival and reproduction (in other words, those individuals who are
more fit for survival) are most likely to survive to pass on those traits to the
next generation. Genetic fitness is measured by the number of offspring
produced; population genetics attempts to estimate the relative fitness of
each allele. Natural selection can alter allele frequencies by favoring a par-
ticular genotype that confers some fitness advantage. Individuals with this
genotype are more likely to survive to reproduce, and thus pass on their
alleles with a greater frequency than individuals of other genotypes. The
result of natural selection is that each succeeding generation of a population
should become better adapted to its environment.

Characteristics of an environment that influence natural selection are
called 

 

selection pressures

 

. Many factors can act as selection pressures, includ-
ing physical characteristics of the environment (such as climate, for example)
and biological characteristics such as the presence or absence of other organ-
isms. One special type of selection is 

 

sexual selection

 

, which operates on those
characteristics that influence the likelihood of finding a mate, and can clearly
influence reproductive success. Sexual selection can lead to magnificent
sexual dimorphism as exemplified in the colorful plumage of some male
birds, but also contributes to the general characteristics of both sexes. Some
have hypothesized that human intelligence has been greatly influenced by
sexual selection. 

 

Natural Selection, Toxicants, and Resistance

 

Introduction of toxicants into an environment can also exert strong selection
pressures favoring or disfavoring particular characteristics. In the classic
example, prior to the Industrial Revolution, the light-colored form of the
English peppered moth (a moth that frequents tree trunks and rocks) was
much more prevalent than the dark-colored form (which presented an easy
target for predators against the light background). Once soot began to
blacken the trees and rocks, however, the light-colored moth became more
conspicuous, and within a few years almost all peppered moths were of the
dark variety.

Another example of selection pressures exerted by toxicants is the effect
of pesticides on target species. Random mutations present in extremely low
frequencies may be rapidly selected to render a pest species resistant to a
particular pesticide. Many cases of resistance occur when a single mutation
alters a target protein, making it less sensitive to attack by the pesticide.
Recent analysis has shown, however, that some cases of resistance have been
due to 

 

amplification

 

 of genes, where many extra copies of a particular gene
are found in resistant individuals.

When exposed to a pesticide, the individuals in a population that are
most resistant to its effects are those most likely to survive and reproduce.
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Thus, alleles responsible for pesticide resistance are passed on, and each
successive generation becomes more resistant to the pesticide. Development
of resistance to a pesticide has been observed in hundreds of species of
insects, weeds, fungi, and other organisms. Resistance may develop in
response to exposure to pollutants also. The magnitude of these effects is
greatly determined by the genetic makeup of the population, dominance of
the resistance trait, and the proportion of individuals within the population
that are exposed.

An allele for resistance to a pesticide or other environmental toxicant can
be selected to fixation (100%) in a closed population. This will happen more
rapidly if the resistant allele is recessive, because then only homozygous
individuals are selected. When resistance is dominant, both homozygous
and heterozygous individuals are selected, resulting in perpetuation of the
susceptible allele among heterozygotes. This is an example in which esti-
mating the proportion of heterozygotes can be very important to pest man-
agement plans.

Development of resistance also occurs in microbes exposed to antibiotics.
The use of antibiotics as growth promoters in animal feed has raised concerns
that antibiotic-resistant strains of bacteria are being selected for in these
animals. These antibiotic-resistant strains may have the potential to infect
people, or may pass resistance-carrying alleles to other bacterial species.
There has been at least one well-documented case where an antibiotic-resis-
tant strain of 

 

Salmonella

 

 was apparently transmitted to people through
infected beef, causing illnesses and deaths.

The mechanisms by which resistance develops in bacteria have been exten-
sively studied.

Resistant bacteria appear to recruit and assemble advantageous alleles on
a plasmid or within a transposon in a unit that is called an 

 

integron

 

. Integrons
typically contain both genes for resistance (forming what can be called a 

 

gene
cassette

 

) and genes for 

 

transposase

 

, 

 

integrase

 

, and 

 

recombinase

 

 catalytic activi-
ties that provide mobility for the entire unit. This phenomenon is battled in
hospitals, where integrons have conferred resistance to multiple antibiotics
in some strains of 

 

Staphylococcus aureus

 

 and other enterococci. These gene
cassettes are not limited to plasmids, as larger assemblies of more than one
hundred integrons called 

 

superintegrons

 

 occur on a small circular chromo-
some in

 

 Vibrio cholerae.

 

Recombinant Organisms

 

In the future, it is also likely that the gene pool will be affected more and
more by genetic engineering. 

 

Recombinant organisms

 

 (for bioremediation, for
pest resistance in crops, etc.) will be released with greater and greater fre-
quency into the environment. Effects of the introduction of such organisms
will be difficult to predict, and careful assessment of the risks and benefits
attending their use will be necessary.
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Population Growth and Dynamics

 

Some ecologists study the size and characteristics of populations. Popula-
tions grow in size due to 

 

natality

 

 (births) and 

 

immigration 

 

and decrease in
size due to 

 

mortality

 

 (deaths) and 

 

emigration

 

. The net effect on population
size depends on the balance between these opposing factors. If we ignore
immigration and emigration, population growth can be modeled very sim-
ply by using the equation

N/T = rN

where N = the number of individuals in the population and T = time passed.
This equation reflects the fact that population growth is proportional to the
number of individuals in the population. The factor r is the 

 

intrinsic rate of
increase

 

 of the population and is a measure of the balance between rates of
natality and mortality. Organisms with high r factors are called 

 

r strategists

 

.
They reproduce early and often, with only a small percentage of offspring
surviving to adulthood.

Populations do not, however, grow indefinitely. For any population there
is a 

 

carrying capacity

 

,

 

 

 

K, which is the maximum number of individuals that
can be supported by the environment. As the population nears the carrying
capacity, the growth rate slows and eventually the population size stabilizes.
Population size for r strategists tends to oscillate relatively rapidly from just
above to just below carrying capacity. Other organisms, however, tend to
maintain a steady population size just at the carrying capacity (Figure 14.2).
These K strategists are characterized by much lower reproductive rates and
longer life spans than r strategists.

Many factors affect carrying capacity, and thus population size. The
effects of 

 

density-dependent factors

 

 intensify with increases in population
density (the number of individuals per some unit area). One example of a
density-dependent factor is 

 

competition

 

 for resources (food, water, shelter,
etc.) between members of the same population. The higher the population
density, the more intense the competition for finite resources. Another
density-dependent factor is 

 

predation

 

. The higher the population density of
a prey population, the more successful predators are likely to be. (We will
discuss predator–prey interactions in more detail in the community section
of this chapter.)

Density-independent factors, on the other hand, affect populations in ways
that are not dependent on population density. Drastic weather changes, for
example, may kill many individuals in a sensitive population.

Toxicants, in many cases, may act on populations in a density-independent
fashion. For example, a chemical spill into an aquatic environment might be
expected to kill a percentage of the individuals in a given population, regard-
less of whether the population is large or small. Toxicants can also interact
with other factors in a density-dependent manner. Toxicants that produce
sublethal effects may render individuals more susceptible to infection, for
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example. This may have a greater effect in crowded populations, where
pathogens may be more easily transmitted. In general, r strategists can
rebound much more quickly from toxicant-induced reductions in population
size than can K strategists.

 

Effects of Toxicants at the Community Level

 

All the populations living in the same area at the same time comprise a unit
called a 

 

community

 

. Ecologists who study communities study both commu-
nity structure as a whole and the interactions between individual species
within the community.

One of the most important characteristics of a community is the type and
number of species that comprise it. This characteristic is often termed 

 

biodi-
versity

 

. It is also important to measure the relative abundance of each species.
Species that are particularly abundant or that play particularly important
roles in the structure or function of a community are called 

 

dominant

 

 species.
The type of community that develops in a given area depends on factors
such as climate, soil, and other physical conditions. A relatively stable com-
munity that is characteristic of a given region is called the 

 

climax community

 

for that region.

 

FIGURE 14.2
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Community structure is not always static, but may change over time,
particularly in response to environmental change. Change in the structure
and composition of a community over time is called 

 

succession

 

. 

 

Primary
succession

 

 refers to the development of a community on a previously uncol-
onized area; 

 

secondary succession

 

 refers to changes that occur following some
perturbation of an existing community. During each of the various stages of
succession, organisms dominate that are best able to adapt to the current
conditions. These organisms, in turn, affect conditions in such a way as to
allow other species to survive and prosper. These changes continue until a
stable stage evolves, which is usually the climax community for the region.

Along with physical conditions, the other major factors involved in the
determination of community structure are the interactions between different
populations within the community. For example, different species may com-
pete for a common resource. In fact, two species that are too similar in resource
and environmental requirements (in other words, too similar in their 

 

niche

 

,
or role that each plays in the community) generally cannot coexist in the same
community. Other interactions include 

 

predation

 

 (where the predator survives
by killing and eating the prey), 

 

parasitism

 

 (where the parasite derives nour-
ishment from the host, but generally without causing the host’s death), and

 

mutualism

 

 (where both species gain some advantage from a relationship).
Toxicants can affect community structure and function in several ways.

Effects on a particularly sensitive population may not be limited to that
population, but may affect other populations with which that species inter-
acts (Figure 14.3). These interactions are not, however, always easily predict-
able. Elimination of species through effects of toxicants will in many cases
lead to a decrease in biodiversity within a community. Sometimes, however,
this is not the case. For example, elimination of a dominant insect competitor

 

FIGURE 14.3
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through pesticide use may actually increase biodiversity by allowing a more
equitable competition for (and thus sharing of) resources by a greater number
of species.

Predator–prey interactions can also be affected by the introduction of
toxicants into the environment. Reduction in the number of individuals in
a prey population, for example, may also adversely affect one or more
predators that depend on that particular prey for a substantial portion of
their diet. Likewise, loss of a major predator species can also have a signif-
icant impact on community structure. Removal of predation pressure can
lead to either an increase in biodiversity, if more species are allowed to
flourish, or a decrease in biodiversity, if the absence of predation allows one
species to become dominant. Sublethal effects of toxicants on predator or
prey may also perturb normal predator–prey dynamics.

 

Effects of Toxicants at the Ecosystem Level

 

A community together with its physical environment comprises an 

 

ecosystem

 

.
There are many different types of terrestrial and aquatic ecosystems, each
with its own unique properties that must be considered when studying the
effects of pollutants. Two processes that are commonly studied in ecosystems
are 

 

energy flow

 

 and 

 

material cycling

 

. Toxicants can disrupt either one of these.

 

Energy Flow in Ecosystems

 

The initial source of energy for ecosystem processes comes from the elec-
tromagnetic radiation emitted by the sun. 

 

Autotrophs

 

 are organisms with the
capability of trapping this electromagnetic energy and storing it in the
chemical bonds of molecules such as glucose. These organisms (plants,
protists, bacteria) that build energy-storing molecules function as 

 

producers

 

in the ecosystem.
The rate at which energy is stored by producers is called the 

 

primary
productivity

 

 of the ecosystem. Of this energy, some is used by the producers
themselves to maintain physiological processes necessary for their own sur-
vival. The excess energy remains stored in the molecules that make up the
structure of the organisms, or in other words, in the 

 

biomass

 

 of the organisms.
The second level of organisms in an ecosystem is the organisms that feed

directly on the consumers. These organisms are the 

 

primary consumers

 

 or

 

herbivores

 

, such as some insects, mammals, and birds. Of the energy these
organisms consume, some goes to maintaining their physiological processes
and some is stored in their own biomass. 

 

Secondary consumers

 

 or 

 

carnivores

 

(such as many amphibians and some mammals), in turn, feed on primary
consumers. 

 

Omnivores

 

 may feed on both producers and primary consumers.
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The energy remaining in organic waste products (including dead organisms)
is used by 

 

detritivores

 

 such as bacteria and fungi. Graphic representations of
the feeding relationships between different organisms in an ecosystem are
called 

 

food webs

 

.
Each of these levels of organisms (producers, primary consumers, second-

ary consumers, etc.) is called a 

 

trophic level

 

, and the biomass at each trophic
level is less than that at the level below. This is because the organisms at
each level use some of the energy they receive from the level below, and
therefore have less to store as biomass. This concept can be visualized with
an 

 

energy pyramid

 

, showing the relative amount of stored energy available
at each level (Figure 14.4).

Because of the tight interrelationships between levels, the impact of a tox-
icant that affects organisms at one level has the potential to spread to other
levels as well. For example, toxicant exposure has the potential to decrease
productivity in both terrestrial and aquatic ecosystems. This toxicant-induced
biomass reduction in producers may then lead to even longer-lasting and
more significant biomass reductions at higher trophic levels. This enhanced
effect is partly because producers tend to be r strategists while secondary
consumers tend to be K strategists. Toxicants that affect detritivores may also
impact the entire ecosystem by preventing metabolism and release of nutri-
ents for use by producers. For example, studies have shown that metal-
contaminated leaf litter is broken down at a slower rate than noncontami-
nated litter. Changes in soil pH can also impair detritivore function.

 

Material Cycling in Ecosystems

 

The cycling of substances such as water, nitrogen, carbon, and phosphorus
through an ecosystem is also critical to ecosystem health. In the 

 

hydrologic
cycle

 

, water molecules cycle between the ocean, ice, surface water, ground-
water, and the atmosphere. In the 

 

nitrogen cycle

 

, nitrogen in the atmosphere
is converted by bacteria to ammonia, nitrite, and nitrate. Plants can absorb

 

FIGURE 14.4
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ammonia and nitrate and incorporate them into proteins. Animals then get
their necessary nitrogen by consuming plant products. Other soil bacteria
convert nitrogen-containing organic wastes back into ammonia. Some bacte-
ria are also capable of converting nitrogen-containing organic compounds
back into gaseous nitrogen. Other important cycles are the 

 

carbon cycle

 

 and
the 

 

phosphorus cycle

 

. These cycles can be disrupted by alterations in the
environment. The carbon cycle, for example, has been altered by the increased
input of carbon dioxide resulting from combustion of fossil fuels (Figure
14.5). This may ultimately lead to significant changes in global climate.

An understanding of material cycling is important in ecotoxicology
because toxicants that are released into ecosystems also cycle. The study of
how chemicals move through the environment is called 

 

chemodynamics

 

. Tox-
icants may be transported as gases or particulates through the air, dissolved
or adsorbed on the surface of particles in the water, or may leach through
soils. 

 

Residence times

 

 may be calculated by dividing the total mass of a
toxicant by the rate of change (input or output). Residence times for toxicants
in the atmosphere are often only a few days, while toxicants in water may
have residence times of weeks or months. The residence times for toxicants
in soils, however, tend to be much longer: often for hundreds or thousands
of years. Sediments on the bottoms of lakes, streams, and oceans may become
sinks for pollutants, potentially exposing bottom-dwelling organisms to tox-
icants for many years.

 

FIGURE 14.5

 

The carbon cycle, along with two potential environmental impacts that can alter it.
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Toxicants in the environment may also be carried by or concentrate in
biological tissues through physical processes (such as filter feeding) or chem-
ical processes. The degree to which a chemical is available for uptake by
organisms is called its 

 

biological availability

 

,

 

 

 

or 

 

bioavailability

 

.
Nonpolar, lipophilic compounds in particular tend to undergo 

 

bioconcentration

 

(or as it is also called, 

 

bioaccumulation)

 

. The bioconcentration factor of a toxicant
is the ratio of the concentration in a particular organism to the concentration of
the toxicant in the environment. In general, the higher up in a food web, the
more susceptible an organism may be to effects due to bioconcentration.

One example where bioconcentration
played an important role is in the actions
of the pesticide DDT. Although levels of
DDT in small aquatic species were lower
than 1 ppm, levels in birds of prey (carni-
vores at the top of the food web) reached
as high as 25 ppm. These levels were suf-
ficient to interfere with eggshell forma-
tion, dramatically reducing the numbers
of viable offspring in affected populations.
Increasing bioconcentration through the
food web does not always occur, however. For some metals, bioconcentration
is highest in the producers and declines at higher trophic levels.

Toxicants may move through the envi-
ronment unchanged, or may be altered
through chemical or biological interac-
tions. Some toxicants undergo abiotic
transformation, reacting with chemicals
in the environment, while others may be
metabolized by bacteria or other species. For some compounds, these
changes may lead to detoxification, but for other relatively nontoxic com-
pounds, the end result may be activation or transformation to a more toxic
form. Metals, for example, may be methylated by microorganisms to form
more toxic organometals.

 

Examples of Ecosystems and Vulnerability to Impact 
by Toxicants

 

Marine Ecosystems

 

Water in the oceans is in the form of salt water, with a salt concentration of
35%. Water temperature can range from very cold for water near the poles
and near the ocean bottoms to very warm for surface waters near the equator.
Waves and currents move both surface and deep waters. The oceans can be

DDT
See also:

Neurotoxicology
Ch. 10, p. 190

Environmental
toxicology Ch. 17, p. 319

Organochlorine
pesticides

Appendix, p. 344

Biotransformation
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Biotransformation
Ch. 3, p. 27 

 

2856_book.fm  Page 271  Thursday, November 17, 2005  10:28 AM



 

272

 

Principles of Toxicology, Second Edition

 

divided into zones (Figure 14.6). The 

 

littoral 

 

and 

 

neritic

 

 zones are the most
productive. The greatest biodiversity is found here, where many different
species of 

 

phytoplankton 

 

(photosynthetic protists), 

 

zooplankton

 

 (herbivorous
protists), and 

 

nekton

 

 (free-swimming organisms) live. The 

 

benthos

 

, too, sup-
ports a high degree of biodiversity, even in very deep regions.

The open ocean is vulnerable to several
different types of pollutants. Some of the
most serious problems are accidental oil
spillage and leakage, deliberate offshore
dumping of hazardous and radioactive
wastes, and disposal of nondegradable
plastics such as fishing line and nets or
plastic soda can rings.

Probably the most significant pollution problems in the ocean, though,
occur in the areas where aquatic and terrestrial ecosystems meet — the
shorelines. 

 

Rocky shores and sandy shores, particularly in popular resort areas,
suffer from impacts such as habitat destruction and sewage disposal. The
same threats that affect the open ocean (oil, plastic debris, hazardous waste)
can also wash up onshore, causing problems. Specialized shoreline ecosys-
tems such as coral reefs (tropical offshore structures built from the skeletons
of animals called corals) and marine wetlands such as salt marshes or man-
grove forests can also be affected. Estuaries (areas, typically at the mouth of
a river, where freshwater meets salt water) are particularly vulnerable to
pollution. They may receive heavy pollutant loads from upriver, from the
ocean, and finally from municipal, agricultural, and industrial activities con-
centrated around the estuary itself. Because many important commercial fish

FIGURE 14.6
Zones in the ocean.
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and shellfish harvesting operations are located in estuaries, pollution of these
areas can have significant economic as well as ecological impact.

Freshwater Ecosystems

Lakes and ponds are examples of lentic, or still water, ecosystems. They are
inland depressions filled with water, which may be formed when glaciers
gouge out the land or when streams become dammed (by either natural or
man-made processes). Lakes, like the oceans, can be divided into zones
(Figure 14.7). As in the ocean, the most productive and diverse zone is the
littoral. Emergent and floating plants, insects, and fish dominate this zone.
The limnetic zone contains mostly phytoplankton and zooplankton, along
with some fish.

In temperate climates (climates that have changing seasons), lakes go through
seasonal changes (Figure 14.8). The density of water varies with temperature,
with the highest density at 4˚C. Because of this, in the summer lakes become
stratified, with the warmest (lowest-density) water at the surface and progres-
sively cooler, denser water at greater depths (down to 4˚C on the floor).
Because mixing does not occur, oxygen remains highest at the surface, where
it enters the water through diffusion or is produced by phytoplankton.
Organic material and nutrients, on the other hand, become concentrated near
the bottom. Pollutants also may not disperse evenly through the lake, but
may be concentrated in a particular layer, leading to the development of
higher concentrations of toxicants than might otherwise be predicted.

In the fall, the water on the surface cools, becomes more dense, and sinks.
The next warmest layer is then moved to the surface, where it, in turn, cools
and sinks. Eventually, the whole lake approaches the same temperature and
waters throughout the lake mix. This is called overturn. In the winter, strat-
ification occurs again, except with the coldest waters (0˚C) at the surface and
the progressively warmer, more dense layers below (again, down to 4˚C on
the bottom). Then, in the spring, as the surface waters warm, overturn occurs
again, mixing oxygen, nutrients, and also toxicants throughout the lake.

FIGURE 14.7
Zones in lakes.
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As lakes age, they tend to become more
shallow. Runoff from surrounding areas
and silt from streams bring in sediment
and organic matter, which is deposited on
the bottom of the lake. This input adds
nutrients to the ecosystem. Young lakes

are usually oligotrophic, or nutrient poor. Older lakes are eutrophic, or nutrient
rich. This input of nutrients generally stimulates plant growth, and eutrophic
lakes are frequently characterized by a heavy growth of algae. Excessive
input of sediments and nutrients as a result of human activities around a
lake can lead to accelerated aging of a lake — a phenomenon called cultural
eutrophication. This phenomenon is accentuated in glacial lakes, which, in
pristine condition, are especially oligotrophic; therefore, human inputs, such
as lawn fertilizer, result in dramatic eutrophication.

The qualities of lotic (moving-water) ecosystems such as rivers and streams
are determined by several different variables, including the characteristics
of the channel and the nature of the surrounding terrain, as well as climate
conditions such as annual rainfall. Upstream, near the source, rivers and
streams tend to be faster moving, eroding sediment from the bottom that
will later be deposited downstream as velocity slows. Typically, rivers and
streams consist of alternating riffles, which are areas of rapid and turbulent
flow, and pools, which are deeper and have slower flow. Moss and algae
grow attached to rocks in the streambed, and insects and fish live in both
fast- and slow-moving areas.

In the processes of material cycling and energy flow, lotic ecosystems
receive a good deal of input from outside sources (organic matter falling or
being washed into the water, overland runoff, precipitation, or seepage from

FIGURE 14.8
Lake stratification and overturn in temperate climates.
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the ground). Toxicants also enter the ecosystem in this manner. Historically,
industrial and municipal waste has been dumped into nearby rivers with
little or no treatment. Agricultural runoff containing pesticides and fertilizers
has also been a problem.

Transport through the atmosphere also
plays a role in the movement of toxicants
from one aquatic system to another. Glo-
bal transport of organochlorine pesticides
is likely to have resulted from volatiliza-
tion into the atmosphere, followed by fall-
ing in rain at distant locations. Another acute example of this pathway was
observed in the case of radioactivity from the Chernobyl fire, which was
carried in a plume over Stockholm, but contaminated more northern areas
of Sweden, where the plume was mixed with rainfall.

Freshwater wetlands are also impacted by water pollution. Freshwater
wetlands can be defined as land areas that are periodically saturated with
water. Examples include marshes (characterized by grasses as dominant veg-
etation), swamps (wooded wetlands), and bogs (wetlands dominated by sph-
agnum moss). Wetlands serve as important wildlife habitats, and high
concentrations of toxicants can threaten the survival of many species. Wet-
lands are often destroyed to provide land for agricultural or other commer-
cial uses.

Terrestrial Ecosystems

The tundra occurs both at high latitudes (arctic tundra) and at high altitudes
(alpine tundra), where the weather is so cold that much of the ground remains
frozen all year round. In the summer, the upper layers of the ground may
thaw, but the lower levels remain frozen. The water released by the thaw
then remains on the surface, forming wetlands. Because the ground is so
cold, activity of the decomposers in the soil is much slower than in warmer
climates. Thus, nutrient turnover is limited. Dominant vegetation consists
of moss, lichens, and grasses. In the summer, insects are abundant, as are
birds (many of which nest in the wetlands) and mammals such as hare,
caribou, and wolf.

The tundra is an example of a fragile ecosystem, meaning that it is slow
to recover from perturbations. Several of the world’s oil fields occur under
the tundra, and as a result, this ecosystem has been exposed to significant
pollution problems. Oil spills and leaks are always a threat. Evidence has
shown, however, that tundra vegetation can recover, although slowly, from
such spills. Another threat is the additional organic waste produced by
human colonization of once remote areas (remember, rate of decomposition
is quite slow). The Arctic National Wildlife Refuge (ANWR) is an example of
a tundra ecosystem that some individuals would like to open up for oil
exploration and others would prefer to see remain as wilderness.

Water Pollution
See also:

Environmental
toxicology Ch. 17, p. 313 
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The dominant feature of grasslands is grass. This ecosystem is also the home
to many insects and small, burrowing mammals. Grassland ecosystems are
characterized by moderate rainfall that is frequently seasonal in nature. Fire
is often an important force in maintenance of grasslands.

Unfortunately, much of the world’s original grassland ecosystems have
been converted to farming and grazing lands. The tallgrass and shortgrass
prairies of North America, the pampas of South America, the veld of Africa,
and the steppes of Eurasia have all been severely impacted. As far as effects
of toxicants, probably the greatest threat to remaining grasslands is the
contamination by pesticides used to manage adjacent agricultural lands.

Deserts are characterized by low rainfall, typically occurring as infrequent
heavy cloudbursts. Temperatures in a desert may fluctuate widely during
the day, ranging from very warm during the day to very cool at night.
Dominant vegetation types are cacti and shrubs, and animals include insects,
reptiles, birds, and mammals. Deserts are fragile ecosystems and in many
parts of the world are threatened by the pollution that accompanies human
activities such as oil drilling. People also frequently attempt to farm and
graze on the marginal lands surrounding deserts. Overgrazing or loss of
topsoil there can lead to desertification of these lands. Improper irrigation can
also create problems. Evaporation of irrigation water can leave a residue of
salts that are toxic to many desert plants.

There are many different types of forests. The taiga is a forest found at high
altitudes and latitudes that is dominated by coniferous trees. Temperate forests
occur in temperate zones and may be coniferous, deciduous, or mixed.
Tropical rain forests occur where rainfall is heavy and even and the temper-
ature is warm year-round. These ecosystems are all subjected to destruction
through logging and also to air and water pollution caused by industrial
activities (including logging, mining, and operation of power plants), and
they are vulnerable to erosion.

Ecotoxicological Testing Methods

Single Species Testing

Classic single species toxicology testing, of the type discussed throughout
this book, plays an important role in ecological toxicology. The difference is
that instead of pursuing a goal of better understanding the effects of toxicants
on human health (a direction in which most toxicological research is
focused), ecotoxicologists are interested in better understanding the effects
of toxicants on a variety of species. As such, it is more appropriate to work
with a variety of species, including nonmammalian species such as insects,
mollusks, amphibians, fish, or birds. Typical test organisms may include
algae, daphnids, shrimp, honeybees, quail, trout, and fathead minnows.

2856_book.fm  Page 276  Thursday, November 17, 2005  10:28 AM



Ecological Toxicology 277

Aquatic toxicity tests are often somewhat difficult to design, due to the
complex chemistry of water. Water temperature, pH, ion concentrations,
suspended solids, and dissolved gases, among other factors, must be closely
monitored in order to accurately model real-world conditions. Systems can
be either static, where water in the system is not changed during the test, or
flow-through, where water is constantly removed and replenished. Flow-
through systems, although more difficult to set up and maintain, are better
both for providing acceptable water quality and for maintaining stable tox-
icant concentrations.

Most ecotoxicological testing to this
point has focused less on mechanisms of
action of toxicants, and more on identify-
ing endpoints with which to quantify tox-
icity. Although measurement of the
relationship between dose and mortality
(the classic LD50) is usable in many situations, a more straightforward and
directly applicable correlation in ecological toxicology is the one between
environmental concentration and mortality. The LC50 measures the concen-
tration of toxicant in the environment (often an aquatic environment) that
is necessary to produce mortality in 50% of the test population. LC50 tests
are typically conducted for exposures ranging from 24 to 96 h in length.
Sublethal effects such as changes in behavioral patterns (activity, feeding,
reproductive, etc.) and effects on oxygen utilization and respiration can also
be measured.

Many studies focus on identifying species that are particularly sensitive
to the effects of a toxicant. These critical organisms (sometimes called sentinel
species) would be expected to be among the first components of an ecosystem
to be affected by the toxicant. Therefore, monitoring the well-being of sen-
tinel species can be used as an early-warning system for detecting toxicant
effects on ecosystem health. This concept is called biomonitoring.

Different developmental stages may also have different sensitivities to tox-
icants. In early-life-stage toxicity testing, organisms are exposed from fertili-
zation through early juvenile stage, and growth and survival are quantified.

Finally, to complicate matters further, real-world ecological exposures
often include exposures to many different toxic chemicals, sometimes simul-
taneously. Therefore, sophisticated techniques for analyzing and predicting
effects of mixtures must often be used.

Microcosms

Single species tests are, however, insufficient for ecological toxicology test-
ing. Because of their single species design, they are, by definition, unsuitable
for measuring community- and ecosystem-level interactions. These effects
may be investigated in the laboratory setting by the use of microcosms —
artificial ecosystems designed to model real-world processes. Microcosms

LD50
See also:

Measuring toxicity
Ch. 1, p. 5
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are generally much less complex than a complete ecosystem, containing only
a few selected species in an environment generally limited by size.

Terrestrial microcosms (consisting of soil along with resident microorgan-
isms and invertebrates) are often used to study the fate and transport of
pollutants (including microbial metabolism), along with pollutant effects on
detritivore function. More complex systems may include plants and even
some small vertebrates (typically amphibians such as salamanders or toads).
Setting up an aquatic microcosm involves the same complications discussed
earlier for single species aquatic testing. Systems may be static or flow-
through, and can be used to study fate and transport of toxicants as well as
predator–prey interactions and behavior.

Field Studies

Study of an actual toxicant-contaminated ecosystem is probably the best way
to study the full set of complex interactions that characterize such a system.
Samples of biotic and abiotic components can be taken and analyzed by gas
chromatography, HPLC, atomic absorption spectroscopy, etc., for toxicant
levels. Population sizes can be estimated and monitored through various
ecological sampling methods. However, the actual effects of the toxicant can
be difficult to determine without either (1) historical data on the area dating
back to before contamination occurred or (2) a similar, uncontaminated eco-
system to use as a basis for comparison.

Mathematical Modeling

Finally, there are a number of ecotoxicological processes that can be modeled
mathematically. For example, the fate and transport of a toxicant in an
ecosystem may be predicted by using structure, lipid/water partition coef-
ficient, and other physical or chemical properties in conjunction with eco-
system properties, such as soil and water chemistry, population levels, and
predator–prey relationships. One type of tool that can be helpful in this sort
of analysis is the development of quantitative structure-activity relationships
(QSARs) (see Chapter 6 Case Study). QSAR methods first require databases
relating chemical structure of compounds with their known endpoints (such
as fate and transport parameters). Mathematical methods can then be devel-
oped to predict endpoints for untested chemicals.

One issue with environmental models is the fact that, due to complexity
of ecosystem processes, they can very quickly become tremendously com-
plex. Often, in order to simplify them, assumptions and estimations are made
that may or may not be totally valid. Mathematical models, of course, are
developed and validated through the use of field studies, and thus cannot
completely replace these sources of information.
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Molecular and Cellular Ecotoxicology: A New Direction

New tools and techniques in the areas of cellular and molecular biology have
led to advances in ecotoxicology as well. One such new direction is in the
identification of biomarkers, which are measurable changes in cellular or
biochemical processes or functions in ecosystem components. The identifi-
cation and measurements of appropriate biomarkers can help to predict
potential ecosystem dysfunction — much like taking a person’s temperature
can help predict the state of his health. Examples of biomarkers include
measurement of DNA damage in blood cells, measurement of activity of
pesticide-sensitive enzymes such as plasma cholinesterases, or measurement
of inducible cytochrome P450 levels in the organisms of an ecosystem.

Another new direction in ecotoxicology
is that of gene expression profiling. Using
the techniques of genomics, expression of
genes can be compared between organ-
isms in various populations, or between
organisms in the same population but sampled at different times. Among
the genes whose expression may relate to ecosystem stress are genes
involved with the stress response (such as stress protein genes) and genes
involved in xenobiotic metabolism.

Techniques that can be used to study
gene expression include quantitative RT-
PCR, as well as cDNA microarrays. The
ability to measure gene expression has the
potential, in fact, to provide numerous
biomarkers for ecosystem stress. For this
to become a truly useful technique, how-
ever, additional work needs to be done in
sequencing genomes and identifying
genes in a wider variety of organisms.
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15

 

Applications: Pharmacology and Toxicology

 

While toxicology is the science that focuses on the adverse effects of biolog-
ically active substances, its sister science, 

 

pharmacology

 

,

 

 

 

focuses instead on
the potential therapeutic benefits that can be derived from deliberate admin-
istration of those substances. In fact, these two sciences are opposite sides
of the same coin, applying the same basic tools and techniques to under-
standing the impact of xenobiotic chemicals on body functions. Indeed,
toxicologists play a major role in the discovery, development, and testing of
both over-the-counter and prescription drugs.

 

Basic Principles of Pharmacology

 

Most of the basic principles of pharmacology are identical to the basic prin-
ciples of toxicology. Whether you are concerned about adverse effects or
therapeutic effects, you still want and need to know, for example, how a
substance enters and leaves the body, what modifications are made to it
while it is there, and how it interacts on a molecular basis with body tissues.

 

Pharmacokinetics and Drug Delivery

 

Pharmacologists and toxicologists working on developing new drugs are
vitally interested in the 

 

pharmacokinetics

 

 of those drugs. The principles of
pharmacokinetics and toxicokinetics are virtually identical and have been
covered in Chapter 2. There are some applications of those principles, how-
ever, that are relatively unique to pharmacology, specifically to drug devel-
opment. These applications primarily deal with designing and implementing
effective delivery methods for drugs.

For any drug there is typically a minimum plasma concentration that must
be reached in order for the drug to produce its therapeutic effect. This con-
centration is sometimes known as the 

 

minimum effective concentration 

 

(MEC).
At the same time, there is also a plasma drug concentration at which unac-
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ceptably toxic effects begin to occur. This is sometimes known as the 

 

minimum
toxic concentration

 

 (MTC). The goal of pharmacokinetics is to develop a deliv-
ery method and dosing regimen that produces plasma concentrations that
quickly rise above the MEC but do not reach the MTC (Figure 15.1).

There are a number of ways to modify the pharmacokinetics of a drug.
One is by route of administration. Drugs can be administered through the
three major routes already discussed: oral, respiratory, or dermal. Other
options include 

 

subcutaneous injection 

 

(injection underneath the skin), 

 

intra-
muscular injection 

 

(injection into the muscle), or 

 

intravenous injection 

 

(injection
directly into a vein). Rates of absorption of a drug through these routes will
vary, depending on the route and the physical and chemical characteristics
of the drug.

Of course, drug absorption and delivery can also be modified through a
number of mechanisms. The use of coatings, for example, can influence the
rate of drug release in the gastrointestinal tract, and attachment of other mol-
ecules such as antibodies can target the drug to a particular tissue. New drug
delivery systems are not only an important aspect of the development of many
new drugs, but they can also enhance the effectiveness of existing drugs.

New directions in drug delivery include the use of biodegradable polymers
to form 

 

microparticles

 

, structures that can be used to encapsulate drugs,
protecting them from immune system attack, moving them across the

 

FIGURE 15.1

 

The changes in plasma concentration of a drug with time on a repeated dosing schedule. The
goal is to produce concentrations that do not drop below the minimum effective concentration,
but do not rise above the minimum toxic concentration.
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blood–brain barrier, and even regulating the rate of release of the drug into
the bloodstream. 

 

Nanoparticles 

 

are similar structures that are small enough
to be taken up intact into cells or even into intracellular compartments.

 

Peptide segments

 

 that can cross cell membranes have also been discovered
and have the potential to serve as carriers for other proteins and peptides
that cannot cross lipophilic barriers. 

 

Dendrimers

 

, which are highly branched,
globular polymers, can be synthesized to have specific molecular weights,
backbones with the desired level of biodegradability, and the ability to bind
to and carry specific therapeutic molecules.

New technologies have also been developed to help deliver drugs 

 

trans-
dermally

 

 (across the skin). Because of the barrier properties of intact skin,
only very lipid soluble molecules can normally be delivered in this fashion.
Timed-release patches, however, have been developed that can deliver these
drugs at a constant rate. Patches that generate small electric fields have also
been harnessed to force higher-charged molecules across the skin in a process
called 

 

iontophoresis

 

.

 

The Magic Bullet: Mechanisms of Action and Side Effects

 

Drugs, like toxicants, bind to molecular sites within the cell to exert their
effects. Basically, drugs act through the same basic mechanisms of action as
described in Chapter 4. The ability of a drug to produce a desired physio-
logical effect is known as its 

 

efficacy

 

, while the relationship between the dose
of the drug and the response describes its 

 

potency

 

 (the lower the dose that
is required to produce the desired effect, the higher the potency of the drug).

Some drugs are rather specific in acting on one intracellular target; others
are more general. Researchers are always searching, of course, for the pro-
verbial 

 

magic bullet

 

, a drug that has the desired therapeutic effect and no
other. Most drugs, however, far from being magic bullets, have a wide range
of less desirable effects that accompany the desired effect. These 

 

side effects

 

arise either from interaction of the drug with other molecular targets or from
secondary effects accompanying interaction with the primary target. One
role of toxicologists in the area of pharmacology is to work to understand
and minimize potentially hazardous side effects.

The relationship between the dose of a
drug necessary to produce therapeutic
effects and the dose that produces toxic
effects is an important consideration in
evaluating the usefulness of a drug. This
relationship can be quantified by what is
known as the 

 

therapeutic index

 

, which is the ratio between the LD

 

50 

 

of a
drug and the 

 

ED

 

50 

 

(which is the dose that produces the desired therapeutic
effect in 50% of a test population). The higher the therapeutic index, the
safer the drug. Drugs with a narrow therapeutic index include 

 

lithium

 

 (used
to treat manic-depressive disorder), 

 

warfarin

 

 (an anticoagulant), 

 

phenytoin

LD50
See also:

Quantitation of
toxicity Ch. 1, p. 5
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(an anticonvulsant and antiarrhythmic),
and 

 

digoxin

 

 (used to treat congestive
heart failure). The therapeutic index of
tetrodotoxin, which is currently in for-
eign trials as an analgesic, is also likely
to be very narrow.

Like toxicants, drugs can interact
together in additive, synergistic, or antag-
onistic fashion. One of the challenges of
physicians and pharmacists, in fact, is to
coordinate and manage the drugs a
patient may be taking, and make sure that
the interactions between them do not pro-
duce unintended consequences. This may

particularly be a problem when patients self-medicate (with herbal medi-
cines, for example) without informing their physician. Warnings of known
negative interactions are provided on the pharmaceutical label under “con-
traindications.” Some contraindications also arise from genetic or disease-
related variations in the biotransformation of the drug.

Patients can also develop 

 

tolerance

 

 to the effects of many drugs. This means
that a higher dose of the drug is required in order to produce the same
effects. There are two primary mechanisms of tolerance: pharmacokinetic
and pharmacodynamic. 

 

Pharmacokinetic tolerance

 

 occurs when a drug is inac-
tivated at an increased rate due to the induction of cytochrome P450 enzymes
or other enzymes involved in xenobiotic metabolism. 

 

Pharmacodynamic tol-
erance

 

 occurs when cellular-level changes (such as up- or downregulation of
the number of receptors) affect the body’s response to the drug. Once toler-
ance develops there is a risk of 

 

withdrawal

 

 symptoms if the drug is suddenly
discontinued, as the body readjusts to its absence.

 

Drug Development and the Role of Toxicology

 

Prior to the federal Food, Drug and Cosmetics Act in 1938, pharmaceuticals
were not registered by the government. Drugs were prescribed at the dis-
cretion of the physician, usually a general practitioner, and were prepared
and sold at the discretion of the pharmacist, usually the owner of the phar-
macy. Pharmacists were educated to identify medicinal plants, plant prod-
ucts, and powders by taste and smell, and to prepare powders, tinctures,
and other formulations of the drugs as remedies. Prescriptions were usually
written by hand in Latin by the physician, and it was the duty of the
pharmacist to verify and, when necessary, correct the prescription.

 

TTX

 

See also:
Neurotoxicology

Ch. 10, p. 188

 

TTX, STX Appendix, p. 349

 

Induction

 

See also:
Biotransformation

Ch. 3, p. 34
Cellular sites

 

of action Ch. 4, p. 59
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Most drugs were natural products, usually of botanical origin. Botanicals
were complemented by inorganics, such as lithium citrate, and a few simple
synthetic organics such as aspirin. Raw materials were often imported
directly to the pharmacy; for example, dried opium poppies would some-
times arrive from the Middle East with the small harvesting knife still embed-
ded in the material. Most pharmacies formulated private brands of cough
syrups, often with codeine, and provided other common remedies, such as
an ethanol tincture of cannabis to be applied to corns on the feet.

This system of pharmacy based on natural products was highly developed,
and nearly every small town or neighborhood in the U.S. was served by a
general practitioner and an independent pharmacy. In the 1930s, however,
a chemical revolution of sorts occurred. Chemically synthesized organic
drugs and pesticides began to be available, and synthetic drugs replaced the
uses of many botanical medicines. And even where natural products con-
tinued to be used, powerful, pure active ingredients began to be isolated
and marketed by pharmaceutical companies, replacing the simpler prepara-
tions of the hometown pharmacist. This led to a greater role by the govern-
ment, both in overseeing the registration process for pharmaceutical
manufacturers and in mandating the recording and reporting of drug sales
by pharmacies.

Now, before a drug can be marketed, it must go through a rigorous set of
testing procedures that are specified by the 

 

Food and Drug Administration

 

(FDA), the agency that is in charge of drug safety. Typically, a 

 

new drug
application

 

 (NDA) may take about 2 or 3 years to be approved. This, of course,
is in addition to the 5 or 6 years it may take a pharmaceutical company to
develop a drug to the point of being ready to file an NDA.

Drugs, of course, have a 

 

chemical name

 

 (IUPAC name) that exactly describes
the chemical structure of the compound. In addition, once a drug appears
destined for the market, a 

 

nonproprietary

 

 name is assigned (which becomes
the 

 

official

 

 name once the drug is officially included in the U.S. Pharmaco-
poeia). Finally, companies that manufacture drugs choose their own trade-
marked 

 

proprietary

 

 

 

name

 

 (or 

 

trade name

 

) under which to market the drug. It
is possible for the same drug to have several different proprietary names if
it is marketed by several different manufacturers.

 

Preclinical Studies

 

The first phases of drug development take place in the laboratory and
involve 

 

in vitro

 

 testing in animal or human molecular or cellular systems, as
well as 

 

in vivo

 

 testing in animal models. Initially, the drug is considered to
be in what is known as the 

 

discovery phase

 

. In this early phase, the potential
drug or 

 

new chemical entity 

 

(NCE) is put through a series of screening tests
measuring both efficacy and toxicity. Screening tests are typically relatively
low cost procedures that can be carried out fairly rapidly, and are designed
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to quickly determine which NCEs are worth carrying forward to the next
phase of development.

A growing area of concern is the testing of 

 

new biological entities

 

 (NBEs),
which are typically products of recombinant technology and which may
have additional safety issues, such as their potential to invoke immunolog-
ical responses or the risk of contaminants arising from the recombinant
process. Drugs produced by biotechnology are often proteins of two catego-
ries: vaccines and antibodies. While the registration of modern conventional
drugs has been constrained primarily by safety, with toxicity being the failure
of many candidates, biotechnological drugs are more often constrained by
lack of efficacy or inconsistency thereof, and candidates are rarely eliminated
due to toxicity.

Once an NCE has passed through the initial screening process, require-
ments for toxicity testing become much more stringent. Laboratories are
required to follow a set of standard practices and protocols known as 

 

good
laboratory practices

 

 (GLPs). Toxicity testing focuses on the questions of iden-
tification of target organs and of development of the dose–response relation-
ship in terms of toxic effects. Dosing protocols that may be used include
acute, subchronic, and chronic, and a variety of parameters can be assessed,
including body weight, blood chemistry, urinalysis, pathology and histopa-
thology, and behavior. Specialized tests for mutagenicity and carcinogenicity,
as well as reproductive and developmental effects, should also be carried out.

 

Clinical Studies

 

When sufficient information from nonclinical testing has been gathered to
indicate that an NCE is both reasonably efficacious and reasonably nontoxic,
the NCE may enter 

 

clinical trials

 

. There are many ethical issues involved with
clinical trials. One of the main issues centers on the idea of 

 

informed consent

 

,
which means that volunteers for a clinical study must be fully informed as
to both the risks and the benefits that may result from their participation in
the study. Volunteers also must be free to leave the study at any time. In
addition, clinical trials are carefully monitored as they proceed and may be
stopped if the treatment being tested proves to be associated with an unfore-
seen and unacceptable level of risk. Occasionally, trials may also be stopped
if the treatment proves so efficacious that it becomes unethical to withhold
it from the control participants.

There are typically three phases to clinical trials. In 

 

phase I clinical trials

 

,
the NCE is tested on a small population of healthy volunteers. The primary
goals of phase I testing are to study the pharmacokinetics of the NCE, to
identify a safe dose range for the NCE, and to identify potentially problem-
atic side effects.

It is not until 

 

phase II clinical trials

 

 that individuals with the condition the
NCE is designed to treat are actually included. In phase II, the focus is on
determining efficacy of the NCE as well as confirming the safety. Typically,
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several hundred patients may be involved, and the trial takes the form of a
comparison between two groups. In some cases, one group receives the NCE
while the other group, the 

 

control group

 

, receives a 

 

placebo

 

 (an inactive sub-
stance). In other cases, if receiving a placebo instead of treatment would be
hazardous to the health of the control group, that group will receive what-
ever treatment is the current standard for that condition.

Phase II trials are generally conducted blind, meaning that the patients
do not know whether they are receiving the new treatment or a placebo.
This 

 

single-blind 

 

design guards against biases on the part of the trial partic-
ipants as they report on their experiences during the trial. In a 

 

double-blind

 

design, not only do the participants not know which group they are assigned
to, but the researchers also do not know. This avoids intentional or unin-
tentional biases not only on the part of the patients, but also on the part of
the researchers.

If the results from phase I and phase II are positive, the NCE can move
on to 

 

phase III clinical trials

 

. These trials are much larger (they may involve
thousands of patients) and are designed to confirm the safety and efficacy
of the NCE as indicated in phase II. Following this, application may be made
to the FDA to market the drug. Of all the NCEs that enter the discovery
pipeline, very few (only around 1 of every 10,000) will make it through to
FDA approval. Even then, testing may not be complete. The FDA can require
further monitoring (

 

phase IV clinical trials

 

) to ensure safety of the public.
Recently rofecoxib and celecoxib

(cyclooxygenase inhibitors) were found to
have side effects that were not identified
in the FDA registration process. This has
resulted in public criticism of the process
and a request from the FDA for recom-
mendations from the National Research
Council. At the same time, the cost and duration of drug development are
leading companies and investors to seek less expensive alternatives for the
process. And since drug manufacturers are increasingly multinational com-
panies with worldwide marketing strategies (in which the U.S. may not be
the priority market), drugs may begin to be initially tested and marketed in
countries with a more streamlined registration process, less expensive clin-
ical trials, and with a larger potential market, for example, in China or India.

 

Toxicogenomics and Drug Safety

 

The relatively new field of toxicogenomics
has the potential to greatly enhance the
ability to predict human toxicity of an
NCE. 

 

Marker genes

 

 can be identified that
are variably expressed under different conditions (including conditions asso-
ciated with toxicity). Then techniques such as RT-PCR (real-time PCR) or

Rofecoxib and Celecoxib
See also:

Toxicokinetics Ch. 3, p. 21
Cellular sites

of action Ch. 4, p. 70

Toxicogenomics
See also:

Toxicogenomics
Ch. 5, p. 79
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microarrays can be designed to measure expression of these genes. In fact,
microarrays designed to assay genes expressed during response to toxicants
are already available commercially. Genetics of nonresponding or hyperre-
sponding strains of model organisms can be used to identify candidate
targets in the genome by map position. Once a mapped marker is found
near the trait of drug response, the genome around the marker can be
scanned for genes encoding candidate proteins such as receptors, enzymes,
and transporters. Completion of both the mouse and rat genome has
enhanced this approach. This 

 

positional cloning

 

 is the same approach used to
find genes for disease.

 

The Return of Natural Products: Regulatory Issues

 

There is a recent upward trend in interest in botanical drugs and other
alternative medicines; however, these substances are frequently marketed as
dietary supplements, and thus are not regulated as stringently as pharma-
ceuticals. The Food and Drug Administration does monitor product safety,
product quality, and labeling issues for dietary supplements; however, the
products do not need FDA approval before being put on the market. If these
products make a health-related claim, they are required to state on the label
that the FDA has not evaluated the claim and that the product “is not
intended to diagnose, treat, cure, or prevent any disease.” Whether these
regulations do an adequate job of protecting the interests of consumers is
an issue that continues to be debated.

Regulatory responsibility aside, attempting to ensure the safety and effi-
cacy of natural products also poses some difficult technical questions. A
primary consideration is that the formulation of natural products can vary
widely in composition, as they often consist of multiple active ingredients,
and those can vary with cultivation and harvesting. Another consideration
is shelf life, because many natural products are sensitive to decomposition
due to storage conditions. This is in contrast to modern synthetic organic
drugs, which are typically composed of a single chemical compound that is
usually designed to be stable to oxidation. All of this means that analytic
chemistry of natural products for quality control is possible, but sometimes
complex and expensive.
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Applications: Forensic Toxicology

 

Forensic toxicology

 

 involves the application of toxicological principles to prob-
lems and questions pertaining to the legal system. Among the issues that
forensic toxicologists deal with are testing for alcohol and drugs in individ-
uals accused of criminal behavior (including drunk driving) and detection
of the use of poisons in criminal acts. Both of these activities typically involve
detection of chemical substances in human tissues, and thus are dependent
on techniques borrowed from analytical chemistry. In this chapter we will
look at the application of analytical toxicology to the problem of testing
biological samples for alcohol, drugs, and other poisons. We will also look
at examples of poisons used in the commission of crimes.

 

Analytical Toxicology

 

The role of an analytical toxicologist employed in the field of forensics is
typically the detection, identification, and quantification of poisons in human
tissues. This is important because the presence of most drugs and poisons
cannot be identified simply by physiological signs or symptoms. In fact,
prior to the development of analytical methods in the early 1800s, poisoners
were quite likely to get away with their crime, and deliberate poisonings are
thought to have been quite common.

The first issue that must be dealt with is the collection and handling of the
samples to be tested. In working with living subjects, blood, urine, and even
hair samples can be taken and have proven useful. In 

 

postmortem

 

 (after death)
cases, these samples would most likely be supplemented by tissue samples
from a number of organs, including brain, liver, and kidney. If available,
gastrointestinal contents might also be sampled, and there have even been
cases where the chemical analysis of larvae that have been feeding on a badly
decomposed body has been found to be useful.

Preparation of the sample depends in part on the analytical technique to
be employed, but in general involves using the physical and chemical prop-
erties of compounds to achieve separation. Forensic toxicologists classify
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poisons into several groups according to these characteristics and according
to methods necessary to analyze the substances. One grouping that is used is:

• Group I: Gases
• Group II: Volatile substances
• Group III: Corrosive agents
• Group IV: Metals
• Group V: Anions and nonmetals
• Group VI: Nonvolatile organics
• Group VII: Miscellaneous poisons

A variety of analytical tools are used in the forensics laboratory to detect
and quantify substances from these categories. The most common include
thin-layer chromatography, high-performance liquid chromatography, gas
chromatography–mass spectroscopy (GC-MS), and immunoassays.

 

Thin-Layer Chromatography

 

Thin-layer chromatography

 

 (TLC) is a separation technique that offers simplic-
ity and economy as advantages; also, many samples can be analyzed simul-
taneously. The technique was described and illustrated in extraordinary
detail by Egon Stahl (1969). In TLC a 

 

mobile phase

 

 (in normal phase TLC, this
is a mixture of organic solvents, such as chloroform and methanol) is run
across a 

 

stationary phase

 

, which consists of silica gel spread on a glass plate.
The samples to be analyzed are spotted near the bottom portion of the plate
and allowed to dry. Then the plate is placed upright into a chamber, with
the bottom of the plate (below where the samples have been spotted) in
contact with the mobile phase. The mobile phase will then be drawn up
across the plate by capillary action.

As the solvent moves past the samples, the components of the samples
will migrate, with the speed of migration dependent upon the relative
affinity of the components for the mobile phase compared to the stationary
phase. When the leading edge of the solvent reaches the top of the plate, it
is removed from the solvent and allowed to dry. The location of the sample
components can then be visualized. It is convenient to expose the plate to
iodine vapors for initial visualization of purple spots; the iodine will sublime
after a few hours, allowing another method to be used. Stahl provided
methods for 264 stains or dyes that can be applied to react with the com-
ponent of interest (for example, the dye 

 

ninhydrin

 

 will react with amphet-
amines to produce a pink color). Alternatively, a fluorescent dye can be
incorporated into the solid phase, so that ultraviolet light will reveal the
sample components as dark spots against a bright background due to
quenching of the fluorescence. Note that a compound in the sample that
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also fluoresces, rather than quenches the background fluorescence, will be
invisible in the background.

The results of TLC can be quantified. The 

 

retention factor

 

 (Rf) is the ratio
of the distance that a sample component moves to the distance that the
leading edge of the solvent moves. Sample components can be tentatively
identified by comparing their Rf to the Rf of known substances (usually
standards that are run at the same time as the samples).

 

Gas Chromatography–Mass Spectrometry

 

In 

 

gas chromatography

 

 (GC), the stationary phase is a liquid and the mobile
phase, or 

 

carrier gas

 

, is generally an inert gas such as helium or nitrogen.
There are two main types of columns used in GC. In a 

 

packed column

 

, the
liquid is coated onto particles packed into a stainless steel or glass column;
in a 

 

capillary column

 

, the liquid is coated onto the walls of the column itself,
which is very narrow and typically made of glass. Samples are injected into
a heated port, where they are vaporized and carried into the column along
with the carrier gas. A detector then produces a signal as sample components
exit the column.

One common type of detector used with GCs is a 

 

flame ionization detector

 

,
which uses hydrogen/air flame to combust organic materials. The ions
generated in this process then produce an electronic signal that can be
measured. When the detector is hooked up to a recorder, a recording called
a 

 

gas chromatogram

 

 can be produced. This is a plot of the electronic signal
vs. time, and it typically shows a series of peaks that correspond to the
components of the sample. The time it takes for a substance to pass
through the column (

 

retention time

 

, Rt) can be compared to standards in
order to tentatively identify that substance. Also, since the area under
each peak is proportional to the concentration of that substance, compar-
ison with a standard of known concentration allows estimation of con-
centrations. 

 

Flame photometric

 

 detectors offer an increase of sensitivity over
flame ionization. Ever greater sensitivity is possible using specialized
detectors for halogenated compounds of interest or those containing nitro-
gen or phosphorus. The 

 

electron capture detector

 

, which uses a radioactive
source, can detect picograms of DDT due to the presence of five chlorine
atoms in the molecule.

Although the various forms of chromatography allow tentative identifica-
tion of substances based on comparison of Rf or Rt with standards, definitive
identification requires additional analysis. One of the most effective tech-
niques is 

 

mass spectrometry

 

, which is often used in combination with GC in
forensics laboratories. As the sample components exit the GC column, they
are routed into a vacuum chamber in the mass spectrometer, where they are
hit with a beam of electrons. This knocks electrons off of the sample mole-
cules, creating positive ions and breaking them into fragments. These ionized
fragments are then passed through an electromagnetic field, which separates
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them by their mass/charge ratio. The resulting spectrum plotting the abun-
dance and mass/charge ratio of each fragment is quite specific for a given
substance. Figure 16.1 shows a GC-MS analysis of an herbal infusion con-
taining the alkaloids atropine, harmine, and scopolamine. (This infusion was
given to around 30 individuals participating in a meditation session; all
recovered without incident.)

 

High-Performance Liquid Chromatography

 

High-performance liquid chromatography

 

 (HPLC) is similar to TLC and GC in
that there is both a mobile phase and a stationary phase, and sample
components are separated based on their relative affinity for the two
phases. In HPLC, however, the stationary phase is a column packed with
solid particles and the mobile phase is a liquid solvent. As the mobile phase
is pumped through the column, the sample is injected. A detector then
identifies the presence of components as they exit the column. Components
are identified by their Rt, the length of time it takes them to pass through
the column. As with GC, the Rt of an unknown can be compared with the
Rt of a known standard for tentative identification. Figure 16.2 shows an
HPLC chromatogram of steroids isolated from the skin and parotid glands
of toads.

The choice of column material, solvent, and detector in an HPLC setup
is made based on the components to be analyzed. 

 

Normal phase

 

 columns
use polar silica particles as the stationary phase, and a nonpolar organic
solvent is pumped through as the mobile phase. Dissolved chemicals of
interest passing through the column are retained differentially by adsorp-
tion on the silica, thus affecting a separation. 

 

Reverse phase columns

 

 contain
nonpolar derivatized silanes bonded to the silica particles, and a polar
solvent, such as water with methanol, is pumped through as the mobile
phase. Chemicals of interest are partitioned differentially between the
bonded reverse phase and the aqueous mobile phase, again effecting a
separation. Columns are also available that can separate materials based on
size (

 

size exclusion

 

) or on interaction with negative or positive charged
groups bonded to the stationary phase (

 

ion exchange columns

 

). Enantiomers
of chiral (right- and left-handed) chemicals can also be separated using
specialized chiral stationary phases.

HPLC columns may be coupled with any one of a number of different
detectors that identify the presence of compounds eluting from the column.

 

Refractive index detectors

 

 compare refraction of light between the solvent alone
and the solvent coming off the column, while other detectors measure light
absorption or fluorescence. 

 

Electrochemical detectors

 

 can detect compounds
that can undergo redox reactions. HPLC, like GC, can also be coupled with
mass spectroscopy to create a liquid chromatography–mass spectroscopy
(LC-MS) combination.
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Immunoassays

 

Immunoassays

 

 utilize the ability of specific
antibodies to bind with high affinity to a
substance of interest, such as a drug or
toxicant. These antibodies are produced

by combining the drug or toxicant with a protein (to ensure an immune
reaction), injecting it into an animal (such as a rabbit or goat), and then
isolating the resulting antibodies from the animal’s serum.

One commonly used immunoassay is the 

 

enzyme-multiplied immunoassay
technique

 

 (EMIT). This is frequently used to detect the presence of drugs in
urine. Two other methods, the fluorescent polarization immunoassay (FPIA)
and the radioimmunoassay (RIA), are also used by forensic scientists. In
competitive binding immunoassays such as EMIT, the first step is to prepare
a labeled version of the drug or toxicant of interest. In the case of EMIT, the
label is an enzyme that is attached to the drug or toxicant. The labeled drug
or toxicant is then combined with an antibody prepared against it, and
binding is allowed to occur (which generally inactivates the enzyme). Then
the sample being tested is added, and if it contains the drug or toxicant of
interest, it will displace some of the labeled drug or toxicant from binding
to the antibody. This displacement will then be detectable by an increase in
activity of the bound enzyme. Other competitive binding assays use radio-

 

FIGURE 16.2

 

HPLC chromatogram of steroids isolated from the skin and parotid gland of toads. (From Wang,
Z. et al., 

 

Biomed. Chromatogr.

 

, 18, 318, 2004. Copyright © 2004, John Wiley & Sons. Reproduced
with permission.)
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active or fluorescent tags and measure the decreases in radioactivity or
fluorescence with displacement.

 

Forensic Toxicology and Alcohol Use

 

Ethyl alcohol, or 

 

ethanol

 

, is the primary legal recreational drug in this coun-
try. Ethanol is an addictive central nervous system (CNS) depressant, hyp-
notic, and sedative, with dose-related neurological effects. Therefore,
measurement of ethanol concentration in the body is one important method
for quantifying the level of impairment of individuals who are under the
influence of the drug.

Ethanol is relatively quickly absorbed
through the gastrointestinal tract,
although the rate of absorption does
depend on stomach contents (alcohol is
more slowly absorbed in the presence of
other substances). Once absorbed, ethanol
is distributed throughout most body tis-
sues, with the exception of adipose tissue,
bone, hair, and other tissues that are low
in water content. Elimination of ethanol
occurs through excretion and metabolism
and follows 

 

zero-order kinetics

 

: it is elimi-
nated at a constant rate. As measured by
blood alcohol levels, this corresponds to
a decrease of approximately 0.015 to 0.020% w/v (weight per volume, or g/
100 ml) per hour.

About one half of alcohol detoxication to acetaldehyde is via 

 

peroxisomal
oxidation

 

. Large peroxisomes are found in liver and in kidney, and inside
these peroxisomes the enzyme 

 

catalase

 

 is found. Catalase uses the hydrogen
peroxide (H

 

2

 

O

 

2

 

) generated by other peroxisomal enzymes to eliminate both
alcohol and hydrogen peroxide in the following reaction:

H

 

2

 

O

 

2 

 

+ R

 

′

 

H

 

2

 

 

 

→

 

 R

 

′

 

 + 2H

 

2

 

O

where R

 

′

 

H

 

2

 

 would include phenols, formic acid, formaldehyde, and alcohol.
Another of the routes by which ethanol is eliminated from the body is

through the respiratory system. This is the basis for the 

 

breathalyzer test

 

, one
of the commonly used tests for ethanol intoxication. This instrument collects
a sample of air from the alveoli (individuals taking a breathalyzer test are
always instructed to breathe deeply) and exposes it to a potassium dichro-
mate, silver nitrate, and sulfuric acid mix. The ethanol reacts with the potas-

Ethanol
See also:

Reproductive
toxicology and
teratology Ch. 7, p. 135

Cardiovascular
toxicology Ch. 9, p. 168

Neurotoxicology
Ch. 10, p. 211

Hepatotoxicology
Ch. 11, pp. 224, 226, 227

Ethanol Appendix, p. 340
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sium dichromate and sulfuric acid (the silver nitrate acts as a catalyst),
resulting in the breakdown of the potassium dichromate. Since potassium
dichromate absorbs light at 420 nm, the disappearance can be monitored
and the concentration of ethanol in the air sample estimated. And since the
relationship between ethanol concentration in exhaled air and blood alcohol
levels is known, blood alcohol levels can then be calculated. The legal stan-
dard for intoxication in most states is a blood alcohol level of 0.10% (100
mg/100 ml).

 

Forensic Toxicology and Illegal Drug Use

 

The Controlled Substances Act

 

There is a network of laws regulating drug use, and it frequently falls to
forensic toxicologists to help identify violations of those laws. The 

 

Controlled
Substances Act 

 

defines five categories (

 

schedules

 

) of drugs, based on their
potential for abuse as well as their potential for legitimate medical use.
Schedule I

 

 

 

drugs have a high potential for abuse and no current medical use
in the U.S. Schedule II drugs also have a high potential for abuse, but do
have accepted medical uses. Schedule III, IV, and V drugs have progressively
lower potential for abuse, as well as progressively lower tendencies for
physical or psychological dependence to develop. Examples of drugs in each
of these categories are shown in Table 16.1.

The Controlled Substances Act is enforced by the 

 

U.S. Drug Enforcement
Administration 

 

(DEA). The DEA can prosecute for unauthorized manufac-
ture, sale, or possession of regulated drugs, their precursors, or 

 

designer drugs

 

,
which are chemically related compounds that share similar physiological
effects with regulated drugs.

 

TABLE 16.1

 

Examples of Drugs within the Various Schedules of the 

 

Controlled Substances Act

 

Schedule Examples

 

I Heroin
Lysergic acid diethylamide (LSD)
Marijuana

II Amobarbital
Methamphetamine
Cocaine
Morphine

III Anabolic steroids
IV Phenobarbital

Diazepam
V Preparations with low concentration of codeine 
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Drug Identification

 

The identification of drugs, whether it is of the drug itself or its presence in
body tissues, is typically performed using the analytical techniques
described earlier. These would include TLC, HPLC, and GC-MS. Other tech-
niques can include 

 

UV/VIS spectroscopy

 

 (some drugs absorb light at specific
wavelengths) or 

 

IR spectroscopy

 

 (which produces a characteristic IR finger-
print for each drug). For some drugs there are also 

 

color tests 

 

that can be
used for identification. For example, the 

 

Marquis reagent

 

 (2% formaldehyde
in sulfuric acid) turns purple in the presence of opiates.

 

Major Categories of Illegal Drugs: 
Neuroactive Drugs

 

Most illegal drugs are 

 

neuroactive

 

, exerting
their effects on the nervous system. 

 

Cen-
tral nervous system depressants 

 

produce
feelings of relaxation, remove inhibitions, and at high enough doses act as

 

sedatives

 

 (induce sleep). Examples of CNS depressants include ethanol, 

 

bar-
biturates

 

 such as 

 

amobarbital 

 

(blue heavens), 

 

pentobarbital 

 

(yellow jackets), and

 

secobarbital 

 

(Christmas trees), and 

 

benzodiazepines

 

 such as 

 

diazepam 

 

(trade
name 

 

Valium

 

®

 

).
Barbiturates stimulate GABA

 

A

 

 receptors, one subclass of receptors for the
inhibitory neurotransmitter GABA, and also seem to block AMPA receptors
(a type of glutamate receptor). Benzodiazepines also act on GABA

 

A

 

 recep-
tors, but through a different mechanism, potentiating the binding of GABA
itself. Overdoses of barbiturates can lead to coma and death through depres-
sion of respiration; benzodiazepines have a much higher margin of safety
than the barbiturates. Interestingly, the GABA antagonist Ro 15-4513, an
analog of flumazenil, was found to antagonize behavioral effects of ethanol,
suggesting that ethanol acts, at least in part, on GABA receptor–chloride ion
channels. 

 

Methaqualone 

 

(ludes) is another CNS depressant.
On the other side of the coin are the 

 

central nervous system stimulants. 

 

This
category includes 

 

amphetamines 

 

such as 

 

methamphetamine

 

 (crank) and 

 

cocaine

 

.
Amphetamines can be taken orally, intravenously, or smoked, and act by
stimulating the release of dopamine from presynaptic neurons. Cocaine, one
of the most addictive drugs known, is generally snorted (taken intranasally).
Crack cocaine is cocaine that has been heated with baking soda and water,
dried and broken into pieces, and then smoked. Cocaine acts by blocking
reuptake of dopamine, norepinephrine, and serotonin. Side effects of cocaine
use include increased risk for cardiac arrhythmias.

The 

 

opioids

 

, or 

 

narcotics

 

, are drugs that either are found in 

 

opium

 

 (a mixture of
around 20 alkaloids found in the juice of the opium poppy, 

 

Papaver somniferum

 

)
or are synthetic derivatives of those alkaloids. The primary alkaloid in opium
is 

 

morphine

 

; others include 

 

codeine

 

 and 

 

papaverine

 

. Synthetic opioids include

 

heroin

 

, formed by reacting morphine with acetic anhydride or acetyl chloride.

Neuroactive Drugs
See also:

Neurotoxicology
Ch. 10, p. 185
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Opioids interact with a set of receptors known as the 

 

opioid receptors

 

. These
receptors mediate pain and other pathways and produce feelings of eupho-
ria. Three groups of peptide neurotransmitters (the 

 

enkephalins

 

, the 

 

endor-
phins

 

, and the 

 

dynorphins

 

) serve as endogenous ligands for these receptors.
Physiological tolerance develops to the opioids, leading to physical depen-
dence on the drug and making it difficult to discontinue use. 

 

Methadone

 

 is a
synthetic opiate that is sometimes administered to heroin users to help
suppress the withdrawal symptoms associated with cessation of heroin use.
An overdose of opioids causes pupillary constriction and depresses respira-
tion. In fact, death from overdose is generally due to respiratory arrest.

Two final categories of neuroactive drugs are the 

 

psychedelic drugs 

 

and

 

marijuana

 

. Psychedelic drugs are sometimes also called 

 

hallucinogens

 

 and
produce distortions of perception and thinking. 

 

Lysergic acid diethylamide

 

(LSD) is the most potent of the psychedelic drugs, producing perceptual
distortions such as blurring of the self–nonself boundary, or 

 

synesthesias

 

, the
sensation that one hears colors or sees sounds. Although LSD often produces
feelings of elation and arousal, it can also engender panic and depression (a
“bad trip”).

LSD interacts with a subclass of serotonin (5-HT) receptors, and as little
as 25 

 

μ

 

g of the drug is sufficient to produce effects. Other psychedelic drugs
include 

 

phencyclidine

 

 (PCP), which binds to and blocks NMDA receptors.
PCP was developed as an anesthetic but proved to be somewhat less than
ideal due to the often violent and bizarre state of intoxication it produces.
MDMA (Ecstasy) is another psychedelic.

Marijuana, the most widely used illegal drug in the U.S., is derived from
the hemp plant Cannabis sativa. The major drug found in marijuana is -9-
tetrahydrocannabinol (THC). The effects of THC include a relaxed “high”
sensation accompanied by impairment of coordination, as well as cognitive
functions. These effects are unique from the effects of other drugs, and cross-
tolerance to other drugs is not generally seen. Given this, it was not surpris-
ing to researchers to discover that THC binds to a unique set of receptors in
the brain that are now referred to as cannabinoid receptors. The endogenous
ligand for the receptors is a derivative of arachidonic acid called anandamide,
which may play a role in learning and memory as well as motor functions.

Anabolic Steroids

The anabolic steroids form a very different category of illegal drug. These
compounds were originally developed in an effort to separate the anabolic,
or muscle-building, effects of steroids from the androgenic, or sex-related,
effects. Complete separation of these aspects, however, appears impossible
to achieve. Thus, although anabolic steroids do, in fact, facilitate increase in
muscle mass, they also produce side effects, including masculinization in
women, feminization and infertility in men, liver toxicity, and premature
cessation of bone growth in adolescents.
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Criminal Poisonings

Of course toxicants have also been used
in criminal poisonings. One historically
notorious poisoner was the Roman
emperor Nero, who probably used cya-
nide to dispatch several problematic fam-
ily members. In Italy in the Middle Ages,
the Borgia family used arsenic and phos-
phorus, while Catherine de Medici experimented with a variety of toxicants.
In 17th-century France, Antonio Exili and colleagues plied a thriving trade
in poisonings, and Catherine Deshayes, also known as “La Voisine” (the
Neighbor), provided a mixture of arsenic, aconite, belladonna, and opium
to her clients.

Even in modern times, the poisons used by these historical figures continue
to be used in criminal poisonings. The most commonly used poison is arsenic.
Available as a pesticide, arsenic binds to sulfhydryl-containing proteins and
disrupts cellular respiration. Acute exposure to arsenic can result in gas-
trointestinal distress, cardiomyopathy and arrhythmias, anemia, and periph-
eral neuropathies. Chronic exposure results in peripheral neuropathy and
hepatotoxicity.

The presence of arsenic in blood or urine can be detected by atomic absorp-
tion spectroscopy. In this technique, the ability of metals to absorb ultraviolet
light at characteristic wavelengths is used to measure the concentration of
metal in a sample. A system consisting of a hollow cathode lamp (with a
filament made of the metal being measured) and a monochronometer (basically
a filter that only allows a narrow band of light through) is used to generate
the proper wavelength of light. The light is passed through the sample, which
has been vaporized either by a flame or in a graphite furnace, and light
absorption is measured. Comparison of sample results with a standard curve
generated from known concentrations of the metal allows calculation of the
concentration of the metal in the sample.

One poisoner who used arsenic in com-
mission of her crimes was Nannie
“Arsenic Annie” Doss, who poisoned 11
people (including 5 husbands).

The second most common poison used
in criminal poisonings is cyanide. A natu-
rally occurring substance (found in the
pits of a variety of fruits), it is also avail-
able for use as a pesticide. Cyanide blocks
the respiratory chain in mitochondria, preventing cells from carrying out
oxidative phosphorylation. Following exposure, victims quickly develop
neurological and cardiovascular symptoms (these, of course, are two of the

Arsenic
See also:

Environmental
toxicology Ch. 17, p. 328

Arsenic Appendix, p. 336

Cyanide
See also:

Cellular sites
of action Ch. 4, p. 56

Cyanide Appendix, p. 339

2856_C016.fm  Page 301  Wednesday, December 7, 2005  9:56 AM



302 Principles of Toxicology, Second Edition

organ systems that are most dependent on oxidative phosphorylation), and
death can occur within a few minutes. Cyanide can be detected by colori-
metric reaction.

Cyanide was the poison used in the
mass murder/suicide of 913 individuals
that was presided over by Rev. Jim Jones
at his People’s Temple in Guyana in 1978.
Cyanide was also the poison found in Tyle-

nol® capsules in the tampering incident of 1982 that led to significant changes
in drug packaging. Unfortunately, although seven people died as a result of
the tampering, no arrests have been made in connection with that case.

The third most common substance used
in criminal poisoning is strychnine, a nat-
urally occurring alkaloid found in a South
Asian plant and now commonly used as
a rodenticide. Strychnine blocks the inhib-
itory neurotransmitter glycine, leading to
overstimulation of neurons controlling
muscle contraction. This produces severe
muscle contraction and convulsions
within minutes of exposure, with death
generally due to paralysis of the dia-
phragm. Strychnine can be detected by
colorimetric reaction or by GC.

Ricin, a toxic lectin found in the castor bean seed, was apparently used in
a particularly notorious case in 1978 in which the exiled Bulgarian journalist
Georgi Markov was struck in the leg by an umbrella and died a few days
later. A platinum capsule was found in his leg that contained traces of what
may have been ricin. Another case was discovered when a fellow Bulgarian
who had been injured and fallen ill in a similar manner (but survived) was
subsequently found to have a similar capsule embedded in his back. Other
substances involved in criminal poisonings have included antimony, chlo-
roform, insulin, morphine, paraquat, mercury, thallium, and most recently
TCDD, which was apparently used to poison the Ukranian presidential
candidate Victor Yushchenko in 2004.

Organophosphorus and carbamate antiacetylcholinesterase insecticides and
chemical warfare agents have also been used in criminal poisonings, includ-
ing in the execution of civilian prisoners in German concentration camps of
World War II and the attacks of Um Shin Rikio in Tokyo. Due to high rates
of chemical reactivity, these classes of agents can be difficult to detect. Some
aliphatic antiacetylcholinesterase agents, for example, are particularly diffi-
cult to detect because they present neither chromophore for ultraviolet detec-
tion nor halogen for electron capture GC; however, some can be derivatized
following separation to introduce a fluorescent tag.

Biological assays using birds, mice, mosquitoes, or other sentinels can be
used to indicate the presence of these extremely toxic poisons. Birds and

Strychnine
See also:

Strychnine Appendix, p. 348 

TCDD
See also:

Biotransformation
Ch. 3, pp. 34, 37

Carcinogenesis Ch. 6, p. 103
Immunotoxicology

Ch. 13, p. 257
Environmental

toxicology Ch. 17, p. 327
TCDD Appendix, p. 349
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insects in particular are highly susceptible, in part due to a lack of arylester
hydrolase (paraoxonase). Another approach is to measure inhibition of ace-
tylcholinesterase in vitro. Blood of the poisoned subject can be inspected for
reduced levels of acetylcholinesterase activity of erythrocytes or reduced
serum carboxylesterase hydrolase activity.

It must be considered that some organophosphorus pesticides and chem-
ical agents are chiral, and one enantiomer is much more toxic than its oppo-
site enantiomer. This phenomenon is due to the right- or left-handedness of
the active site of acetylcholinesterase and of competing enzymes; e.g., ace-
tylcholinesterase and chymotrypsin are opposites in reactivity with chiral
organophosphinates. Separation and detection of specific enantiomers is
achieved using derivatived supports for HPLC.
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Applications: Environmental Toxicology 

 

and Pollution

 

Many of man’s activities in our industrialized society produce the unpleasant
by-product of pollution. This chapter covers the types and sources of air
pollution, water pollution, and hazardous waste and the role of toxicology
in investigating and identifying the potential effects of pollution on human
health and ecosystem function.

 

Air Pollution

 

Types and Sources of Air Pollutants

 

Since the route of exposure for most air pollutants is respiratory, toxicologists
tend to categorize air pollutants in the same manner as other inhaled toxi-
cants: as either 

 

gases 

 

or 

 

particles

 

. 

 

Primary pollutants

 

 enter the atmosphere
directly as a result of some natural or man-made activity or process; 

 

secondary
pollutants

 

 are formed when primary pollutants and other atmospheric con-
stituents undergo chemical reactions in the atmosphere.

The major gaseous air pollutants include 

 

carbon oxides

 

 (carbon monoxide
and carbon dioxide), 

 

sulfur oxides

 

, 

 

nitrogen oxides

 

, 

 

ozone

 

, and volatile 

 

hydro-
carbons

 

 (benzene, methane, and a special class of halogenated molecules
called CFCs). Major particulates include 

 

dusts

 

, 

 

pollen

 

, and 

 

heavy metals

 

. Most
of these are produced during the process of 

 

combustion

 

, the burning of
organic matter. In 

 

more developed countries

 

, fossil fuels such as oil, gas, and
coal are burned for energy and heat, while in 

 

less developed countries

 

 wood
and other crop matter is burned. The clearing of forests and grasslands by
burning also releases pollutants into the atmosphere.

 

General Effects of Air Pollutants

 

Exposure to air pollution has been related to increased risk for a number of
different adverse effects. Analyzing human health or ecosystem-level effects
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of pollutants is difficult, though, due to
the large number of different pollutants
and the potential for interactions between
them. Effects of two irritant pollutants, for
example, are frequently additive. Also,
some pollutants may affect the mucocili-

ary escalator, macrophage activity, or one of the other defense mechanisms
of the respiratory tract, and thus exacerbate the effects of others.

Levels of pollutants high enough to produce immediate adverse effects on
human health frequently occur during a weather condition called a 

 

thermal
inversion

 

. Thermal inversions occur when a layer of warmer air traps a layer
of colder air near the surface. This also traps airborne emissions, leading to
the development of very high concentrations of pollutants (particularly if
the inversion lasts for several days). The most serious inversion-related air
pollution episode in this country occurred in Donora, PA, in 1948 and led
to the death of over 20 individuals. Most of these deaths were due to exac-
erbation of preexisting respiratory diseases (bronchitis, emphysema, or
asthma, for example). A similar event occurred in London in December 1952,
where burning of low-grade coal and an inversion produced pollutant levels
that were increased by a factor of at least 10 from normal average values
(which were already quite high by modern standards). It has been estimated
that as many as 4000 individuals may have died of pollution-related causes
during this 4-day episode.

Long-term exposure to lower levels of pollutants has also been implicated
in the development of chronic respiratory diseases. Epidemiological evi-
dence points to higher rates of chronic respiratory problems in areas with
high levels of pollution. Some cases of lung cancer, too, may be attributable
to exposure to air pollutants. Again, firm conclusions are hard to draw, due
to confounding factors such as smoking.

Many studies of the effect of air pollutants on ecosystems have focused
on effects of pollutants on plant growth and survival. On a molecular level,
pollutants interact with plants in much the same way as with humans,
producing cellular dysfunction and eventual physiological impairment. In
plants, injury to tissues typically occurs in leaves and needles. Injury to
plants, which of course as producers function as the base of the trophic
pyramid, can have repercussions throughout an ecosystem.

 

Carbon Oxides

 

Carbon monoxide and carbon dioxide make up the carbon oxides. The most
significant health effects of 

 

carbon monoxide

 

 (CO) are produced as a result of
the high affinity binding of carbon monoxide to the oxygen-carrying mole-
cule hemoglobin. When 2% of circulating hemoglobin is converted to car-
boxyhemoglobin (the form that is unable to carry oxygen), neurological
impairment can be measured. At 5% conversion, cardiac output increases

 

Respiratory Effects

 

See also:
Respiratory

 

toxicology Ch. 8, p. 153
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and other cardiovascular changes are
noted. CO also binds to another heme-
containing molecule: cytochrome P450.

Levels of CO in the atmosphere vary by
location, time of day, and time of year, and
range from only a few parts per million
in nonindustrialized areas to 40 or 50 ppm
or higher in urban areas. Levels are par-
ticularly high inside automobiles and in
tunnels and garages. Exposure to environ-
mental levels of 30 ppm CO over 8 h results in the conversion of 5% of
circulating hemoglobin.

Increasing levels of 

 

carbon dioxide

 

 (CO

 

2

 

) in the atmosphere lead to a differ-
ent set of problems. Carbon dioxide is one of the gases known as greenhouse
gases, which are capable of absorbing the infrared radiation reflected by the
earth. Thus, instead of escaping into space, this radiation heats the lower
levels of the atmosphere, in what has been called the 

 

greenhouse effect

 

 (Figure
17.1). To some extent, the greenhouse effect is necessary to support life,
because without it the temperatures near the earth’s surface would very
likely be too cold for life to exist. The burning of fossil fuels, however, is
releasing CO

 

2

 

 to the atmosphere at a much higher rate than ever before, and
at the same time deforestation is reducing the number of plants able to

 

FIGURE 17.1

 

The greenhouse effect.

Greenhouse gases

The reemitted energy
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Carbon Oxides

 

See also:
Cellular sites

of action Ch. 4, p. 63
Cardiovascular

toxicology Ch. 9, p. 177
Carbon monoxide

 

Appendix, p. 338
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remove CO

 

2

 

 from the atmosphere through photosynthesis. The result has
been an increase in atmospheric CO

 

2

 

 over the last 100 years.
Most scientists predict that the increase in levels of CO

 

2

 

 and other greenhouse
gases will lead to an increase in surface temperatures (this predicted increase
has been termed 

 

global warming

 

). One unanswered question is: How high will
temperatures go? Some mathematical climatological models have indicated that
average temperatures could rise as much as 5˚C overall, with greatest increases
at the poles. Other models predict less warming due to offsetting factors such
as increased reflection of incoming solar energy by pollutants in the atmosphere.
Recent analysis of the global fluctuating temperature, over the last 600 years,
from ice cores, tree rings, and direct surface temperature measurements sug-
gests that temperature has been rising more rapidly in the present industrial
age in what has been called the hockey stick graph (Mann et al., 1998).

If this warming trend is caused by human activities and extends beyond
natural fluctuation, significant changes may result. Melting of polar ice
would lead to rising of the oceans (perhaps by as much as several feet),
potentially putting many coastal areas below sea level. Changes in rainfall
patterns are also likely, which could adversely affect agricultural areas. Shifts
in forest composition would be seen, as cold-adapted species die out in
southern regions and spread into northern regions. Populations of animals,
too, may migrate, moving either to more northern regions or to higher
altitudes. The rapidity of the potential change is a cause for concern for many
biologists, however, who wonder if species will have the time to make these
adaptations in range and habitat. Many fear that biological diversity will be
significantly diminished worldwide.

In 1997, an international agreement to reduce greenhouse gases was nego-
tiated in Kyoto, Japan. Over 140 nations have agreed to the 

 

Kyoto Protocol

 

.
The U.S. government, however, has declined to participate, citing economic
hardships imposed by the restrictions as well as objections to differential
treatment of less and more developed countries.

 

Sulfur Oxides and Nitrogen Oxides

 

Both sulfur oxides and nitrogen oxides are
pulmonary irritants that are released dur-
ing the burning of coal and petroleum
products. Increases in airway resistance
(due to irritation of upper airways) in
humans can be seen at exposure levels as
low as 5 ppm of sulfur dioxide (SO

 

2

 

). Indi-
viduals with asthma or other chronic respiratory conditions may, however,
be much more sensitive to the irritant, displaying increases in airway resis-
tance at exposure levels of only 0.5 to 1.0 ppm SO

 

2

 

.
Nitrogen dioxide (NO

 

2

 

), on the other hand, is an irritant that affects the
lower airways primarily. There is also some evidence that exposure to NO

 

2

Sulfur Dioxide
See also:

Respiratory
toxicology Ch. 8, p. 154

Sulfur dioxide
Appendix, p. 348
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may cause increased susceptibility to res-
piratory infection. However, concentra-
tions necessary to produce pulmonary
effects are higher than are generally
encountered even in polluted atmo-
spheres.

Both sulfur and nitrogen oxides can
react with hydroxyl radicals in the atmo-
sphere to produce sulfuric and nitric acids, which then dissolve into water
droplets. These acids are not only pulmonary irritants, but are the major
components of the phenomenon called 

 

acid rain

 

. Although rain is by nature
somewhat acidic, high levels of sulfuric and nitric acids in the atmosphere
can produce rain with a pH of 5.5 or lower (rain with a pH as low as 2.6 has
been measured). Acid rain typically does not fall near the source of the sulfur
and nitrogen oxides that produce it, but instead the pollutants may travel
hundreds of miles (during which time the acids are produced) to fall on
areas far downwind.

The degree to which a body of water is affected by acid rain depends on
its surroundings. Lakes in areas rich in limestone and other water-soluble
alkaline rocks generally contain bicarbonate and other ions that can neutral-
ize the acid precipitation. Also, if the lake’s substrate contains metals such
as calcium or magnesium, cation exchange can occur. This process decreases
the water’s hydrogen ion concentration (and thus raises the pH), but at the
same time increases the concentration of heavy metals.

Lakes that lack these natural buffering systems, however, may undergo
changes in pH. This acidification in turn affects the many non-acid-tolerant
species and causes a shift in community composition, potentially reducing
biodiversity of fish, zooplankton, and phytoplankton. Lakes in the Adiron-
dack region of New York, for example, have been particularly hard hit by a
combination of high levels of acid precipitation (produced by electric/util-
ities and industry in the upper Midwest) and a lack of natural buffers.
Fortunately, studies have indicated that reducing acid input will allow lakes
to recover, although return to the initial pH may take many years.

Acid rain can affect terrestrial ecosystems, too. In recent years, forests in
Europe and the U.S. have been undergoing a decline that has been attributed
at least in part to effects of acid rain. A wide variety of species of trees are
affected, in many different locations. Particularly hard hit, however, are the
coniferous forests found at high elevations. The mechanism of this effect is
not clear, but several hypotheses have been advanced. Through the process
of cation exchange, acid rain may leach calcium and magnesium (which are
necessary for tree growth) from the soil or from needles and leaves. Also,
soil pH may become lowered to the point that soil bacteria and other decom-
posers are unable to break down decaying organic matter and release the
nutrients for uptake by trees and other vegetation. These stresses may then
combine with other environmental stresses (including other types of air

 

Nitrogen Dioxide

 

See also:
Respiratory

toxicology Ch. 8, p. 155
Nitrogen dioxide

 

Appendix, p. 343
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pollutants) to make the trees more susceptible to disease or injury. Lichens
and moss are also susceptible to damage from acid rain.

On a hopeful note, studies have indicated that global sulfur emissions have
been declining since 1990, primarily due to technological successes in pollu-
tion control. Since the late 1990s, this trend has been seen not only in more
developed countries, but also in less developed countries, indicating that
effective pollution control is possible, even in less economically advantaged
areas of the world. Also, as a result of reduced emissions, evidence indicates
that some affected lakes in North America have stabilized, and in fact, a few
have begun to show increased pH as well as some biological recovery.

 

Hydrocarbons and the Formation of 
Secondary Pollutants (Including Ozone)

 

Incomplete combustion of fossil fuels and
other organic materials leads to the
release of hydrocarbons into the atmo-
sphere. There are also some natural
sources of atmospheric hydrocarbons,

including release of terpenes by plants and the release of methane by decom-
posers. Hydrocarbons react in the presence of sunlight with oxygen or nitro-
gen oxides to produce a number of secondary pollutants in the atmosphere.
These secondary pollutants include ozone, 

 

aldehydes

 

, and 

 

peroxyacetylnitrate

 

(PAN), a mixture commonly referred to as 

 

photochemical smog

 

.
Although ozone is a necessary component of the stratosphere or upper

atmosphere, it is a pollutant in the troposphere or lower atmosphere. Ozone
is a respiratory irritant that affects the lower airways, producing inflamma-
tion directly (perhaps through the process of lipid peroxidation) and also
causing an increase in reactivity to other irritants (such as other air pollutants
and some allergens). Short-term exposure (a few hours) to ozone concentra-
tions on the order of 0.10 ppm has been shown to produce temporary
decreases in measured lung volumes in humans. Ozone also affects plants,
probably reacting with unsaturated lipids in cell membranes to damage
leaves and needles and ultimately to reduce growth. Effects of ozone and
PAN on membranes are similar.

 

Chlorofluorocarbons

 

Chlorofluorocarbons

 

 (CFCs) are a group of
stable compounds with several different
uses in commercial and industrial pro-
cesses, including use as propellants in

aerosol cans, as refrigerants, and in the making of Styrofoam and other poly-
styrene products. Due to their chemical stability, CFCs do not react with other
molecules in the lower atmosphere (the troposphere); instead, they travel to

Ozone
See also:

Respiratory
toxicology Ch. 8, p. 155

Ozone Appendix, p. 345

Chlorofluorocarbons
See also:

Chlorofluorocarbons
Appendix, p. 338
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the upper atmosphere (the stratosphere), where they catalyze the breakdown
of ozone (Figure 17.2). As a catalyst, the chlorine in CFCs participates in the
reaction but yet remains unchanged. Thus, one CFC molecule may ultimately
catalyze the breakdown of tens of thousands of ozone molecules.

The ozone layer in the stratosphere absorbs ultraviolet radiation, protect-
ing life on earth from its adverse effects. Exposure to ultraviolet radiation
can increase the risk of skin cancer and cataracts, and can slow plant growth.
Scientists have measured large holes in the ozone layer over Antarctica, and
reductions in thickness of the layer in other parts of the world (including
over North America).

The 

 

Montreal Protocol

 

 is a landmark pollution control agreement developed
in 1987 and since signed by 188 countries (including the U.S.) in the attempt
to control ozone degradation. Signatories have agreed to reduce production
and consumption, and eventually to phase out usage of chlorofluorocarbons
and related ozone-depleting compounds. Although ozone recovery is diffi-
cult to measure, the concentrations of ozone-depleting gases are now declin-
ing, and scientists are cautiously optimistic about the effectiveness of the
measures taken by the parties to the protocol.

 

Particulates

 

Particles found in the atmosphere can be divided into two classes on the
basis of size and chemical composition. Small particles (<1 mm in diameter)
are produced primarily by combustion processes. These particles contain

 

FIGURE 17.2

 

The chemical reactions involved in the breakdown of ozone in the atmosphere.

Oxygen molecules are dissociated
by ultraviolet light

An oxygen atom combines with an
oxygen molecule to make ozone

A chlorine atom is released from
a CFC by ultraviolet light

A chlorine atom combines with ozone to form
chlorine monoxide and an oxygen molecule

Chlorine monoxide reacts with an oxygen
atom to regenerate a chlorine atom

ClO + O Cl + O2

Cl + O3 ClO + O2

O + O2 O3

O2 O + Ohν

CFC CFC + Clhν
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high levels of sulfate and carbon and tend to be acidic. Larger particles come
from mechanical processes, such as weathering of rock and soil, and are not
acidic. Particulates act as irritants, and many of the smaller particulates may
contain carcinogenic components.

 

Airborne Toxicants

 

Other air pollutants that do not fall into the above categories are considered
airborne toxicants (sometimes referred to as 

 

air toxics

 

). One main group of
airborne toxicants is the heavy metals, including arsenic, mercury, lead, and
cadmium, which are emitted from smelting and other industrial operations.
In Anaconda, MT, and surroundings a very large hazardous waste site was
the result of deposition onto the soil of airborne toxicants, including arseni-
cals, from a smelter used to process ore for gold, copper, manganese, and
other metals mined in Butte, MT. Other airborne toxicants include various
pesticides and solvents. Global transport of organochlorine pesticides, for
example, is likely to have resulted from volatilization into the atmosphere,
followed by falling in rain at distant locations.

There have been several major releases of highly toxic compounds into
the atmosphere in recent decades. The most notorious examples include the
emission of 

 

TCDD

 

 from a hexachlorophene manufacturing plant in Seveso,
Italy, on July 10, 1976. Remediation of the area involved removal of topsoil,
and there has been a long-term epidemiological study of the population. In
another event, the respiratory irritant 

 

methyl isocyanate

 

 was released from an
underground storage tank in a facility manufacturing carbamate pesticides
from this precursor. This accident in Bhopal, India, on December 3, 1984,
resulted in many fatalities. And in yet another catastrophe, a large explosion
in a nuclear power plant in Chernobyl, Ukraine, on April 26, 1986, led to
severe contamination of the local area with radionuclides as well as radio-
active fallout from the airborne plume in parts of Eastern Europe and Scan-
dinavia. Rainfall through the atmospheric plume increased the fallout of
cesium, and the plume was detected around the world in about 2 weeks.

 

Indoor Air Pollution

 

A growing problem is that of indoor air pollution. As energy conservation
measures have led to the construction of “tighter” homes and offices with
lower air exchange rates, pollutants that once would have been vented
regularly to the outside are now trapped inside for longer periods. Cigarette
smoke, formaldehyde, and solvents such as trichloroethylene and benzene
have all been postulated to be health threats.

In recent years, attention has also focused on 

 

radon

 

, a radioactive gas
released by the decay of radium and uranium. Radon gas escapes to the
surface from the underground rocks and soils in which it is formed — an
event that only poses problems if it is then confined by a structure such as
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a house. In areas where radon release is high, concentrations of radon in
homes may reach unacceptable levels (particularly in basement areas). Cur-
rently, the EPA defines acceptable levels as below 4 picocuries of radiation
per liter of air. There is, however, some discussion among scientists regarding
whether the significance of health risks from radon exposure may have been
somewhat overestimated.

 

Control of Air Pollution

 

The main piece of legislation that regulates levels of air pollutants is the

 

Clean Air Act

 

, most recently reauthorized in 1990. The Clean Air Act divided
the U.S. into air quality control regions and then set emission standards to
regulate the amount of pollutants that an industry can release, and ambient
air standards to specify maximum allowable levels of pollutants in each
region. The latest reauthorization set new timetables for meeting these air
quality goals and set up, in addition, an emissions trading policy. This policy
allows companies to buy and sell permits that allow them to emit sulfur
dioxide. Thus, the biggest polluters would have to buy extra permits at
market value, while companies that pollute less could sell their additional
permits for a profit. Limits on this trading are necessary, though. Additional
emissions could not be purchased for use within an air quality region if it
meant that ambient air standards would be exceeded. Industries also use
many other methods to control emissions of air pollutants. Some of these
methods are illustrated in Figure 17.3.

 

Water Pollution

 

Almost everywhere water is found, it is vulnerable to pollution. Water pollu-
tion is a complex topic — there are many sources and types of water pollut-
ants. Also, water pollutants may react together or with water itself, resulting
in altered chemical forms. Because of this, the toxicity of pollutants in the
aquatic environment varies with a number of factors (e.g., water temperature,
hardness, and pH) and may in fact be very difficult to predict. Protecting our
water resources is, however, critical to both ecological and human health.

Water pollutants are generally classified as belonging to one of several
broad groups. Organic substances include dead and decaying plant and
animal matter and wastes as well as organic compounds such as petroleum
products, solvents, pesticides, and polymers. Inorganic substances include
metals, nitrates, and phosphates. Biological agents include viruses, bacteria,
protozoans, and other parasites that can cause disease. Suspended matter
includes large, insoluble particles of soil and rock. Finally, radioactive mate-
rials and heat each constitute their own group.
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Water pollutants can come from industrial, municipal, or agricultural
sources. Industrial sources tend to be of the type called 

 

point sources

 

, meaning
that the emission of pollutants occurs at one or more very specific locations
(a discharge pipe, for example). Some municipal sources, such as discharges
from sewage treatment plants, are also point sources. Most agricultural
sources, on the other hand, are 

 

nonpoint sources

 

. This means that the emission
of pollutants occurs over a wide area, not just at a single point. One example
of nonpoint source pollution is the runoff of fertilizer and pesticide-contam-
inated water from croplands. Urban storm drains are another example. Storm
runoff can carry rain-borne pollutants that are less likely to be bound to soil
particles than agricultural chemicals, and thus may pose an even greater
threat. Most water pollution is of the nonpoint source variety. Unfortunately,
this is the most difficult type to control.

 

Water in the Ecosystem

 

Most (over 97%) of the world’s water is in the oceans. The remaining water
is found in ice and glaciers, in the ground, in the atmosphere, in lakes and

 

FIGURE 17.3

 

Methods for reducing emissions of air pollutants.

Prevention
- Conserve energy
-  Burn cleaner fuels (low-sulfur coal,
   methanol), use cleaner solvents
- Improve fuel efficiency

Improve Combustion Process
- Improve fuel efficiency
- Use new techniques to remove/reduce pollutants
    during combustion process (better fuel mix,
    lower temperatures, etc.)
Remove Pollutants From Emissions

Use catalytic
converters on
automobiles
(these convert
CO and hydro-
carbons to
CO2 and water)

Use flue gas
scrubbers for
gases (these
use chemical
reactions to
remove sulfur
and nitrogen
oxides from
emissions)

Use electrostatic
precipitation,
filters, or cyclones
for particulates
(these methods
use charged plates
which attract
oppositely charged
particles, filters,
or rapid spinning
which sediments
out particles)
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rivers, and in living organisms. The structure and function of the aquatic
ecosystems found in oceans, lakes, and rivers have been discussed in Chapter
14. All of these surface waters are vulnerable to pollution from chemicals
deliberately discharged into them, or from pollutant-contaminated runoff
from surrounding terrestrial areas.

Water pollution affects not only surface water systems, but also water
found beneath the surface. The pollution of 

 

groundwater

 

 is a special case for
concern. Groundwater is found below the surface of the earth, contained in
a porous rock structure called an 

 

aquifer

 

. Groundwater is a major source of
irrigation and drinking water. Aquifers are recharged by surface water that
percolates down through the soil, and if the water passes through contam-
inated areas (hazardous waste disposal sites, near leaking underground
tanks, etc.), toxicants may leach out and be carried into the aquifer. Water
in the aquifer flows, as does surface water, from higher to lower elevations,
but at a rate as slow as a few inches a day. With little mixing and diluting,
and few bacteria to decompose waste, toxicant levels may become quite high.

Polluted groundwater may contaminate the lakes and streams that it feeds
into and can lead to human health problems if used for drinking water. The
EPA has estimated that almost half of the public water supply systems that
rely on groundwater as a source are contaminated with one or more poten-
tially hazardous toxicants.

 

Organic Wastes as Water Pollutants

 

As discussed in the chapter on ecological toxicology, energy flows and mate-
rials cycle through aquatic ecosystems. Aquatic ecosystems contain producers,
consumers, and of course decomposers. Decomposers are the bacteria and
other organisms that break down dead and decaying organic matter. In the
process they obtain energy and release nutrients for reuse by other organisms.
Some of these bacteria, particularly those that dwell in the sediments, are
anaerobic, which means that they perform their metabolic processes without
needing oxygen. Typically, the energy repackaging pathways for these bacteria
involve either fermentation (the conversion of sugar to either lactic acid or
ethanol) or a variation of oxidative phosphorylation in which sulfates or
nitrates substitute for oxygen as an electron acceptor. Other bacteria, however,
are aerobic, which means that they require oxygen for their metabolic activities.

Normally, this system is balanced, with the bacterial population size lim-
ited by the supply of waste from which they obtain energy. If, however,
additional organic waste material is added to the ecosystem (through influx
of sewage, or organic waste-containing sediments), the bacterial population
may undergo rapid growth. The respiratory activities of all these bacteria
can then lead to oxygen depletion, particularly in lakes (the greater surface
area of streams combined with the motion of the water help keep the stream
oxygen levels high). If oxygen levels drop lower than around 5 mg/l, the
survival of species with high oxygen needs may be threatened.
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Respiratory activities of the decomposers can be assessed through a mea-
surement called 

 

biological oxygen demand

 

 (BOD). A high BOD indicates that
there is a high level of decomposer activity as a result of high levels of organic
waste (animal wastes, fertilizer, etc.) in the water.

 

Petroleum Products as Water Pollutants

 

Several million tons of petroleum are
spilled or leaked into the oceans every
year. Part of this petroleum comes from
land-based sources such as municipal and

industrial wastes that are dumped into rivers and streams and ultimately
find their way into the ocean. The remainder comes from tankers (both
accidental spills and routine releases) and leakage from offshore drilling
sites. Among the most significant tanker accidents are the wreck of the 

 

Torrey
Canyon

 

 off the southern coast of England in 1967, the grounding of the 

 

Amoco
Cadiz

 

, which dumped 230,000 metric tons (MT) of oil into the English Chan-
nel in 1978, and the 

 

Exxon Valdez

 

 accident in Alaska in 1989. In 1996, the
tanker 

 

Sea Empress

 

 lost 72,000 tonnes of crude oil off of the southwest coast
of Wales, badly damaging shorelines and impacting the physical and psy-
chological health of individuals living in the spillage area. In 1999, the tanker

 

Erica

 

 spilled 5.8 million gallons of fuel oil off the coast of France; in 2002,
the 

 

Prestige

 

 sank off the coast of Spain. One of the biggest single accidents
was the IXTOC I drilling rig accident in 1979, which was responsible for the
release of 400,000 MT into the Gulf of Mexico. But the biggest oil disaster
was the spill that occurred in 1991 during the Persian Gulf War, when an
estimated 250 million gallons escaped (twice the volume that was released
in the IXTOC accident and 20 times the volume released by the 

 

Exxon Valdez

 

).
Petroleum is a complex substance consisting of hundreds of different com-

pounds. The bulk of crude petroleum (also called 

 

crude oil

 

) is made up of

 

aliphatic 

 

(straight-chain)

 

 hydrocarbons

 

 with backbones of anywhere from 1 to
20 or more carbons. Mixed aliphatic hydrocarbons are refined to products
including natural gas (1 or 2 carbons), bottled gas (3 or 4 carbons), gasoline
(5 to 10 carbons), kerosene (12 to 15 carbons), fuel and diesel oil (15 or more
carbons), and lubricating oils (19 or more carbons). Crude oil also contains

 

cyclic hydrocarbons

 

, 

 

aromatic hydrocarbons

 

 (with structures based on benzene),
sulfur, nitrogen, and a variety of trace metals.

When oil is spilled or leaks into a waterway, it initially spreads across the
surface (forming an 

 

oil slick

 

). Some of the more volatile components may
then evaporate, and because the rate of evaporation depends directly on
temperature and surface area, the process is more rapid in warm areas and
in rougher seas (which promote formation of droplets of spray). Other com-
ponents (particularly the aromatics) may dissolve into the water. The remain-
ing heavier material forms an emulsion sometimes called 

 

mousse

 

, or may

Petroleum Products
See also:

Petroleum products
Appendix, p. 346
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eventually form lumps called 

 

tar balls

 

. Some of the oil is eventually broken
down by microorganisms or by photochemical processes.

As with other compounds, toxicity of crude oil components in general
correlates well with lipid solubility, because lipid-soluble compounds are (1)
better able to cross membrane barriers and enter organisms, (2) more likely
to be widely distributed in the body (including into the brain), and (3) more
likely to be retained in depot fat tissues over time and to bioconcentrate
through the food web. Studies of oil spills along rocky shores (the 

 

Torrey
Canyon

 

, 

 

Amoco Cadiz

 

, and 

 

Exxon Valdez

 

) have indicated that following release
of oil, immediate effects are seen on community structure, with species of
green algae replacing the more sensitive red and brown algae. Many popu-
lations of invertebrates (including crustaceans, mollusks, and starfish) may
be completely destroyed. Some fish populations may also be impacted.

Probably the most dramatic and immediate effects of oil spills, though,
are on the birds and mammals. The feathers of seabirds become coated with
oil, causing them to lose their capacity to insulate the animal, resulting in
death from hypothermia. In addition, oiling of feathers causes loss of buoy-
ancy, potentially resulting in drowning. Ingestion and systemic toxicity may
also occur during attempts by the bird to clean the feathers. Marine mam-
mals such as otters and seals may suffer the same fates, due to similar effects
of the oil on their fur. Although estimates are difficult to make, the 

 

Exxon
Valdez

 

 spill killed probably close to half a million birds and several thousand
marine mammals.

Ironically, analysis of aftermath of the 

 

Exxon Valdez

 

 and other spills has
indicated that attempts to clean fouled shores may not, in fact, be ecologi-
cally beneficial. Some studies have indicated that recovery is quicker on
beaches that have not been cleaned than on beaches that have. For example,
scientists have pointed out that cleaning with detergents may do more harm
than good, as the detergent–oil mix may produce greater mortality than the
oil alone. Also, the use of dispersants to dilute the spill may result in
spreading the damage to offshore areas that otherwise might have remained
unaffected. Finally, using hot water to blast beaches may not only drive oil
deeper into the sediments, but also kill invertebrates. Thus, there is consid-
erable debate about whether the $2.5 billion spent by Exxon on cleanup was
particularly effective.

One promising group of experimental techniques for cleaning up spills is
grouped together under the term 

 

bioremediation

 

. One form of bioremediation
consists of adding nutrients to the water, thereby ensuring that the natural
oil-metabolizing microorganisms have sufficient quantities of these nutri-
ents. This allows the population to grow more rapidly, and hopefully to
metabolize more of the oil. Initial studies of the effectiveness of this technique
in Prince William Sound, however, were inconclusive. Another bioremedia-
tion option is the addition of nonnative oil-metabolizing (perhaps even
genetically engineered) microorganisms. Probably the best solution, how-
ever, to the oil spill problem is to prevent the spill through use of double-
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hulled ships (which could contain their oil cargo even if the outer hull is
damaged) and better training of crews.

Although many of the most visible effects of an oil spill may disappear
after a few months or years, the impact lingers on, particularly in relatively
isolated, protected shoreline ecosystems. Because degradation is slow and
incomplete, crude oil components find their way into the food chain and
may bioaccumulate to toxic levels. Shellfish, for example, from polluted areas
may be unsuitable for consumption. Evidence has shown that traces of oil
can be found in sediments and biological tissues for as long as 20 years after
the initial spill.

Also, most oil pollution occurs in regions that suffer from chronic expo-
sure to low levels of crude oil (areas near refineries, for example). Again,
effects from this type of exposure may not be as dramatic as that resulting
from a single incident, but over the long term bioaccumulation and resulting
systemic toxicity can affect community and ecosystem structure as well as
pose potential health hazards for humans who harvest fish and shellfish
from the area.

 

Pesticides

 

Pesticides are widely used in our society. They play a role in blocking trans-
mission of vector-borne diseases such as malaria, in controlling insects and
weeds in farming, and in maintaining relatively pest-free homes and yards.
Because of their widespread use, however, they frequently find their way
into aquatic ecosystems. In many cases, pesticides enter waterways as a
component of nonpoint source runoff from agricultural lands. Aerial appli-
cation of pesticides can also result in water pollution, as pesticides may drift
downwind and be deposited in lakes or rivers. Pesticides may even be
deliberately introduced, in order to limit growth of algae or control insects.

Both routine industrial effluent emissions and accidental spills from pes-
ticide manufacturing facilities can also contaminate aquatic ecosystems, as
can urban runoff. In 1986, for example, a fire at the Sandoz warehouse near
Basel, Switzerland, led to the release of more than 1000 tons of pesticides
into the already polluted Rhine River. Pesticides may also leach out of haz-
ardous waste disposal facilities and enter groundwater.

The behavior of pesticides in an aquatic ecosystem depends mainly on
the chemistry of the pesticide itself. Pesticides vary widely, for example, in
lipid solubility as well as persistence in the environment (a measure of the
amount of time the pesticide remains in the environment before being
broken down). Pesticides may dissolve in the water, may adsorb to the
surface of particles in the water, or may be absorbed by aquatic organisms.
Of course, the more lipid soluble the pesticide, the more likely it is to be
absorbed by an organism, partition into fat tissues, and be passed along
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through the food chain in the process of
bioconcentration. Many pesticides
undergo both metabolism by bacteria and
other organisms and other nonenzymatic
photochemical alterations.

One major category of pesticides is the

 

chlorinated hydrocarbon insecticides

 

. Pesti-
cides in this group include the dichlo-
rodiphenylethanes, the cyclodienes, and the hexachlorocyclohexanes (Table
17.1). 

 

DDT, a dichlorodihenylethane, is a persistent insecticide. This biolog-
ically active compound is initially metabolized to break down products that
are also biologically active and that are only slowly converted to inactive
forms. The half-life of DDT in the environment is generally estimated at
between 2 and 3 years. Because of its low water solubility and high lipid
solubility, DDT does not dilute out in aquatic environments, but instead
tends to adsorb onto organic particles and to bioconcentrate in organisms.
As is typical with other lipophilic environmental toxicants, highest concen-
trations of DDT are observed in organisms at the top of the food web. In
some studies, levels as high as 10 to 20 ppm were measured in some seabirds,
and high levels have also been found in larger fish and marine mammals.
While DDT is no longer used in the U.S., its use continues in other parts of
the world, and residues have been found even in Antarctic birds.

Although mammalian toxicity is relatively low (oral LD50 of around 200
mg/kg), DDT is, of course, toxic to many insect species, including flies,
beetles, and mosquitoes (the vector for the malaria-causing organism Plas-
modium). For insects, though, pesticides are just another selection pressure.
Because insects are rapidly reproducing r strategists, insect populations can
adapt very quickly to the presence of pesticides through the evolution of
resistant populations. Fish are also affected, with the young of many species
(such as salmon, for example) being particularly sensitive. While there is
evidence that fish may suffer from behavioral and reproductive changes

TABLE 17.1

Organochlorine Insecticides

Dichlorodiphenylethanes
DDT
Methoxychlor

Cyclodienes
Chlordane
Heptachlor
Aldrin
Dieldrin

Hexachlorocyclohexanes
Lindane

Organochlorines
See also:

Neurotoxicology
Ch. 10, p. 190

Organochlorines
Appendix, p. 343
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following exposure to DDT, the effects of DDT on fish populations do seem
to be reversible. DDT is also toxic to several species of algae.

The most significant effects of DDT on wildlife are on birds of prey,
especially those species that prey on fish. As K strategists, large birds are
slower to reproduce and thus slower to develop adaptive mutations. The
combination of these slow reproductive rates with the tendency of DDT to
bioaccumulate has led to severe impacts on bird populations. Populations
of grebes, bald eagles, peregrine falcons, and osprey have all reportedly been
affected by DDT. DDT causes changes in reproduction characterized by
alterations in mating and parental behavior, decreases in number of eggs
laid, decreases in number of eggs successfully hatched (due at least in part
to decreased eggshell thickness), and increased mortality rates among chicks.
Although the survival of many populations in the U.S. was threatened, some
are now recovering following the ban on DDT use, first by Wisconsin and
Michigan and then by the EPA.

Two other major classes of insecticides
(which share a basic mechanism of
action) are the organophosphates and car-
bamates (Table 17.2). These are the cur-
rent insecticides of choice for many uses,
because they are relatively nonpersistent
(with half-lives measured in weeks
rather than years) and are considerably
more water soluble than the organochlo-
rines. Organophosphates tend to be
more toxic to invertebrates than to fish.
For example, the 96-h LC50 for methyl
parathion ranges around 10 mg/l for
invertebrates, compared to over 5000
mg/l for fish.

The pyrethroids are another class of
insecticides (Table 17.2). These com-

TABLE 17.2

Other Insecticides

Organophosphates
Parathion
Fenitrothion
Malathion

Carbamates
Carbaryl
Aldicarb
Carbofuran

Pyrethroids
Cypermethrin

Organophosphates
See also:

Cellular sites
of action Ch. 4, p. 52

Neurotoxicology
Ch. 10, pp. 196, 204

Organophosphates
Appendix, p. 344

Carbamates
See also:

Carbamates
Appendix, p. 337
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pounds have low persistence, partially due to rapid metabolism and detox-
ification by cytochrome P450 systems, and bind so strongly to soil particles
that availability to nontarget organisms is relatively low, although they are
toxic to fish in the low parts per billion range.

Herbicides are often used to control
aquatic plants and algal growth. Some
common herbicides that are potential pol-
lutants are listed in Table 17.3. Among the
most widely used herbicides are the chlo-
rphenoxy acids 2,4-dichlorophenoxyacetic
acid (2,4-D) and 2,4,5-trichlorophenoxyacetic
acid (2,4,5-T). These compounds typically
provide fewer water pollution problems
than DDT for a few reasons: (1) their much
higher water solubility encourages dilu-
tion rather than bioconcentration, and (2)
their residence times in the environment
are much shorter, on the order of weeks
rather than years. Also, LD50 values for
most species are high (on the order of sev-
eral hundred milligrams per kilogram).
Many of the reported adverse effects (such
as reproductive and teratogenic effects
and immunosuppression) related to exposure to these compounds may
instead be due to a contaminant, 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD).
The range of LD50 values for TCDD is much lower, with values for some
species of less than 1 μgkg. Because of its low solubility and its tendency to
bind tightly to soils, TCDD is rarely detected in water.

A different class of herbicide includes
the bipyridyl herbicides, paraquat and
diquat. Diquat is commonly applied to
aquatic environments and has an LD50 of
around 100 to 200 mg/kg in mammalian
species, and causes free radical-induced
damage to liver and kidney (in contrast
to paraquat, which accumulates in and

TABLE 17.3

Herbicides

Chlorphenoxy acids
2,4-D
2,4,5-T

Bipyridals
Paraquat
Diquat

Paraquat
See also:

Respiratory
toxicology Ch. 7, p. 155

Paraquat Appendix, p. 345

2,4-D, 2,4,5-T
See also:

2,4-D, 2,4,5-T
Appendix, p. 339

2,3,7,8-TCDD
See also:

Biotransformation
Ch. 3, pp. 34, 37

Carcinogenesis Ch. 6, p. 103
Reproductive

toxicology and
teratology Ch. 7, p. 128

Immunotoxicology
Ch. 13, p. 257

TCDD Appendix, p. 349
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preferentially affects the lung). Both these compounds bind tightly to soils
and have very long half-lives (more than 5 years).

Finally, two organometallic compounds are frequently used for pest con-
trol in aquatic environments: (1) copper sulfate, a commonly used algicide,
and (2) tributyltin, an antifoulant commonly used to control growth of bar-
nacles and other organisms on the hulls of ships. The toxicity of these
compounds will be discussed under the section on metals.

Other Organic Compounds

Pollution by plastics has become a significant problem, primarily because of
the chemical stability of most plastics. Every year tons of plastic trash is
dumped into bodies of water where it floats free or washes up onto beaches
and shores. Problems arise particularly in the ocean, where buoyant plastic
trash such as plastic netting, fishing line, and six-pack rings entangle marine
birds, reptiles, fish, and mammals. Some studies estimate, for example, that
tens of thousands of seals are killed each year by plastic debris, and even
whales may be fatally tied up in discarded netting. Plastic may also be
mistaken for food and consumed by these animals, blocking and causing
irritation of the gastrointestinal tract.

Another group of organic compounds
of particular concern are the trihalo-
methanes (chloroform, bromodichlo-
romethane, and dibromochloromethane).
Some of these compounds appear natu-
rally in water, while others are thought to
be produced by reaction of chlorine
(added as a disinfectant) with organic

matter in the water. Formation of trihalomethanes is limited if chlorine is
added as the final step in water treatment (after most organic compounds
have already been removed). The presence of these compounds in drinking
water has been associated with an increased risk of several types of cancer.

A group of synthetic organic chemicals, the polychlorinated biphenyls (PCBs),
have been linked to several ecological and health-related effects. These
highly lipophilic, persistent compounds are primarily used as insulating
material in electrical components and enter the water supply through dis-
charge of industrial effluents and leaching from landfills and hazardous
waste dumps. Also, because very high temperatures are required to destroy
these compounds, incomplete incineration may also lead to their release.
One of many areas that has been polluted with PCBs is the upper Hudson
River in New York, where two factories that manufactured capacitors
dumped PCBs into the river for more than 30 years.

Due to their lipophilicity and persistence, PCBs bioaccumulate and can
be found in aquatic organisms in virtually all parts of the world. Levels of
PCBs in some species of fish collected from the upper Hudson in 1977
averaged as high as 6000 mg/g. The levels of PCBs in this ecosystem are

PCBs
See also:

Immunotoxicology
Ch. 13, p. 257

PCBs Appendix, p. 346
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now declining (slowly) due to slowing of rate of discharge, dredging and
removal of some contaminated sediments, and the gradual degradation of
the compounds.

PCBs are more toxic to fish than to birds or mammals, and have been found
to interfere with reproductive function in a number of different species. PCBs
lead to induction of cytochrome P450 in mammals and have been reported
to cause liver cancer in rats. In addition, they are immunosuppressants.

Phosphorus and Nitrogen

Phosphorus and sometimes nitrogen are
what are known as limiting nutrients,
meaning that they are among the first nec-
essary nutrients to become depleted, and
thus to limit the rate of growth of a plant
population. These two essential nutrients
occur in many chemical forms. Most of the available phosphorus in aquatic
environments is in the form of phosphate (PO4

3–). Primary forms of nitrogen
include nitrate (NO3) or ammonium ion (NH4

+). When human activities
around a body of water result in the addition of phosphorus and nitrogen,
rapid bursts of algal and plant growth (sometimes called blooms) can occur.
Lakes are particularly susceptible. Algae levels increase, activity of decompos-
ers must increase (to break down dead algae), and as a result, oxygen levels
become depleted (affecting many species of fish). This input of additional
nutrients, and the resulting ecological changes, is called cultural eutrophication.

There are many activities that can contribute to cultural eutrophication.
Municipal waste waters account for most of the input, carrying nitrogen-
and phosphorus-rich sewage as well as phosphates from detergents (phos-
phates are used in detergents to bind ions that may interfere in the cleaning
process). Agricultural runoff may also contain phosphates and nitrates
leached from the soil following fertilizer application.

One of the areas in the U.S. that has suffered from eutrophication is the Great
Lakes. Lake Erie, in particular, has been affected as a result of the many urban
and agricultural activities on its shores. At one point, one region of Lake Erie
had phosphorus concentrations that were eight times those of the much less
affected Lake Superior. Algae levels increased, mayfly larvae and other benthic
insects disappeared, and populations of trout and whitefish declined.

Cultural eutrophication is fortunately
reversible with time. Reduction of phos-
phate and nitrate input will eventually
restore lakes to their original, more olig-
otrophic condition. Recently, due to the
Great Lakes Water Quality Agreement
signed by the U.S. and Canada, phospho-
rus input into Lake Erie has decreased and

Eutrophication
See also:

Ecological toxicology
Ch. 14, p. 274

Nitrates and Nitrites
See also:

Cellular sites
of action Ch. 4, p. 63

Cardiovascular toxicology
Ch. 9, pp. 173, 177

Nitrates, nitrites
Appendix, p. 342
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algal growth has dramatically declined. Oxygen levels near the bottom of
the lake also appear to have improved.

The presence of nitrates in drinking water has also been associated with a
human health problem called methemoglobinemia. In this condition, nitrates
are converted in the body to nitrites, which oxidize hemoglobin and prevent
the molecule from carrying oxygen. Infants are particularly susceptible.

Metals

Although metals are normally present in the environment, human activities
may increase metal concentrations in aquatic environments to levels that
may be hazardous to ecological systems or human health. Metals interact
with water and other compounds in a complicated manner, with each metal
forming many different species, or chemical forms, depending on conditions.
Metals can be found in water as the free metal ion, or combined with chloride
or a variety of other anions to form an ion pair. Metals also bind to both small
and large organic molecules. Small organometallic molecules are frequently
soluble in water, while the larger complexes formed by association of metals
with large organic components of soils and sediments are usually not. Factors
such as pH and hardness (the concentration of calcium, magnesium, and
other cations in the solution) can affect the relative concentrations of different
species of a metal.

Speciation of metals is often key in
determining effects of metals in an aquatic
environment, as different species of the
same metal may vary widely in toxicity.
For example, some studies have found
that copper carbonate (CuCO3) is much
less toxic to trout than copper hydroxide
(Cu(OH)2) or copper ion (Cu2+). Also,
complexation with organic matter gener-
ally lowers toxicity by making the metal
less available for absorption by organ-
isms. Bioaccumulation of metals does
occur, however, particularly in plants.
Organisms also have the potential to
metabolize some metals, thus altering
their chemical species. In fact, genes for
copper resistance have evolved in plant
pathogenic bacteria selected by agricul-
tural use of copper bactericides, suggest-
ing novel means of bioremediation.

One metal with toxic potential is lead.
Lead enters lakes and streams when it
leaches from soils as a component of run-
off. It then tends to accumulate in sedi-

Lead
See also:

Reproductive
toxicology Ch. 7, p. 126

Cardiovascular
toxicology Ch. 9, p. 176

Neurotoxicology
Ch. 10, pp. 207, 211

Immunotoxicology
Ch. 13, p. 257

Lead Appendix, p. 342

Cadmium
See also:

Reproductive
toxicology Ch. 7, p. 127

Cardiovascular
toxicology Ch. 9, p. 173

Renal toxicology
Ch. 12, p. 240

Cadmium Appendix, p. 337
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ments, with freshwater levels generally
only reaching a few micrograms per liter.
Lead is a much more significant problem
in drinking water, where it may leach
from lead pipes or solder and reach con-
centrations of 50 μg/l or higher. Lead
produces both neurological and hemato-
logical effects.

Many of the various species of cadmium
are quite soluble in water and also tend to bioaccumulate (particularly in
shellfish, but also in fish and plants). Cadmium’s potential as a toxic water
pollutant was demonstrated in Japan, in areas where water from the Jinzu
River in Toyama Prefecture, Honshu, was used to irrigate rice fields. Many
people in this area, particularly older women, suffered from a disease they
called itai-itai, or “ouch ouch,” because of the severe bone pain that accom-
panied it. Itai-itai was characterized by severe osteoporosis and kidney
dysfunction. The river in the affected area was highly polluted by a mining
operation upstream that was discharging tailings that were contaminated
with cadmium (among other metals). Cadmium bioaccumulated to high
levels in rice from the irrigated fields, and consequently in the people who
consumed the rice. Levels of cadmium and other metals in the tissues of
afflicted persons were found to be as high as several parts per thousand,
confirming metal pollution as the cause.

A second incident in Japan involved pollution by another heavy metal,
mercury. Mercury that was released into Minamata Bay in Kumamoto Pre-
fecture, Kyushu, by a plastics manufacturer was methylated by microorgan-
isms in the bay to form methylmercury, a neurotoxicant. Bioconcentration
occurred and effects were seen in organisms near the top of the food chain.
Large fish were found dead in the bay, seabirds fell into the water, and the
cats living in villages around the bay began to stagger around (this led to
the nickname of “dancing cat disease” for the condition). And because the
inhabitants of bayside villages derived most of their food from the bay, they
too were affected.

As mentioned before, another organo-
metal that is a water pollutant is the com-
pound tributyltin (TBT). This compound
is used to kill barnacles, mussels, and
other organisms that attach themselves to
the hulls of ships. Usually, TBT is incorporated into paint, which releases
the chemical gradually. Unfortunately, many marine species, such as oysters,
are extremely sensitive to TBT, with some species showing effects (shell
malformations, reproductive effects) at levels as low as a few parts per
billion. This has led to more stringent regulation, and in some cases banning
of TBT use.

Zinc, although an essential trace element, can produce toxicity through
interference with absorption of copper and iron, leading to anemia. Zinc can

Metallothionein
See also:

Toxicokinetics Ch. 2, p. 19

Mercury
See also:

Neurotoxicology
Ch. 10, p. 211

Renal toxicology
Ch. 12, p. 240

Mercury Appendix, p. 342
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also cause necrosis of gill tissues in fish. Increased levels of zinc may, how-
ever, protect against cadmium poisoning, perhaps through induction of the
cadmium- and zinc-binding enzyme metallothionein. High concentrations of
copper (which is often used as an algicide) can lead to accumulation of the
metal in the liver (an effect seen in both mammals and fish).

Other Pollutants

Biological agents frequently enter water systems when sewage is inade-
quately treated. This is particularly a problem in less developed countries,
where contact with contaminated water through swimming, drinking, or
eating contaminated fish or shellfish can lead to infections. Diseases that can
spread in this manner include bacterial infections such as cholera and typhoid,
as well as diseases such as amoebic dysentery, which are caused by protozoans.

When sediment is carried off from land into water, it becomes suspended
matter. Suspended matter can block sunlight, and thus prevent photosynthe-
sis. And because many sediment particles contain organic matter, suspended
matter can contribute to the problem of eutrophication.

Thermal pollution is a problem associated most frequently with power
plants. These plants bring in cool water from a nearby ocean, lake, or stream,
and then discharge it at a higher temperature. The higher the temperature
and the greater the volume of the discharged water, the more significant the
problem is likely to be. Warm water holds less dissolved oxygen than cooler
water, and at the same time the increased temperature causes an increase in
body temperature, and thus rates of cellular respiration for many aquatic
organisms. The increased oxygen requirements associated with the changes
in respiration combine with the lower availability of oxygen to produce
oxygen deprivation.

Regulation and Control of Water Pollution

Water pollution in the U.S. is regulated by two major laws: the Clean Water
Act (originally written in 1972 and reauthorized as the Water Quality Act of
1987) and the Safe Drinking Water Act, written in 1974. The Clean Water Act
and its reauthorizations require industries to pretreat wastes before dis-
charge into municipal water systems, and require permits for discharges
into navigable waters. In addition, federal financial support is provided for
construction of better water treatment facilities. The Safe Drinking Water
Act requires the establishment of maximum acceptable levels for pollutants
(maximum contaminant levels, MCLs) in drinking water. The process is slow,
however, and standards have not been set for all chemicals known or sus-
pected to be a problem. A general wastewater treatment scheme is shown
in Figure 17.4.
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Toxic Wastes

Sources of Toxic Wastes

One serious consequence of the industrial revolution and modern develop-
ment has been the generation of toxic waste materials. Toxic wastes are
produced as a by-product of many activities in modern society, including
manufacturing and other industrial processes, and are also produced in the
consumption or utilization of manufactured goods. While toxicity of waste
substances can be estimated by a median lethal dose study or similar exper-
iment, estimating the actual hazard posed by a waste involves estimating not
only intrinsic toxicity of the substance, but also factors such as the likelihood
that exposure to the substance will occur. Toxic waste, when handled or
disposed in such a way as to threaten public health or the environment, can
be considered hazardous waste.

Generators of hazardous waste can be found in every segment of society.
Activities that generate hazardous wastes include manufacturing, mining,
defense (weapons manufacture), agriculture, utility company operations
(power plants), small business operations (dry cleaners, paint shops, auto-

FIGURE 17.4
Wastewater treatment.

Waste Water Treatment

Primary Treatment

Secondary Treatment

Tertiary Treatment

The removal of phosphorus, nitrogen, metals, and
other pollutants requires additional special treatments

Small particles settle out in settling tanks 
(the sludge which results from this 
step must then be disposed of by 
incineration, digestion, or burial) 

In an aeration tank, aerobic bacteria are then 
allowed to digest the remaining organic materials 

(the bacteria are then allowed to settle 
out and are added to the sludge) 

Screens and filters remove solid materials
(which are then sent to sanitary landfill)
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mobile service, etc.), hospital operations, laboratory research, and even
household and municipal activities.

Categories of Waste

The great majority of hazardous waste is
produced by large generators in manufac-
turing, mining, and the military. These
sources discard wastes containing toxi-
cants such as organic solvents, polycyclic
aromatic hydrocarbons, pesticides, and
heavy metals. In a survey of 1189 sites, the
most commonly found solvents included
1,1,2-trichloroethylene (found in 401
sites), toluene (found in 281 sites), and
benzene (found in 249 sites). Polycyclic
aromatic hydrocarbons found included
naphthalene (60 sites), phenanthrene (41

sites), and benzo[a]pyrene (37 sites). Among the many toxic metals found
were lead (395 sites), chromium (395 sites), and arsenic (187 sites). Polychlo-
rinated biphenyls were found in 185 sites, and the chlorinated organic insec-
ticides DDT and chlordane were found in 50 and 33 sites, respectively. Some
Department of Energy sites hold radioactive plutonium, cesium, and ura-
nium in an extremely toxic sludge with no known means of remediation.

Household hazardous waste disposal is also a growing problem. Organic
solvents are used in every household; there is methanol or phenol in many
bathroom cleaning agents, chloroform in some toothpastes, and ethyl acetate
in fingernail polish. Inorganic cleaning agents include sodium hypochlorite
in bleach and ammonium hydroxide in household ammonia. An increasing
number of household and personal appliances are powered by small alkaline
nickel and cadmium batteries that are often disposed with garbage. House-
hold paints and home and garden pesticides are used in large volumes, and
unused portions often accumulate until they become outdated and thus
considered waste. Considered cumulatively, a community of many consum-
ing households may generate a considerable volume of toxic waste and
should attempt to manage that waste just as a manufacturing plant must,
by law, manage its hazardous waste.

Love Canal and Hazardous Waste Legislation

Throughout much of history, waste (even toxic or hazardous waste) was
simply disposed of in an expedient manner, often by simply digging a hole
and burying it. Such dumping has resulted in landfills that are now slowly
leaking undefined mixtures into groundwater, and a buildup of waste mate-
rials is contaminating the oceans and, in some cases, washing back onshore.

Toxic Chemicals
See also:

Halogenated HC
solvents Appendix, p. 341

Benzene Appendix, p. 336
Arsenic Appendix, p. 336
Lead Appendix, p. 342
Organochlorines

Appendix, p. 343
Polycyclic aromatic HCs

Appendix, p. 347
PCBs Appendix, p. 346
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The problems inherent in this practice came to light in the late 1970s at a
site called Love Canal in New York. Love Canal was an abandoned canal dug
in the 1890s and used as a swimming hole until it was purchased by Hooker
Electro-Chemical Company in 1942. Hooker used the canal as a dump site,
filling the canal with more than 20,000 tons of waste, which included more
than 200 different chemicals.

In the 1950s, the dump was covered with a clay cap and sold to the city of
Niagara Falls for $1. The city promptly built an elementary school on the site,
and a neighborhood soon sprung up around it. Additional construction dis-
rupted the cap, allowing rainfall and groundwater to penetrate into the site,
which soon began to overflow. This carried toxic chemicals into basements
and onto surfaces and into contact with the Love Canal residents. Following
a series of protests by the affected individuals, an emergency was declared
and a number of homes were eventually purchased and residents evacuated.

Prior to Love Canal, there was little or no public awareness of the problems
posed by haphazard hazardous waste disposal. This and other incidents,
however, made it clear that from an environmental perspective, disposal is
only temporary because, in many situations, the air, surface water, or ground-
water can easily become contaminated from the disposed hazardous waste
in the future. As a result of these concerns, legislation was passed that defined
hazardous waste and required the use of approved disposal methods.

In the U.S., hazardous waste is regulated by the Environmental Protection
Agency. The Resource Conservation and Recovery Act of 1976 (RCRA) with its
Hazardous and Solid Waste Amendments of 1984 established requirements
for management of hazardous waste generated through many activities
(although some sources were exempted).

One major contribution of RCRA was the definition of hazardous waste
as ignitable, corrosive, reactive, or toxic substances. All solid (defined in the
act as solid, liquid, semisolid, or gas in a container) hazardous waste was to
be treated prior to being placed in specially constructed, secure landfills. The
act exempted industrial effluent and irrigation return flows (which are reg-
ulated under the Clean Water Act), nuclear waste (regulated under the
Atomic Energy Act), household waste, coal combustion waste, agricultural
fertilizers, petrochemical drilling muds, some mining wastes, and cement
kiln dust. However, these categories may be added by future amendments.
Remedial action to prevent environmental damage from existing hazardous
waste dump sites was directed under the Comprehensive Environmental
Response and Recovery Act of 1980 (CERCLA), also known as Superfund. Super-
fund addressed issues such as how abandoned waste sites should be handled
and who is liable for the cost. It also established a fund that could be used
to pay for cleanup if no liable parties could be identified. The trust fund is
generated by a tax on manufacturers, cost recovery through litigation, federal
appropriation, and interest. CERCLA was amended by the Superfund Amend-
ments and Reauthorization Act of 1986 (SARA).

In 1991, candidate sites for a National Priorities List were rated by a Hazard
Ranking System for the relative threat to human health or the environment,
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and the 1189 considered most hazardous were listed. By 2005, the National
Priorities List included 1244 uncontrolled hazardous waste sites eligible for
remedial action by the federal government. These included federal sites
(mostly nuclear (Department of Energy) or defense facilities), municipal
landfill sites, commercial or industrial landfills and surface impoundments
(evaporation ponds), and chemical manufacturing or processing areas filled
with containers or drums. Many sites were associated with electroplating
(chromium, copper, mercury), military testing and ordnance (chemical war-
fare agents, explosives), wood preserving (pentachlorophenol), waste oil
processing (lead, benzene, etc.), ore processing (fluoride, arsenic, etc.), bat-
tery recycling (lead, cadmium), and incineration (metals, PAHs, PCBs).

Sites on the National Priorities List are found throughout the U.S., but
tend to cluster around major cities. In 2005 there were 202 sites in New York
and New Jersey (EPA region 2), and 38% of the sites were in the combined
EPA regions 1, 2, and 3, which encompass the 13 northeastern states from
Maine to Virginia. There were also 229 sites listed in the 6 states of EPA
region 5, which border the Great Lakes. Therefore, approximately 57% of the
total sites were in 19 states of the northeast and upper Midwest.

Among the highest ranked nonfederal sites in terms of the hazard ranking
assessment in 2005 were the Big River Mine Tailings/St. Joe Minerals Corp. site
in Desloge, MO; the Lipari Landfill, Pitman, NJ; the McCormack and Baxter
Creosoting Company site, Portland, OR; and the Helen Kramer Landfill, Mantua
Township, New Jersey. The highest-ranking federal sites were the Pearl Harbor
Naval Complex in Hawaii, the Cherry Point Marine Corps Air Station in Have-
lock, NC, and two areas of the Hanford Nuclear Reservation, Washington.

Many problems have complicated the task of cleaning up hazardous waste
sites. At hundreds of sites, leaking containers have deteriorated so badly
that the site has become difficult to stabilize without causing more leakage.
Also, these conditions tend to produce mixtures of diverse organic and
inorganic toxic compounds, which present complex technical difficulties in
designing detoxication strategies. Because of the need for many preliminary
investigations and plans to be made for each site in order to deal with these
factors, the cleanup rates have been very slow. Political pressures and diver-
sity of opinion over treatment strategies have also led to delays.

Also, the most hazardous (and therefore the most complex) sites have
required the most planning, and thus have not necessarily been the first to
be cleaned. This slowness of action has generated a great deal of criticism
for the EPA and the program as a whole.

Remediation has been completed to the point of formal deletion of approx-
imately 296 sites from the original list.

Waste Management: Reduce, Recycle, Treat, Store

A plan for the management of hazardous waste may employ various tech-
niques that may be classified into the following categories: reducing the
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volume generated, recycling, treatment, and storage. Storage of an accumu-
lating volume of hazardous waste, however, must be viewed as the least
desirable way to manage the problem and should be considered as a tempo-
rary approach while other ways are found to eliminate the hazardous waste.

Reducing the volume of hazardous waste is becoming a major emphasis
in industry as a result of increasing treatment and disposal costs. Waste
minimization programs involve quantification of the waste produced, iden-
tification of the source of waste in the process, and engineering to improve
the efficiency of the manufacturing process, or to substitute less toxic com-
pounds for the end product and for the intermediates in the process stream.
Finding alternatives to those products generating toxic waste is the ounce
of prevention that, in this case, is worth much more than a pound of cure.
Alternatives have been found for PCBs, DDT, ozone-depleting chlorofluoro-
carbons, and other environmental pollutants.

A large industry has also developed for the recycling of waste, including
toxic substances. For example, industrial process and cleaning solvents are
now routinely recycled so that approximately two thirds of solvent used is
recovered. Solvent recycling is accomplished by sequential settling, filtering,
and distillation — so it is a relatively simple process. Rather than disposal
of the contaminated solvent, contaminants collected as filter cake and still
bottoms are treated for detoxication or decomposed, and recycled solvent is
obtained at high yield.

Detoxication is the reduction of toxicity of waste through physical, chemical,
or biological treatment. Ultraviolet irradiation in methanol is used to detoxify
TCDD and pesticides by dechlorination. In an aqueous stream containing
hazardous waste, chemical oxidation, reduction, or hydrolysis may be used
to detoxify the waste. In some cases, separation of the hazardous waste from
the liquid process or waste stream may be accomplished by precipitation,
centrifugation, or filtration. This results in a concentrated cake or solid that
can be collected for detoxication. Separation depends on the chemical char-
acteristic of the waste constituents. Useful filtration matrices include silica
for organic solvent streams, ion exchange resins, and activated carbon.

Biodegradation has the advantage of being inexpensive because microor-
ganisms are used to degrade the waste. Enzymes within or secreted from
the microorganism catalyze detoxication reactions such as hydrolysis, oxi-
dation, or reduction. Recent advances in biotechnology have succeeded in
engineering microorganisms for more efficient waste degradation. The treat-
ment of existing toxic waste sites by this technique falls under the category
of bioremediation (discussed previously).

Incineration is the burning of waste composed of organic compounds in
the presence of oxygen at temperatures of up to about 1500˚C. High-tem-
perature combustion will detoxify many toxic, organic compounds by oxi-
dation to carbon dioxide and water. As the waste burns, the heat evolved
may be used for the manufacturing process or for some other purpose.
Incineration does not produce detoxication of all types of hazardous wastes,
and may even produce added toxic oxides as the waste is oxidized. Also,
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incineration at reduced temperature may simply volatilize the waste. For
these reasons, incineration smoke may be toxic and, if so, must be scrubbed
before entering the atmosphere. In addition, the Supreme Court has ruled
that ash from municipal incinerators must be regulated as potentially haz-
ardous waste.

Pyrolysis is a more universally detoxicative process that employs extremely
high heat, like in an iron smelter, to decompose organic and inorganic toxic
compounds to elemental form. This process is expensive, energy-consuming,
and not commonly available; however, new companies specializing in this
process are likely to grow rapidly, thus lowering the costs somewhat. This
process is most elegant because it is the simplification of toxic wastes to the
elements from which they originated.

Storage of hazardous waste in secure landfills is considered by EPA as a
temporary approach while other ways are found to eliminate the hazardous
waste. Under the Resource Conservation and Recovery Act, secure landfills
must meet construction standards and disposal must be preceded by char-
acterization and treatment of the waste.

EPA regulations include land disposal restrictions that state that all haz-
ardous waste must be treated to meet best-demonstrated achievable tech-
nology prior to land disposal. These regulations require measuring the
concentrations of waste constituents by approved test methods before or
after a toxicity characteristic leaching procedure that simulates leaching of
the constituents from the solid matrix.

Secure landfills must be constructed with liners to prevent leaching down
to the groundwater. They must also have a drainage system above the liner
to collect leaking waste into a holding system. Furthermore, secure landfills
must have adjacent monitoring wells to test for contamination of the sur-
rounding area.
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Appendix

 

List of Selected Toxicants

 

NAME:

 

Acetaminophen

 

CHEMICAL FORMULA:

 

p

 

-Hydroxyacetanilide, C

 

8

 

H

 

9

 

NO

 

2

 

PHYSICAL PROPERTIES: Crystals
SOURCES AND USES: Synthetic compound used to treat headache, in-

flammation, fever
TOXICITY: LD

 

50

 

 (mice, oral), 338 mg/kg
SEE ALSO: Hepatic toxicology, Ch. 11, p. 225 

NAME:

 

Aflatoxins

 

CHEMICAL FORMULA: Aflatoxin B1
(2,3,6a, 9a-tetrahydro-4-methoxycyclo-
penta[c]furo[3

 

′

 

,2

 

′

 

:4,5]furo[2,3-h][1]ben-
zopyran-1,11-dione), C

 

17

 

H

 

12

 

O

 

6

 

PHYSICAL PROPERTIES: Crystals
SOURCES AND USES: Produced by 

 

As-
pergillus

 

 sp. (fungi); can contaminate
food products under proper conditions

TOXICITY: Hepatotoxicants, carcinogens;
LD

 

50

 

 (mouse, ip), 9.5 mg/kg

 

SEE ALSO: Hepatic toxicology, Ch. 11, p. 228 

Acetaminophen

HO N

H

CH3

O
C

Aflatoxin B1 

OO

O

OCH3

O O
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NAME:

 

Arsenic

 

CHEMICAL FORMULA: As Atomic wt. 74.92159
PHYSICAL PROPERTIES: Gray-black, metallic crystal; many different spe-

cies, most toxic
SOURCES AND USES: Naturally occurring element; used in manufacture

of glass, metal working; contaminant of precious metal ore
TOXICITY: Gastrointestinal irritant, nephrotoxicant, hepatotoxicant; ar-

senic trioxide LD

 

50

 

 (mouse, oral), 39.4 mg/kg
SEE ALSO: Forensic toxicology, Ch. 16, p. 301

 

As

 

2

 

O

 

3

 

arsenic trioxide (arsenous acid)

 

NAME:

 

Asbestos

 

CHEMICAL FORMULA: Chrysotile (the most common form of asbestos),
Mg

 

6

 

(Si

 

4

 

O

 

10

 

)(OH)

 

8

 

PHYSICAL PROPERTIES: Fibrous silicate
SOURCE AND USES: Naturally occurring; used as a heat and fire-resistant

material
TOXICITY: Respiratory toxicant, carcinogen
SEE ALSO: Respiratory toxicology, Ch. 8, p. 157

 

[Mg

 

6

 

(Si

 

4

 

O

 

10

 

)(OH)

 

8

 

]

 

asbestos (chrysotile)

 

NAME:

 

Benzene

 

CHEMICAL FORMULA: C

 

6

 

H

 

6

 

PHYSICAL PROPERTIES: Clear, colorless, flammable liquid
SOURCE AND USES: Can be purified from coal or synthesized; used in

manufacture of many compounds
TOXICITY: Acute exposures lead to nervous system depression

with an LD

 

50

 

 (rat, oral) of 3.8 ml/kg; chronic exposure has been
associated with bone marrow depression and leukemia

SEE ALSO: Cardiovascular toxicology, Ch. 9, p. 175

 

Immunotoxicology, Ch. 13, p. 256 
Benzene
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NAME:

 

Cadmium

 

CHEMICAL FORMULA: Cd Atomic wt. 112.411
PHYSICAL PROPERTIES: Heavy metal
SOURCE AND USES: Naturally occurring; used in making of metal alloys,

batteries, and other products
TOXICITY: Reproductive toxicant, cardiovascular toxicant, renal toxicant
SEE ALSO: Reproductive toxicology and teratology, Ch. 7, p. 127

Cardiovascular toxicology, Ch. 9, p. 173
Renal toxicology, Ch. 12, p. 240
Environmental toxicology, Ch. 17, p. 324

 

Cd

 

cadmium

 

NAME:

 

Carbamate pesticides

 

CHEMICAL FORMULA: Carbaryl (1-naphthalenol methylcarbamate),
C

 

12

 

H

 

11

 

NO

 

2

 

Aldicarb (2-methyl-2(methylthio)propanal O-[(methylamino)carbon-
yl]oxime), C

 

7

 

H

 

14

 

N

 

2

 

O

 

2

 

S
PHYSICAL PROPERTIES: Crystals
SOURCES AND USES: Synthetic pesticides, insecticides
TOXICITY: Neurotoxicity; carbaryl LD

 

50

 

 (rat, oral), 250 mg/kg; aldicarb
(rat, oral), 1 mg/kg

SEE ALSO: Environmental toxicology, Ch. 17, p. 320 

Carbaryl
(Sevin®)

OCNCH3

O

Aldicarb

C CCH3S

CH3

CH3

N
H

O NCH3

O

C
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NAME:

 

Carbon disulfide

 

CHEMICAL FORMULA: CS

 

2

 

PHYSICAL PROPERTIES: Flammable liquid
SOURCE AND USES: Synthesized; used in manufacture of rayon and as

cleaning solvent
TOXICITY: Cardiovascular toxicant, neurotoxicant
SEE ALSO: Cardiovascular toxicology, Ch. 9, p. 172

Neurotoxicology, Ch. 10, p. 205

 

CS

 

2

 

carbon disulfide

 

NAME:

 

Carbon monoxide

 

CHEMICAL FORMULA: CO
PHYSICAL PROPERTIES: Colorless, odorless gas
SOURCE AND USES: Produced during combustion of organic materials;

toxic by-product of combustion
TOXICITY: Cardiovascular toxicant (combines with hemoglobin)
SEE ALSO: Cellular sites of action, Ch. 4, p. 63

Cardiovascular toxicology, Ch. 9, pp. 172, 177
Environmental toxicology, Ch. 17, p. 306

 

CO

 

carbon monoxide

 

NAME:

 

Chlorofluorocarbons

 

CHEMICAL FORMULA: CFC-11=CCl

 

3

 

F, CFC-12=CCl

 

2

 

F

 

2

 

,
CFC-113=CCl

 

2

 

FCClF

 

2

 

PHYSICAL PROPERTIES: Stable, nontoxic compounds
SOURCES AND USES: Synthetic chemicals used as refrigerants, propel-

lants, among other uses
TOXICITY: Nontoxic; influences health indirectly through damage to the

ozone layer
SEE ALSO: Environmental toxicology, Ch. 17, p. 310
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CFC-11=CCl

 

3

 

F

CFC-12=CCl

 

2

 

F

 

2

 

CFC-113=CCl

 

2

 

FCClF

 

2

 

NAME:

 

Hydrogen cyanide

 

CHEMICAL FORMULA: HCN
PHYSICAL PROPERTIES: Liquid or gas; odor of bitter almonds
SOURCE AND USES: Industrial processes, chemical weapon
TOXICITY: LD

 

50

 

 (mouse, oral), 3.7 mg/kg
SEE ALSO: Cellular sites of action, Ch. 4, p. 56

Forensic toxicology, Ch. 16, p. 301

 

HCN

 

hydrogen cyanide

 

NAME:

 

2,4-D; 2,4,5-T

 

CHEMICAL FORMULA: 2,4-D (2,4-dichlorophenoxy) acetic acid,
C

 

8

 

H

 

6

 

Cl

 

2

 

O

 

3

 

2,4,5-T (2,4,5-trichlorophenoxy) acetic acid, C

 

8

 

H

 

5

 

Cl

 

3

 

O

 

3

 

PHYSICAL PROPERTIES: Crystalline powder
SOURCE AND USES: Synthetic herbicides
TOXICITY: Irritants; 2,4-D LD

 

50

 

 (rat, oral), 375 mg/kg; 2,4,5-T LD

 

50

 

 (rat,
oral), 500 mg/kg

SEE ALSO: Renal toxicology, Ch. 12, p. 241
Environmental toxicology, Ch. 17, p. 320 

O

Cl

Cl

CH2 C
O

OH

2,4-D
((2,4-dichlorophenoxy)acetic acid)

2,4,5-T
((2,4,5-trichlorophenoxy)acetic acid)

O

Cl

Cl

Cl

CH2 C
O

OH
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NAME:

 

Diethylstilbestrol (DES)

 

CHEMICAL FORMULA: 4,4

 

′

 

-(1,2-
diethyl-1,2ethenediyl)bisphenol,
C

 

18

 

H

 

20

 

O

 

2

 

PHYSICAL PROPERTIES:
Crystalline powder

SOURCE AND USES: Synthetic
compound with estrogenic activity; used at one time in prevention of
miscarriage; also used in livestock feed to promote growth

TOXICITY: Carcinogen

 

SEE ALSO: Reproductive toxicology and teratology, Ch. 7, p. 135 

NAME:

 

Ethanol

 

CHEMICAL FORMULA: C

 

2

 

H

 

6

 

O
PHYSICAL PROPERTIES: Colorless liquid
SOURCE AND USES: Produced through the process of fermentation; used

as recreational drug, as solvent in foods and medicines, and as industrial
solvent

TOXICITY: Acute exposures lead to nervous system depression; chronic
exposures lead to increased risks of neurologic and hepatic disease; car-
cinogen, teratogen

SEE ALSO: Reproductive toxicology and teratology, Ch. 7, p. 135
Neurotoxicology, Ch. 10, p. 211
Hepatic toxicology, Ch. 11, pp. 224, 226, 227
Forensic toxicology, Ch. 16, p. 297

 

CH

 

3

 

OH

 

ethanol

 

NAME:

 

Ethylene dibromide (EDB)

 

CHEMICAL FORMULA: 1,2-dibromoethane, C

 

2

 

H

 

4

 

Br

 

2

 

PHYSICAL PROPERTIES: Heavy liquid
SOURCES AND USES: Synthetic; used as fumigant

 

TOXICITY: Carcinogen, hepatotoxicant, nephrotoxicant 

Diethylstilbestrol
CH3CH2

CH2CH3

HO

OH

EDB
1,2-dibromoethane

C CH
Br

H

H

Br

H
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NAME:

 

Formaldehyde

 

CHEMICAL FORMULA: CH

 

2

 

O
PHYSICAL PROPERTIES: Colorless irritant gas
SOURCE AND USES: By-product of combustion; also manufactured syn-

thetically; used in production of resins, textiles, particleboard, and other
products

TOXICITY: Respiratory irritant, possible carcinogen
SEE ALSO: Respiratory toxicology, Ch. 8, p. 155

Immunotoxicology, Ch. 13, p. 255 

NAME:

 

Halogenated hydrocarbon solvents

 

CHEMICAL FORMULAS: Carbon tetrachloride, CCl

 

4

 

Chloroform, CHCl

 

3

 

Dichloromethane, CH

 

2

 

Cl

 

2

 

Trichloroethylene, C

 

2

 

HCl

 

3

 

PHYSICAL PROPERTIES: Colorless, heavy liquids
SOURCE AND USES: Synthesized; used as industrial solvents, cleaners, in

synthesis of many organic compounds
TOXICITY: Neurotoxic, hepatotoxic, toxic to cardiovascular and renal sys-

tems, carcinogenic
SEE ALSO: Biotransformation, Ch. 3, p. 41

Cardiovascular toxicology, Ch. 9, p. 167
Neurotoxicology, Ch. 10, p. 211
Hepatic toxicology, Ch. 11, pp. 225, 228
Renal toxicology, Ch. 12, p. 241 

C
O

H
H

Formaldehyde

Carbon tetrachloride

Cl ClC
Cl

Cl
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NAME:

 

Lead

 

CHEMICAL FORMULA: Pb Atomic wt. 207.2
PHYSICAL PROPERTIES: Heavy metal; also may form organolead com-

pounds
SOURCE AND USES: Naturally occurring; used in manufacture of alloys,

batteries, pipes, pigments, and many other products
TOXICITY: Neurotoxic, reproductive toxin
SEE ALSO: Reproductive toxicology and teratology, Ch. 7, p. 126

Cardiovascular toxicology, Ch. 9, p. 176
Neurotoxicology, Ch. 10, pp. 207, 211
Immunotoxicology, Ch. 13, p. 257
Environmental toxicology, Ch. 17, p. 324

 

Pb

 

lead

 

NAME:

 

Mercury

 

CHEMICAL FORMULA: Hg Atomic wt. 200.59
PHYSICAL PROPERTIES: Heavy metal; also may form organomercury

compounds
SOURCE AND USES: Naturally occurring
TOXICITY: Teratogenic, neurotoxicant, renal toxicant, irritant
SEE ALSO: Neurotoxicology, Ch. 10, p. 211

Renal toxicology, Ch. 12, p. 240
Environmental toxicology, Ch. 17, p. 325

 

CH

 

3

 

-Hg

 

+

 

methylmercury

 

NAME:

 

Nitrates, nitrites

 

CHEMICAL FORMULA: xNO

 

3

 

, xNO

 

2

 

PHYSICAL PROPERTIES: Usually white or yellow powder or granules
SOURCE AND USES: Occur naturally; used in manufacturing, preserva-

tion of meats, and fertilizers
TOXICITY: Cardiovascular toxicant; possible role in carcinogenesis; sodium

nitrate LD

 

50

 

 (rabbits, oral), 2 g/kg; sodium nitrite LD

 

50 

 

(rat, oral), 180 mg/kg
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SEE ALSO: Cellular sites of action, Ch. 4, p. 63
Cardiovascular toxicology, Ch. 9, pp. 173, 177
Environmental toxicology, Ch. 17, p. 323

 

NaNO

 

2

 

sodium nitrite

NaNO

 

3

 

sodium nitrate

 

NAME:

 

Nitrogen dioxide

 

CHEMICAL FORMULA: NO

 

2

PHYSICAL PROPERTIES: Irritant gas
SOURCE AND USES: By-product of combustion
TOXICITY: Respiratory toxicant
SEE ALSO: Respiratory toxicology, Ch. 8, p. 155

Environmental toxicology, Ch. 17, p. 308

NO2

nitrogen dioxide

NAME: Organochlorine pesticides

CHEMICAL FORMULA: DDT (dichlorodiphenyltrichloroethane),
C14H9Cl5

Chlordane (1,2,4,5,6,7,8,8-octochloro-2,3,3a,4,7,7a-hexahydro-4,7-metha-
no-1H-indene), C10H6Cl8

Aldrin (1,2,3,4,10,10-hexachloro-1,4,4a,5,8,8a-hexahydro-1,4:5,8-dimetha-
nonaphthalene), C12H8Cl6

Dieldrin (3,4,5,6,9,9-hexachloro-1a,2,2a,3,6,6a,7,7a-octahydro-2,7:3,6-
dimethanonapth[2,3-b]oxirene), C12H8Cl6O

Mirex (1,1a,2,2,3,3a,4,5,5,5a,5b,6-dodecachloro-octahydro-1,3,4-metheno-
1H-cyclobuta[cd]pentalene), C10Cl12

Chlordecone (kepone) (decachlorooctahydro-1,3,4-metheno-2H-cyclobu-
ta[cd]pentalen-2-one), C10Cl10O

PHYSICAL PROPERTIES: Crystals; insoluble in water
SOURCE AND USES: Synthetic insecticides; persistent in the environment
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TOXICITY: Neurotoxic; chronic exposure may lead to hepatotoxicity; DDT
LD50 (human), 500 mg/kg; chlordane LD50 (rat, ip), 343 mg/kg; aldrin
LD50 (rats, oral), 30 to 60 mg/kg; dieldrin LD50 (rat, oral), 46 mg/kg; mirex
LD50 (rat, oral), 600 mg/kg; chlordecone LD50 (rat, oral), 125 mg/kg

SEE ALSO: Environmental toxicology, Ch. 17, p. 319 

NAME: Organophosphates

CHEMICAL FORMULA: Parathion (phosphorothioic acid O,O-diethyl O-
(4-nitrophenyl) ester), C10H14NO5PS

Malathion ([(dimethoxypnosphinothioyl)thio]buta-nedioic acid diethyl
ester), C10H19O6PS2

PHYSICAL PROPERTIES: Pale liquid
SOURCE AND USES: Synthetic insecticide

DDT
(Dichlorodiphenyltrichloroethane)

ClCl

Cl

C

C

Cl

Cl

H

Mirex

Cl
Cl

Cl
Cl

Cl

Cl

Cl

Cl

Cl

Cl

Cl

Cl

Chlordecone
(Kepone)

Cl
Cl

Cl

Cl

Cl

Cl

Cl

Cl

Cl

Cl

O
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TOXICITY: Neurotoxicants; parathion LD50 (rat, oral), 3 to 10 mg/kg;
malathion LD50 (rat, oral), 1000 to 1400 mg/kg

SEE ALSO: Biotransformation, Ch. 3, p. 31
Cellular sites of action, Ch. 4, p. 52
Neurotoxicology, Ch. 10, pp. 196, 204
Environmental toxicology, Ch. 17, p. 320 

NAME: Ozone

CHEMICAL FORMULA: O3

PHYSICAL PROPERTIES: Irritant gas
SOURCE AND USES: Produced as a by-product of combustion;

air pollutant
TOXICITY: Respiratory irritant
SEE ALSO: Respiratory toxicity, Ch. 8, p. 155

Environmental toxicology, Ch. 17, p. 310

NAME: Paraquat

CHEMICAL FORMULA: 1,1′-dimethyl-4,4′-bipyridinium, [C12H14N2]2+

PHYSICAL PROPERTIES: Crystals
SOURCE AND USES: Synthetic herbicide
TOXICITY: Irritant, respiratory toxicant
SEE ALSO: Respiratory toxicology, Ch. 8, p. 155

Environmental toxicology, Ch. 17, p. 321 

Methyl parathion

OP

OCH3

NO2CH3O

S

Malathion

CH3O P S

S

OCH3

C COCH2CH3

H

CH2

O

COCH2CH3

O

Ozone
O

O O

N++N CH3H3C

Paraquat
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NAME: Petroleum products

CHEMICAL FORMULA: Mixture of aliphatic and cyclic hydrocarbons,
some aromatic hydrocarbons, and other compounds

PHYSICAL PROPERTIES: Oily liquid
SOURCE AND USES: Naturally occurring; petroleum or crude oil is dis-

tilled and separated into components that are typically used for fuels or
lubricants

TOXICITY: Some components are neurotoxic; others are potentially carci-
nogenic

SEE ALSO: Environmental toxicology, Ch. 17, p. 316 

H3CCH3

ethane

CH3CH2CH2CH2CH2CH2CH3

n-heptane

NAME: Polychlorinated biphenyls (PCBs) and polybrominated
biphenyls (PBBs)

CHEMICAL FORMULA: C12 with varying amounts of H and Cl
PHYSICAL PROPERTIES: Usually liquids
SOURCE AND USES: Synthetic compounds

used in manufacture of electrical equip-
ment

TOXICITY: Hepatotoxic, immunotoxic, po-
tential carcinogens; PCBs LD50 (rat, oral),
1500 mg/kg

SEE ALSO: Immunotoxicology, Ch. 13, p. 257
Environmental toxicology, Ch. 17, p. 322 

Isooctane
(2,2,4-trimethylpentane)

CCH2C
CH3

CH3

CH3

H

CH3

H3C

Cyclopentane

PCB or PBB
(Polychlorinatedbiphenyl; x=Cl)
(Polybrominatedbiphenyl; x=Br)

x

x

x x x

x

xxx x
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NAME: Polycyclic aromatic hydrocarbons (PAHs)

CHEMICAL FORMULA: Anthracene C14H10

Benzo[a]pyrene, C20H12

3-Methylcholanthrene (3-MC), C21H16

PHYSICAL PROPERTIES: Clear or yellowish powder
SOURCE AND USES: Produced during incomplete combustion of organic

materials
TOXICITY: Carcinogenic
SEE ALSO: Carcinogenesis, Ch. 6, p. 101

Reproductive toxicology and teratology, Ch. 7, p. 127 

NAME: Pyrethroids

CHEMICAL FORMULA: Allethrin (2,2-dimethyl-3-(2-methyl-1-propenyl)
cyclopropanecarboxylic acid 2-methyl-4-oxo-3-(2-propenyl)-2-cyclopent-
en-1-yl ester), C19H26O3

Permethrin (3-(2,2-dichloroethenyl)-2,2-dimethylcyclopropanecarboxylic
acid (3-phenoxyphenyl) methyl ester), C21H20Cl2O3

Cypermethrin is the -cyano derivative of permethrin
PHYSICAL PROPERTIES: Liquid
SOURCE AND USES: Synthetic insecticide
TOXICITY: Neurotoxic
SEE ALSO: Neurotoxicology, Ch. 10, p. 190 

Polycyclic aromatic hydrocarbon 3-methylcholanthrene

H3C
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NAME: Strychnine

CHEMICAL FORMULA: C21H22N2O2

PHYSICAL PROPERTIES: Crystalline powder
SOURCE AND USES: From plant Strychnos nux-vomica; used as pesticide
TOXICITY: Neurotoxicant
SEE ALSO: Neurotoxicology, Ch. 10, p. 200
Forensic toxicology, Ch. 16, p. 302

NAME: Sulfur dioxide

CHEMICAL FORMULA: SO2

PHYSICAL PROPERTIES: Irritant gas
SOURCE AND USES: By-product of combustion
TOXICITY: Respiratory irritant
SEE ALSO: Respiratory toxicology, Ch. 8, p. 154
Environmental toxicology, Ch. 17, p. 308

SO2

sulfur dioxide

NAME: Tetrachlorodibenzodioxin (TCDD)

CHEMICAL FORMULA: 2,3,7,8-tetrachlorodibenzo[b,e][1,4]dioxin,
C12H4Cl4O2

PHYSICAL PROPERTIES: Crystalline solid
SOURCE: Contaminant formed during manufacture of certain herbicides
TOXICITY: Hepatotoxic, immunotoxic, teratogenic, carcinogenic; LD50 (rat,

oral), 0.02 to 0.04 mg/kg

N

O
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H

H

N

H

Strychnine
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SEE ALSO: Biotransformation, Ch. 3, pp. 34, 37
Carcinogenesis, Ch. 6, p. 103
Immunotoxicology, Ch. 13, p. 257
Environmental toxicology, Ch. 17, p. 327 

NAME: Tetrodotoxin (TTX), saxitoxin (STX)

CHEMICAL FORMULA: TTX, C11H17N3O8

STX, [C10H17N7O4]2+

PHYSICAL PROPERTIES: Crystalline solid
SOURCES AND USES: Naturally occurring toxins produced by fish (TTX)

and dinoflagellates (STX)
TOXICITY: Neurotoxic; TTX LD50 (mice, ip), 10 mg/kg; STX LD50 (mice,

oral), 263 mg/kg
SEE ALSO: Cellular sites of action, Ch. 4, p. 62

Cardiovascular toxicology, Ch. 9, p. 168
Neurotoxicology, Ch. 10, p. 188

TCDD
(2,4,7,8-tetrachlorodibenzodioxin)
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NAME: Thalidomide

CHEMICAL FORMULA: 2-(2,6-dioxo-3-piperidinyl)-1H-isoindole-
1,3(2H)-dione, C13H10N2O4

PHYSICAL PROPERTIES: Powder
SOURCE AND USES: Synthetic drug used to treat morning sickness
TOXICITY: Teratogen
SEE ALSO: Reproductive toxicology and teratogenicity, Ch. 7, pp. 135, 139 

NAME: Tobacco

CHEMICAL FORMULA: Complex mixture of com-
pounds, including polycyclic aromatic hydrocarbons,
phenols, nicotine, nitrosamines

PHYSICAL PROPERTIES: Leaf of tobacco plant
SOURCE AND USES: Tobacco plant, recreational use

(smoking)
TOXICITY: Respiratory toxicant, carcinogenic
SEE ALSO: Respiratory toxicology, Ch. 8, pp. 156, 159

NAME: Toluene diisocyanate

CHEMICAL FORMULA: 2,4-diisocyanatotoluene,
C9H6N2O2

PHYSICAL PROPERTIES: Liquid
SOURCE AND USES: Synthetic compound used in

manufacturing
TOXICITY: Respiratory toxicant, immunotoxic
SEE ALSO: Respiratory toxicology, Ch. 8, p. 156

Immunotoxicology, Ch. 13, p. 254 

Thalidomide
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