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Preface \'

Preface

The broad spectrum of analytical techniques available today is covered in this handbook. It starts with
general articles on purpose and procedures of analytical chemistry, quality assurance, chemometrics,
sampling and sample preparation followed by articles on individual techniques, including not only
chromatographic and spectrometric techniques but also e. g. immunoassays, activation analysis, chemical
and biochemical sensors, and techniques for DNA-analysis.

Most of the information presented is a thoroughly updated version of that included in the 5th edition of
the 36-volume “Ullmann's Encyclopedia of Industrial Chemistry”, the last edition that is available in print
format. Some chapters were completely rewritien. The wealth of material in that Encyclopedia provides the
user with both broad introductory information and in-depth detail of utmost importance in both industrial
and academic environments. Due to its sheer size, however, the unabridged Ullmann’s is inaccessible to
many potential users, particularly individuals, smaller companies, or independent analytical laboratories.
In addition there have been significant developments in analytical techniques since the last printed edition
of the Encyclopedia was published, which is currently available in its 6th edition in electronic formats
only. This is why all the information on analytical techniques has been revised and published in this
convenient two-volume set.

Users of the “Handbook of Analytical Techniques” will have the benefit of up-to-date professional
information on this topic, written and revised by acknowledged experts. We believe that this new handbook
will prove to be very helpful to meet the many challenges that analysts in all fields are facing today.

Weinheim, Germany Helmut Giinzler
Camberley, United Kingdom Alex Williams
January 2001
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Symbols and Units

Symbols and units agree with SI standards. The
following list gives the most important symbols
used in the handbook. Articles with many specific

Symbols and Units

Xl

units and symbols have a similar list as front

matter.

Symbol Unit Physical Quantity

ag activity of substance B

A, relative atomic mass (atomic weight)
A m? area

Cg mol/m*, mol/L (M) concentration of substance B
C C/vV electric capacity

Cpn € Jkg 'K specific heat capacity

d cm. m diameter

d relative density (0/@wuter)

D m/s diffusion coefficient

D Gy (= Jkg) absorbed dose

¢ C elementary charge

E J energy

E V/im electric field strength

E Vv electromotive force

Es J activation energy

f activity coefficient

F C/mol Faraday constant

F N force

g m/s” acceleration due to gravily

G J Gibbs free energy

h m height

h W g? Planck constant

H J enthalpy

I A electric current

I cd luminous intensity

k (variable) rate constant of a chemical reaction
k JK Boltzmann constant

K (variable) equilibrium constant

/ m length

m g kgt mass

M, relative molecular mass (molecular weight)
ng) refractive index (sodium D-line, 20 °C)
" mol amount of substance

Na mol™ Avogadro constant (6.023x10%* mol™
p Pa, bar* pressure

Q ] quantity of heat

r m radius

R J K'mol™’ gas constant

R Q electric resistance

N J/K entropy

! s. min. h. d, month, a time

1 °C temperature

T K absolute temperature

u m/s velocity

U v electric potential

U J internal energy

1% m’, L, mL volume

w mass fraction

w ] work

Xp mole fraction of substance B
z proton number. atomic number
2 cubic expansion coefficient



XV Symbols and Units

Symbol Unit Physical Quantity
% W mK™! heat-transfer coefficient (heat-transfer number)
% degree of dissociation of electrolyte
[a] 10 deg cm?g”’ specific rotation
Pa-s dynamic viscosity
4 °C temperature
K e,
i wm 'K thermal conductivity
/ nm. m wavelength
j chemical potential
v Hz, s frequency
v m/s kinematic viscosity (17/0)
n Pa osmotic pressure
4 glem® density
4 N/m surface tension
T Pa (N/m°) shear stress
[ volume fraction
7 Pa~' (mY/N) compressibility

* The official unit of pressure is the pascal (Pa).
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1.1. The Evolution of Analytical
Chemistry

“Analytical chemistry” (more simply: analy-
sis) is understood today as encompassing any ex-
amination of chemical material with the goal of
eliciting information regarding its constituents:
their character (form, quality, or pattern of chem-
ical bonding). quantity (concentration, content),
distribution (homogeneity, but also distribution
with respect to internal and external boundary
surfaces). and structure (spatial arrangement of
atoms or molecules). This goal is pursued using
an appropriate combination of chemical, physical,
and biological methods {1]—[6]. From a strategic
standpoint the challenge is to solve the analytical
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problem in question as completely and reliably as
possible with the available methods, and then to
interpret the results correctly. Sometimes it be-
comes apparent that none of the methods at hand
are in fact suitable, in which case it is the methods
themselves that must be improved, perhaps the
most important rationale for intensive basic re-
search directed toward the increased effectiveness
of problem-oriented analysis in the future.

More comprehensive contemporary definitions
of analytical chemistry have been proposed [7],
[8], underscoring above all the complexity of the
discipline — which the authors of this introduction
were also forced to confront.

Consistent with its close historical ties to
chemical synthesis, modern analysis is still firmly
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embedded within the broader framework of chem-
istry in general. This is inevitably the case. be-
cause systematic analysis depends absolutely upon
a solid, factual knowledge of matter. This point is
as valid now as it was in 1862 when C. R. FRESE-
NIUs stated in his classic Introduction to Qual-
itative Chemical Analysis [9]: “Chemical analysis
is based directly on general chemistry, and it can-
not be practiced without a knowledge thereof. At
the same time it must be regarded as one of the
fundamental pillars upon which the entire scien-
titic edifice rests; for analysis is of almost equal
importance with respect to all the branches of
chemistry, the theoretical as well as the applied,
and its usefulness to doctors, pharmacists, miner-
alogists, enlightened farmers, technologists, and
others requires no discussion.”

The tools of modern analysis are nevertheless
based largely on physical principles. Mathematical
techniques related to information theory, systems
theory, and chemometrics are also making increas-
ingly important inroads. It would in fact no longer
be presumptuous to go so far as to describe “an-
alytical science” as an independent discipline in its
own right.

The pathway leading to the present exalted
place of analysis within the hierarchy of chemistry
specifically and the natural sciences generally has
not always been a straight one, however. Indeed,
from earliest times until well into the eighteenth
century the very concept of “analysis™ was purely
implicit. representing only one aspect of the work
of the alchemists and various practitioners of the
healing arts (iatrochemists). Some more tangible
objective always served as the driving force in an
investigation, and *“to analyze™ was almost syno-
nymous with the broader aim: a quest for precious
metals, a desire to establish the content of some-
thing in a particular matrix, or a demonstration of
pharmacological activity. Only after the time of
Lavoisier and with the emergence of a separate
chemical science-—a science largely divorced
from external goals—is one able to discern what
would today be regarded as typical “‘analytical”
activity. The term “analysis” appears explicitly
for the first time around the turn of the nineteenth
century in the title of the book. Handbuch zur
chemischen Analyse der Mineralkérper (“Hand-
book for the Chemical Analysis of Minerals”) by
W. A. Lampapius. Further information regarding
the history of analysis is available from the mono-
graph by SZABADVARY [10].

Many of the greatest discoveries in chemistry
could fairly be described as classic examples of

successful analyses, including the discovery of
oxygen, the halogens, and several other elements.
Well into the nineteenth century, discovering a
new chemical element was regarded as the highest
and most prestigious achievement possible for an
academic chemist, as documented, for example,
by desperate attempts to gain further insight into
the “rare earths,” or to detect the elusive (but
accurately predicted) homologues of lanthanum
and cerium. MOSANDER in fact devoted his entire
life to the latter search.

C. REMIGIUS FRESENIUS once again deserves
credit for noting. toward the middle of the nine-
teenth century, that new analytical techniques in-
variably lead to fresh sets of discoveries. Whereas
the element germanium was found on the basis of
“classical” methods (CLEMENS WINKLER, 1886),
FRESENIUS' observation clearly applies to the dis-
covery of the alkali metals rubidium and cesium
(by RoBERT W. BUNSEN after he and G. R. KIRCH-
HOFF first developed emission spectroscopy in
1861). Other relevant examples include the dis-
coveries of radium and polonium (by Madame
Curig). hafnium (HEVESY and CoOSTER, 1922),
and rhenium (I. TACKE and W. Nobbpack, 1925),
all with the aid of newly introduced X-ray spec-
trometric techniques. This is also an appropriate
point to mention the discovery of nuclear fission
by OtT0 HAHN and FriTZ STRASSMANN (1938),
another accomplishment with strongly analytical
characteristics {10].

ROBERT BUNSEN is rightfully acknowledged as
the harbinger of modern analysis, but much of the
discipline's distinctive scientific character was
provided by WIiLHELM OstwaLp [11] building
on the activities of J. H. vaN'T HOFF and WALTHER
NERNST.

Analytical chemistry in these early decades
was often accorded the secondary status of a faith-
ful servant, but even the few examples cited here
demonstrate quite convincingly that it also pur-
sued its own unique set of principles—and for
its own sake, with a strictly scientific orientation.
The principles themselves were shaped by BERZE-
Lius and WOHLER; experiment rather than theo-
retical speculation was the starting point and
source of inspiration in this era characterized
largely by chemical reactions. Readers of the
present essay should in fact take the time to ex-
amine the third edition of Ullmann's [12] and
discover there what the expression “analytical pro-
cedure” actually meant even as late as the end of
World War 11. There can be no mistaking the fact
that “purely chemical” methods were still domi-
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nant, and that the synthetic process constituted the
model, particularly in the field of organic analysis.

Analytical chemistry has been responsible for
many important contributions to our basic under-
standing of matter (e.g., the existence of the var-
ious elements, gas theory, stoichiometry, atomic
theory, the law of mass action, nuclear fission,
etc.). but the growth and development of a sep-
arate chemical industry ushered in a phase during
which the scientific aspects of analysis suffered
serious decline. The demand for analytical serv-
ices shifted markedly in the direction of routine
quality control, particularly with respect to syn-
thetic organic products: indeed, significant re-
sources were invested in the effort to dismember,
resolve, and decompose synthetic substances into
their simpler constituents (e.g.. the chemical
elements)—in strict conformity with the original
meaning of the word “analysis” (axvaivoio, res-
olution). For many years organic elementary anal-
ysis was virtually the only analytical approach
available for characterizing synthetic organic re-
action products. The denigration suffered by anal-
ysis at that time relative to synthesis (and produc-
tion) continues to exert a negative influence even
today on the university training of analytical
chemists.

Elemental analysis in certain other quarters
enjoyed a climate much more congenial to further
development, especially in the metalworking in-
dustry and geochemistry. The indispensable con-
tributions of analysis were recognized here much

earlier, particularly with respect to optimizing
product characteristics (e.g.. of steels and other
alloys), and to providing detailed insight into the
composition of the Earth's crust to facilitate the
extraction of valuable raw materials. Geochem-
istry and the steel industry were particularly re-
ceptive to BUNSEN's new methods of spectral anal-
ysis, for example. which in turn provided a pow-
erful stimulus for the development of other mod-
ern instrumental techniques. These techniques en-
couraged the exploitation of new and innovative
technologies. first in the fields of semiconductors
and ultrapure metals. then optical fibers and super-
conductors, and, most recently, in high-temper-
ature and functional ceramics. Extraordinarily
stringent demands were imposed upon the various
analytical methods with respect to detection limits,
extending to the outermost limits what was possi-
ble, especially in the attempt to characterize im-
purities responsible for altering the properties of
particular materials. At the same time. the infor-
mation acquired was expected to reflect the high-
est possible standards of reliability—and to be
available at an affordable price. These three fun-
damental quality criteria are in fact closely inter-
related, as indicated in Figure 1.

The increasing effectiveness of analytical tech-
niques in general led ultimately to progress in the
area of organic materials as well. especially with
the rapid development of chromatographic and
molecular spectroscopic methods. At the same
time it also became necessary to acknowledge that
technological advances inevitably bring with them
new safety and health risks. For this reason anal-
ysis today plays an essential role not only in sup-
porting technological progress but also in detec-
tion and minimization of the associated risks.

Just as FRESENIUS predicted, analysis has ad-
vanced rapidly toward becoming a science in its
own right, with interdisciplinary appeal and sub-
ject to intense interest extending far beyond the
bounds of chemistry itself: to the geological and
materials sciences, the biosciences, medicine, en-
vironmental research, criminology —even re-
search into the history of civilization, to mention
only a few of the most important areas of appli-
cation. The chemical industry today is the source
of only a relatively small fraction of the samples
subject to analysis. Rocks, soils. water, air, and
biological matrices, not to mention mankind itself
and a wide array of consumer goods, together with
raw materials and sources of energy constitute the
broad spectrum of analytical samples in the mod-
ern era (Fig. 2).
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Figure 2. Overall task structure associated with analytical chemistry

Given this diversity of appeal the question has
frequently been raised as to whether analysis
really is an independent discipline, or if it should
not instead be regarded simply as a service activ-
ity. The question is of course unrealistic, because
analysis by its very nature is clearly both. Equally
clear is the crucial importance of analysis to mod-
ern society. While the service function is undoubt-
edly more widely appreciated than other activities
characterized by a “strictly scientific” focus, the
latter also have an indispensable part to play in
future progress.

The diversity characterizing the beneficiaries
of analysis has actually remained fairly constant in
recent decades, though immediate priorities have
undergone a steady shift, particularly during the
last 20 years with respect to ecology. Such a “par-
adigm shift” (THomas KuHN), marked by pro-
found changes over time in both motivation and
methodology, can occasionally assume revolution-
ary proportions. It remains an open question
whether external change induces analysts to adapt
and further develop their methodologies, or if the
methodology itself provides the driving force.
Here as elsewhere, however, there can be little
doubt that “necessity is the mother of invention,”
capable of mobilizing forces and resources to an
extent unimaginable in the absence of pressing
problems.

Change also provides an incentive for deeper
reflection: should we perhaps reformulate our un-
derstanding of the overall significance of analysis,

lift it out of its customary chemico-physical frame-
work and broaden its scope to include, for exam-
ple, KANT's ‘“analytical judgments,” or even
psychoanalysis? Some would undoubtedly dis-
miss the questions as pointless or exaggerated,
but from the perspective of the theory of learning
they nevertheless provoke a considerable amount
of interest and fascination [13]. [14].

1.2. The Functional Organization of
Analytical Chemistry

Attempting to summarize analytical chemistry
in a single comprehensive schematic diagram is a
major challenge, one that can only be addressed in
an approximate way, and only after considerable
simplification (Fig. 2) [5]. The fundamentals sup-
porting the analysis must ultimately be the individ-
ual analyst's own store of knowledge, including
the basic principles and laws of science and math-
ematics, together with the scope—and
limitations—of existing analytical methods and
procedures. Indispensable prerequisites to the suc-
cessful resolution of an analytical problem include
experience, a certain amount of intuition. and thor-
ough acquaintance with a wide variety of modern
analytical techniques. Familiarity with the exten-
sive technical literature is also important (includ-
ing the sources cited at the end of this article), an
area in which modern systems of documentation
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can be of considerable assistance. For example, an
astonishing level of perfection can almost be taken
for granted with respect to computer-based sys-
tems for locating spectra. Another essential com-
ponent of the analyst's information base is knowl-
edge regarding the source of each analytical
sample — whether it comes from industry. the en-
vironment, or from medicine. After all. only the
analyst is in a position to provide an overview of
the analytical data themselves when the time
comes for critical interpretation of the experimen-
tal results.

Immediately adjacent to “knowledge™ in the
functional diagram characterizing analytical
chemistry (Fig. 2) is a region occupied by two
parallel lines of endeavor: routine analysis on
one hand, and research and development on the
other. with the latter directed toward new methods
and procedures. Both are subject to initiatives and
incentives from outside, including other branches
of science. medicine, regulatory agencies. com-
merce, and industry, all of which encourage and
foster innovative developments within analysis it-
self.

Figure 2 also underscores the fact that an an-
alyst's primary activities are of a problem-oriented
nature, determined largely by the needs of others.
The problems themselves, represented here by the
outermost circle, might originate almost anywhere
within the material world. Analysis can even play
a significant role in the very definition of a scien-
tific investigation. Consider the case of archaeolo-
gy. for example, a considerable part of which is
now “‘archaeometry.” simply a specialized type of
analysis.

With respect to the development of new
products —such as materials, semiconductors.
pharmaceuticals, crop protection agents, or
surfactants— analysis plays a companion role at
every stage in the progression from research lab-
oratory to market. Studies related to physiological
and ecological behavior demand comprehensive
analytical efforts as well as intimate knowledge
of the materials in question.

1.3. Analysis Today

Figure 3 provides a representative sample of
methods to be found in the arsenal of the modern
analyst. The figure also highlights the rapid pace
of developments in analytical chemistry during the
twentieth century {15). Continued success in meet-

ing present and future analytical challenges in-
volves more than simply the tools, however, most
of which have already been perfected to the point
of commercialization. Appropriate strategies are
required as well, just as a hammer, a chisel, and
a block of marble will not suffice to produce a
sculpture. Analytical strategies are at least as im-
portant as the methods. and the strategies must
themselves be devised by qualified analysts, be-
cause every complex analytical problem demands
its own unique strategic approach.

It is this context that establishes the urgent
need for reactivating as quickly as possible the
long-neglected training of qualified analysts.
New analytical curricula must also be devised in
which special emphasis is placed on the close
symbiotic relationship in modern analysis between
chemistry and physics [6].

Figure 4 depicts in a generalized way the mul-
tileveled complex of pathways constituting a typ-
ical analytical process and linking a particular
problem with its solution. From the diagram it
becomes immediately apparent that the “analytical
measurement.” which is the focal point of most
modern physical methods, in fact represents only a
very small part of the whole. despite the fact that
the treatise to which this essay serves as a preface
focuses almost exclusively on the principles of
instrumental methods and their limitations.

Physical methods clearly occupy the spotlight
at the moment, but chemical methods of analysis
are just as indispensable today as in the past.
Especially when combined with physical methods,
chemical techniques frequently represent the only
means to achieving a desired end. This is generally
the case in extreme trace analysis [16], for exam-
ple. where attaining maximum sensitivity and re-
liability usually requires that the element or com-
pound of interest first be isolated from an accom-
panying matrix and then concentrated within the
smallest possible target area or solution volume
prior to the physical excitation that leads ulti-
mately to an analytical signal. Combination ap-
proaches involving both chemical and physical
methods are today commonly referred to as multi-
step procedures (see Section 1.6.11), where some
chemical step (e.g., digestion, or enrichment) often
precedes an instrumental measurement, or an anal-
ysis is facilitated by preliminary chromatographic
separation. Chromatographic separation in turn
sometimes requires some type of prior chemical
transformation [17], as in the gas-chromatographic
separation of organic acids. which is usually pre-
ceded by esterification.
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Figure 3. Chronological summary of the arscnal of experimental methods currently available to analytical chemists: based on|15]

The terms “preanalysis” and “postanalysis”
have been coined for characterizing steps that pre-
cede or follow a “true” analytical operation. Un-
fortunately, classification in this way tends to de-
nigrate the importance of an operation like sam-
pling or the evaluation of a set of final results,
suggesting that these are secondary and relatively
peripheral activities—reason enough for exercis-
ing considerable caution in use of the terms.

There can be no justification whatsoever for
dismissing the importance of chemical reactions

in analysis, as “‘superprogressive” instrumental an-
alysts occasionally tend to do. treating chemical
methods as relics of an outmoded past. Chemical
reactions still have a crucial part to play in many
operations: sometimes as useful adjuncts, but often
enough at the very heart of the determination. It is
worth recalling in this context that gravimetry —
together with the volumetric methods to which it
gave birth—remains virtually the only viable ap-
proach to direct and reliable absolute determina-
tion (i.e., to calibration-free analysis). Such anal-
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Figure 4. Schematic diagram of the analytical process: based on [15]

yses rely on “stoichiometric factors,” which were
painstakingly compiled over the course of decades
in conjunction with the equally arduous and pro-
longed quest for an exact set of atomic masses.
Most physical methods, especially those asso-
ciated with spectroscopy, lead only to relative
information acquired through a comparison of
two signals. This in turn presupposes a procedure
involving a calibration standard, or reference
sample of known composition. The only excep-
tions to this  generalization—at  least
theoretically —are instrumental activation analy-
sis (which involves the counting of activaied
atomic nuclei), isotope dilution (especially
IDMS —isotope dilution mass spectrometry),
and coulometry (assuming the strict validity of
Faraday's Law). In view of quality assurance (see
— Quality Assurance in Instrumentation). the
named methods, jointly with gravimetry, volumet-
ric analysis, and thermoanalysis, were recently
designated as primary methods of measurement
[18]—[21]. They play an important role in achiev-
ing traceable results in chemical measurements.
Some may feel that the foregoing observations
direct excessive attention to the virtues of classical
analytical chemistry. If so. the justification is a
continuing need to emphasize the fact that optimal
results are achieved when there is a close coupling
between chemical and physical methods, and this
despite antagonisms that persist between cham-
pions devoted to one approach or the other. Even
today, classical principles—  appropriately
adapted — often constitute the most reliable guide.

1.4. Computers

A few remarks are necessary at this point on
the subject of electronic data processing and the
vital supportive role computers now play in anal-
ysis.

Developments in this area began with the cen-
tral mainframe computer, to which a wide variety
of isolated analytical devices could be connected.
In recent years the trend has shifted strongly to-
ward preliminary data processing via a minicom-
puter located directly at the site of data collection,
followed in some cases by network transfer of the
resulting information to a central computing facil-
ity. Often, however, the central computer is dis-
pensed with entirely. with all data evaluation oc-
curring on the spot. The powerful impact of elec-
tronic data processing on modern analysis dictates
that it be addressed elsewhere in the present trea-
tise in greater detail (— Chemometrics).

The benefit of computers in modern analysis
has been clearly established for some time. Com-
puters now provide routine management and con-
trol support in a wide variety of analytical opera-
tions and procedures, and they are an almost in-
dispensable element in data interpretation, proc-
essing, and documentation. Indeed, the lofty goals
of *“good laboratory practice” (GLP) would proba-
bly be beyond reach were it not for the assistance
of computers. Computers also have a key role in
such wide-ranging activities as automated sample
introduction and the control of calibration steps
(robotics). Process-independent tasks closely re-
lated to the ongoing work of a laboratory have
long been delegated to computers, including the
storage, retrieval, and management of data.
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Nevertheless. the claim that we have entered
an age of “computer-based analytical chemistry”
(COBAC) is inappropriate and overly optimistic;
“computer-aided” analysis would be a more satis-
factory description, and one more consistent with
terminology adopted in other disciplines. “Artifi-
cial intelligence.” so-called expert systems [22],
neural networks, and genetic algorithms will un-
doubtedly be increasingly important in the analyt-
ical chemistry of the future. but in most cases
probably in the context of relatively complex rou-
tine investigations supported by extensive pre-
vious experience. It is unlikely that such methods
will prove optimal even in the long term with
respect to analytical research in uncharted waters,
especially if results are required near the limit of
detectability.

1.5. Analytical Tasks and Structures

1.5.1. Formulating the Analytical
Problem

Generally speaking, problem-oriented analyti-
cal tasks can best be defined with reference to
criteria most easily expressed as questions:

1) How has the problem at hand already been
stated? Is the problem as stated truly relevant?
If so. what is the maximum expenditure that
can be justified for its solution, considering
both material and economic resources? (Note
that not every problem warrants the pursuit of
an optimal analytical solution!)

2) What type and size of sample is available?
What content range is predicted with respect
to the analyte, and what mass of sample would
be required to produce an answer?

3) What analytical strategy (including choice of a
particular method) is most appropriate within
the context set by considerations (1) and (2)?

4) Will critical assessment of the analytical re-
sults be possible, with evaluation of an uncer-
tainty budget aiming to determine an expanded
uncertaintv of the analytical result [29], {30]?
(see Section 1.6.2)

Ensuring the correctness of a set of results is
extremely important, because nothing is more
wasteful than acquiring a wrong answer, espe-
cially when account is taken of the subsequent
interpretation and application of analytical data

with respect to matters of safety, health, and the
environment. The ultimate validity of an analytical
result can be placed in serious jeopardy as early as
the sampling stage, since inappropriate sampling
can be a very significant source of error.

Such mathematical tools as statistical tests and
uncertainty evaluation are prerequisite to the prac-
tical application of an analytical result. In any
situation involving verification of compliance with
conventions, agreements, regulations. or laws,
analysis is expected to provide the meaningtul
and objective criteria required for assessing the
material facts. This means that observed analytical
values must be supplemented with quality criteria
applicable to the analytical procedure itself, such
as the limit of detection, limit of determination,
standard deviation, and measurement uncertainty.

1.5.2. Research and Application

Two major branches of analytical chemistry
can be distinguished by the types of challenges
they address. The first is the problem-oriented
service sector, or routine analysis. Here one is
usually in a position to rely on existing and proven
methods and procedures. though some adaptation
may be required to accommodate a method to the
particular task at hand.

The second area, basic analytical research, is
the key to resolving an increasingly complex set of
problems today and in the future— problems not
subject 1o attack with tools that are currently avail-
able, or amenable only to unsatisfactory solutions
(with appropriate regard for economic factors).
This underscores the high degree of innovative
scientific character associated with analysis as a
discipline, innovation that often approaches rev-
olutionary proportions. It is perfectly possible for
epochal developments to emerge from basic prin-
ciples that are themselves already well established.
A striking example is provided by the path leading
from organic elementary analysis as first intro-
duced by JusTus LIEBIG, starting with rather large
samples, via the work of F. EMicH and F. PREGL,
and culminating in today's highly perfected micro
techniques, a path that runs parallel to the devel-
opment of the analytical balance.

It is also interesting to consider in this context
the source of some of today's most important in-
novations. which increasingly result from a close
symbiotic relationship between university research
centers on one hand, and commercial instrument
manufacturers on the other (where the latter often
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have access to extensive in-house research facili-
ties of their own, and may be in a position to
introduce important independent initiatives). The
reason for the collaborative trend is obvious: con-
tinued progress has been accompanied by a dis-
proportionate increase in costs, and the resulting
burden can no longer be borne by universities
alone. Collaboration between industry and higher
education is certainly to be welcomed, but not to
the point that technical shortcomings still evident

at the conclusion of a joint commercialization
venture are suppressed or trivialized in the interest
of profit, as has unfortunately occurred on more
than one occasion.

1.5.3. An Organogram

The two complementary branches of analytical
chemistry rely on a common foundation of struc-
ture and content, illustrated in the “organogram™
of Figure 5.

Starting with an analytical sample (the matrix),
and proceeding via the formulation of a specific
question regarding the state, nature, mass, concen-
tration, or distribution of that sample, as well as a
definition (or at least partial definition) of the true
target of the analysis (atoms, ions, molecules,
etc.), two different paths might in principle be
followed in pursuit of the desired objective. Both
commence with the extremely critical steps of
sampling (— Sampling) and sample preparation
(— Sample Preparation for Trace Analysis), which
must again be recognized as potential sources of
significant error. Under certain conditions it may
then be possible to embark immediately on qual-
itative and/or quantitative analysis of the relevant
target(s) through direct application of a physical
method in the form of an “instrumental” analysis
(e.g.. a spectroscopic determination following ex-
citation of the sample with photons. electrons,
other charged particles, or neutrons). Such instru-
mental methods can be subdivided into simulta-
neous and sequential methods, according to
whether several analytes would be determined at
the same time (as in the case of multichannel
optical emission spectrometry) or one after
another (with the help of a monochromator).

Immediate application of a direct instrumental
method (e.g.. atomic spectroscopy in one of its
many variants) usually represents the most eco-
nomical approach to elemental analysis provided
the procedure in question is essentially unaffected
by the sample matrix, or if one has access to
appropriate reference materials similar in com-
position to the substance under investigation
[23]-{26]. The alternative is an analytical method
consisting of multiple operations separated by
either space or time, often referred to as a multi-
step procedure, as indicated on the left in Figure 5.
The possibility of combining two or more discrete
techniques adds a whole new dimension to chem-
ical analysis, although there is a long tradition of
observing a formal distinction between “sep-
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aration” and true “‘determination.” Separation in
this sense has often been understood to include
chemical reactions undertaken for the purpose of
preparing a new, more readily separable
compound—as a solid phase., for example—to-
gether with the actual separation step itself (e.g.,
filtration or extraction), although the term is some-
times interpreted more literally and limited to the
latter activity alone. Cases also come to mind in
which individual “separation” and “determina-
tion” steps cannot be clearly differentiated (e.g.,
in chromatography).

A separation step might be preceded by some
preliminary treatment of the sample, such as a
prechromatographic operation [17], and this might
also warrant special attention. Trace enrichment is
typical of the fields in which prechromatographic
techniques have much to offer.

Particularly in trace analysis, and in the ab-
sence of standard samples for calibration purposes.
there still is no satisfactory alternative to relying at
least initially on “‘wet-chemical” multistep pro-
cedures. This entails a detour consisting of sample
decomposition with subsequent separation and en-
richment of the analyte(s) of interest relative to
interfering matrix constituents. A suitable form
of the analyte(s) is then subjected to the actual
determination step, which may ultimately involve
one or more of the direct instrumental methods of
analysis.

Multistep procedures are even more indispen-
sable in the analysis of organic substances, where
a chromatographic separation is often closely cou-
pled with the actual method of determination, such
as IR or mass spectrometry. Separations based on
chemical reactions designed to generate new
phases for subsequent mechanical isolation (e.g.,
precipitation, liquid-liquid partition) have also
not been completely supplanted in elemental and
molecular analysis.

Recent progress in analytical chemistry is
marked by dramatic developments in two areas:
(1) an enormous increase in the number of avail-
able analytical methods and opportunities for ap-
plying them in combination. and (2) new ap-
proaches to mathematical evaluation (chemomet-
rics). As a result, most matrices are now subject to
characterization with respect to their components
both in terms of the bulk sample and at such inter-
nal and external phase interfaces as grain bound-
aries and surfaces —extending in some cases even
into the extreme trace range. As in the past, the
safest course of action entails separating the com-
ponent(s) of interest in weighable form. or taking

an indirect route via gravimetry or titrimetry as a
way of establishing a state indicative of complete
reaction.

Many modern methods of separation and de-
termination result in the generation of some type
of “signal”, whereby an appropriate sensor or de-
tector is expected to react in response to concen-
tration or mass flow —perhaps as a function of
time, and at least ideally in a linear fashion
throughout the range of practical interest. Devices
such as photocells. secondary electron multipliers.
Golay cells. thermal conductivity cells, thermo-
couples, and flame ionization detectors convey
information related to concentration changes. This
information takes the form of an electrical signal
(either a voltage or a current), which is fed to some
type of measuring system, preferably at a level
such that it requires no amplification. Sensor de-
velopment is an especially timely subject, warrant-
ing extensive discussion elsewhere (— Chemical
and Biochemical Sensors).

Further processing of an analytical signal may
have any of several objectives, including:

1) Incorporation of a “calibration function” that
permits direct output of a concentration value

2) Establishing feedback control as one way of
managing the data-acquisition process (e.g..
in a process computer)

3) Recasting the primary signal to reflect more
clearly the true analytical objective (e.g., “on-
line™ Fourier transformation, a common prac-
tice now in both IR and NMR spectroscopy)

1.5.4. Physical Organization of the
Analytical Laboratory

Depending on the situation, assignments with
which a particular analytical team is confronted
might be linked organizationally and physically
with the source of the samples in various ways.
The following can be regarded as limiting cases:

1) Direct physical integration of the analytical
function into the production or organization
process, where *“‘on-line” analysis represents
the extreme

2) Strict physical separation of the sample source
from subsequent analytical activities

It would be pointless to express a general pref-
erence for one arrangement or the other, but a few
relevant considerations are worth examining.
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Analysis “on the spot™ eliminates the compli-
cations of sample transport, and it offers the po-
tential for saving a considerable amount of time.
This in turn facilitates rapid processing, an espe-
cially important factor when process control is
dependent upon analytical data (e.g.. in blast fur-
nace operation). Analysis of this type is always
associated with a very specific objective, usually
involving a single analytical method and a single
specialized type of instrumentation, and its eco-
nomic viability must be critically evaluated on a
case-by-case basis. Costs related to acquisition,
amortization, and the repair of expensive equip-
ment must all be considered, as must demands for
personnel — who are likely to require special skills
and training.

The obvious alternative to integrated analysis
is a physically separate, central analytical facility
like that traditionally maintained by a large chem-
ical corporation. A laboratory of this sort typically
reflects an interest in analysis in the most general
sense, with provisions for the utilization of as
many as possible — preferably all-— of the con-
ventional and fashionable analytical methods in
anticipation of a very broad spectrum of assign-
ments. Routine analysis in such a setting can con-
veniently be combined with the innovative devel-
opment of new methods and procedures, thereby
assuring optimal utilization of equipment that is
becoming increasingly sophisticated and expen-
sive. Considering the rapid pace of developments
in major instrumentation, and the risks entailed in
implementing modern approaches to automation,
data processing. and laboratory operations gener-
ally, it often becomes apparent that centralization
is the only economically justifiable course of ac-
tion.

Similar considerations underscore the critical
importance of continuing education for laboratory
personnel, who must of necessity adapt to any
changes in hardware. This perspective also sheds
additional light on the independent scientific char-
acter of analysis, both in the industrial sphere and
in academia. The problems encountered are essen-
tially scientific in nature, the questions are funda-
mental, and the tools engaged in their solution
reflect a complex development process that is
technically demanding in the extreme.

1.5.5. The Target of Analysis

One of the fields in Figure 5 (the diagram sin-
gling out various stages in an analytical procedure)

bears the label “Target of Analysis,” and its struc-
ture deserves closer scrutiny. Until relatively re-
cently the “target of an analysis” was always a list
of constituent elements, together with the cor-
responding overall composition. An arduous trail
of analytical research leads from the dualistic
theory of matter (BERZELIUS and his contempo-
raries) to an understanding of the fine structure
and conformation of molecules in the solid and
liquid (dissolved) states, culminating in direct
proof of the existence of atoms. In planning an
analysis today it is almost self-evident that the first
question to be addressed concerns the particular
level in the hierarchically ordered concept “target™
at which the investigation is to be conducted.

One important property of this hierarchy is that
every higher level of order implies a specific set of
properties at each of the lower levels. The reverse
is not true, however. since the lower stages are
independent and do not presuppose any higher
degree of structure. Thus, in order to conduct a
molecular structure determination on an organic
substrate it is first necessary to ascertain the cor-
responding elemental composition. Needless to
say. analysis at any level in the object hierarchy
depends upon the availability of suitable pro-
cedures.

Atoms. As shown schematically in Figure 6,
the hierarchy of targets begins with qroms (and
the various isotopes of the elements) as the small-
est fundamental units with analytical chemical rel-
evance. This is already a rather profound observa-
tion in the case of certain geochemical questions,
for example, since it is well known that the isotope
ratios for such isotopically mixed elements as sul-
fur or uranium are by no means constant, and an
isotope ratio (of chlorine, perhaps) can also be a
useful or even indispensable parameter in the prac-
tice of mass spectrometry (— Mass Spectrometry).

Molecules. Jons and functional groups have
been assigned to a level of their own. located
between that of the atoms and that of the mole-
cules, which represents the next formal stage in
our hierarchical scheme. Chemical reactions long
constituted the sole basis for analysis at the mo-
lecular level, and together with the methods of
atomic and molecular spectroscopy they continue
to serve as the foundation of modern analysis.

Macromolecular Species. The transition from
high molecular mass substances (macromolecules)
to the highly ordered macroscopic crystalline



12 Analytical Chemistry: Purpose and Procedures

Mixtures of several phases
Rocks, cells

Higher order: phases and structural elements

Crystal tattice; unit cetl
{ionic lattice, molecular
crystals, metals)

Secondary, tertiary
polypeptide siructures;
pleated sheets,

helix, etfc.

Macromolecules
[CaSiO,]p s 1-[“2:012:0-!;7

Molecules
HCL, H,0, CH,, CHyCH,0H

lons Functional groups
H,0°, Ca®, OH", SO} -{H, -OH, -NH,

Atoms (elements)
(a, S, 0 CH

Isotopes
1I‘c, 12([ ZH, 1H

Figure 6. Hierarchical ordering of the various possible tar-
gets of analysis

range is somewhat indistinct. and it is also here
that the concept of the molecule loses its validity
(ignoring for the moment the notion of molecular
crystals). Qualitatively distinct properties emerge,
and these can in turn be exploited for purposes of
analytical characterization: external form (crystal-
line habit), symmetry, ionic lattice structure (as
well as molecular lattices and the structures of
mixed forms), mechanical and electrical character-
istics, specific gravity, phenomena associated with
phase formation and conversion, melting point,
etc. In the course of analysis, a solid material is
degraded to a matrix, which often turns out to be a
troublesome source of interference. At this stage
the solid itself is regarded as homogeneous with
respect to its composition, although the structure,
surface properties, and microdistribution in terms
of atoms or other components might also be sub-
jected to analysis.

Heterogeneous multiphase systems (mixtures)
lay claim to a special status, constituting the high-
est level in the hierarchical classification system.
The prototype for this category is a rock: granite,

for example, which is composed of three homog-
eneous substances. Precise identification at the
mixture level typically requires the use of special
techniques drawn from other disciplines, such as
mineralogy or petrography.

Analysis of the Various Targets. A formal dis-
tinction can be made today between the detection
and determination of free atoms, molecules, or
ions on the one hand (via mass or optical spec-
troscopy in the gaseous state), and the analysis of
molecules or ions in solution on the other (using
such techniques as UV —VIS spectrophotometry,
electrochemistry, and NMR or ESR spectroscopy).
Mention should also be made of such “colligative™
methods as ebullioscopy, cryoscopy, and gas-den-
sity determination. The overall importance of col-
ligative methods has declined somewhat, but they
continue to provide useful information regarding
molecular mass and various dissociation phenom-
ena. Their principal field of application today is
the analysis of high polymers (macromolecules),
the level immediately above molecules in our hier-
archy of targets.

Polymeric molecules and ions have been as-
signed to a level of their own, primarily because of
a unique set of methods that has been developed
specifically for dealing with analytical targets in
this size range. The most important are ultracen-
trifugation. certain types of liquid chromatog-
raphy. light scattering, and—not to be
overlooked —chemical approaches to the deter-
mination of end groups. Certain colligative meth-
ods are also very important here because of their
extremely high sensitivity.

With respect to the optical analytical methods
it could be claimed (cum grano salis) that disper-
sive methods — which today extend into the short-
X-ray region—are increasingly being supple-
mented by image-forming methods (e.g., micros-
copy, polarizing microscopy, stereoscanning. elec-
tron microscopy, ultrasound microscopy). Image-
forming methods appear to have reached a plateau
(at least for the time being) with the quasimechan-
ical/optical principle as manifested in scanning
tunneling microscopy, which has succeeded for
the first time in making atomic structures “vis-
ible.” Methods for the study of surfaces [e.g..
Auger spectrometry. X-ray photoelectron spec-
troscopy (XPS), and secondary ion mass spectros-
copy (SIMS)] must also now be incorporated
under the heading of general structural analysis
(— Surface Analysis).
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Major advances have occurred in recent years
in direct instrumental approaches in the bulk anal-
vsis of condensed matter, providing integrated in-
sight into the various components comprising a
complex sample; examples of such methods in-
clude X-ray fluorescence. atomic emission, atomic
absorption, and atomic fluorescence spectrometry.
Especially in optical atomic emission spectrome-
try and mass spectrometry, traditional sources of
excitation such as arcs and sparks are increasingly
giving way to alternative techniques: direct-cur-
rent, high-frequency, and microwave plasmas;
glow discharges; and lasers (— Laser Analytical
Spectroscopy).

Information regarding the qualitative and
quantitative distribution of elements within indi-
vidual phases and at phase interfaces (grain
boundaries) is the primary goal of microdistribu-
tion analysis, in which special probe techniques
involving electrons, ions, photons, and neutrons
are used to excite the sample under investigation.
In the organic realm, biological cells might be
singled out as the prototypical analytical substrate.
A fundamental distinction must of course be made
here between “nondestructive” methods and meth-
ods that concentrate on the sample as a whole.

1.6. Definitions and Important
Concepts

Terminology plays an important role in analy-
sis, and several technical terms have in fact al-
ready appeared in preceding sections of this essay.
Here we consider explicitly a select subset of these
terms, mainly ones whose widespread usage is
relatively recent, as well as a few that are often
utilized incorrectly.

1.6.1. Sensitivity, Limit of Detection, and
Detection Power

These three expressions tend to be used very
loosely, even among analysts —despite the fact
that each is subject to very precise definition [1].

The sensitivity E of an analytical method ex-
presses the dependency of a measured response on
the analytical value of primary interest. It is de-
fined as the first derivative of the measurement
function:

F(M\E = F () = dv/dy

In the case of a linear calibration function of the
type x=a, - v+ b,. the sensitivity is equal to the
slope of the calibration line; t.e.,

E = AJ/A, = a,

The limit of detection of an individual analytical
procedure is the lowest amount of an analyte in a
sample which can be detected but not necessarily
quantified as an exact value [27]. Expressed as a
concentration ¢ or a quantity g, the limit of de-
tection is derived from the smallest signal x
which can be detected with reasonable certainty
for a given analytical procedure. The value of x_ is
given by the equation

Xy == Xpy + ASy)

where x;,; is the mean of the blank measurements,
sp; 1 the standard deviation of the blank measure-
ments, and & is a numerical factor chosen accord-
ing to the level of confidence required. For many
purposes. the limit of detection is taken to be 3 sy,
or 3x signal to noise ratio, but other values of k
may be used if appropriate. For a more detailed
discussion see section 7.4.3. The concept “limit of
detection” is applicable only to a particular ana-
lytical procedure, one that can be precisely defined
with respect to all its parameters, whereas the
detection power is a crude estimate associated
with an idealized analysis. in which external inter-
fering factors are largely ignored. This term is
therefore reserved for characterizing an analytical
principle.

The demand for analytical procedures with
ever-increasing detection power is especially acute
in the context of biologically relevant trace ele-
ments because of the ubiquitous concentrations of
these materials in all natural matrices. It is the
environmental concentrations that effectively es-
tablish lowest levels of the corresponding ele-
ments that are subject to determination in any
biotic matrix. In most cases these levels are in
the range >0.1 ng/g, and thus within a region that
could today be regarded as practically
accessible—at least in principle. Exceptions in-
clude the concentrations of certain elements in
Antarctic or Arctic ice samples, for example, or
samples from research involving ultrapure sub-
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stances, where the goal is to prepare materials
{e.g.. metals) of the highest possible purity. Rel-
evant impurity concentrations in cases such as
these may fall in the pg/g range, often far below
the environmental background concentrations of
the elements in question.

Establishing the trace-element content for a
bulk material typically requires a sample at the
upper end of the milligram or lower end of the
gram range, but increasing importance is being
attached to the acquisition of detailed information
regarding the distribution and bonding states of
elements within specific microregions (see Sec-
tions 1.6.5, 1.6.7, 1.6.14).

Studies related to construction materials and
other solids frequently rely on information regard-
ing the distribution of elements at external and
internal boundary surfaces. including grain bound-
aries. With biotic matrices the attention may be
focused on tissue compartments, individual cells,
or even cell membranes, whereas an environmen-
tal analysis might be concerned with individual
aerosol particles. Investigations in areas such as
these —especially projects involving in situ mi-
crodistribution analysis — serve to further promote
the ongoing quest for ever lower absolute limits of
detection. Assume. for example, one wished to
determine the elemental distribution in various
protein fractions from blood serum. Blood-serum
background levels are in the low ng/g range. so an
analytical method would be required with a detec-
tion power 10—100 times greater. Attempting to
determine quantitatively an elemental concentra-
tion on the order of 1 ng/g in a sample weighing
only 1 nug presupposes an absolute detection power
in the femtogram range (1 fg=10_;5 g).

An interesting question in this context is the
minimum mass of an element that would theoret-
ically be required for a successful determination
with a given statistical degree of certainty. If the
statistical error is not to exceed 1 %, for example,
then the root-N law of error analysis specifies that
at least 10000 atoms must be present for the de-
termination to succeed. For the element zinc
(atomic mass 60) this would correspond to a mass
of only one attogram (107'® g) [28]. Given the
potential of laser spectroscopy (— Laser Analyti-
cal Spectroscopy), attaining such a goal is no
longer considered utopian.

The question “Is it really necessary that anal-
ysis continue to strive for greater detection pow-
er?” must therefore be answered with an unequiv-
ocal “Yes.” It is naive to suggest (as some have)
that the blame for the many problems with which

we are today confronted lies exclusively with the
availability of increasingly powerful analytical
tools. Such a biased perspective reflects at best
uncritical —indeed. irresponsible —misuse of the
powers of analysis. although misuse of this type
can never be ruled out completely.

1.6.2. Reliability — Measurement
Uncertainty

One of the first problems faced by analysts is
whether a method will provide a result that is fit
for its intended purpose, i.e., whether it will
produce a result of the required “accuracy”. A
quantitative indication of the accuracy is required
if the user of the result is to make any judgement
on the confidence to be placed in it, or to compare
it in a rational way with the results of other anal-
yses. The statement of a result is not complete
without information about the “accuracy” or the
“uncertainty”.

There will always be an uncertainty about the
correctness of a stated result, even when all the
known or suspected components of error have
been evaluated and the appropriate correction fac-
tors applied, since there is an uncertainty in the
value of these correction factors. In addition. there
will the uncertainty arising from random effects.

Recent developments have led to the formu-
lations of consistent and quantitative procedures
for evaluating and reporting the uncertainty of a
result, which are applicable in all areas of meas-
urement. These procedures have been set out in
the 1ISO Guide to the Expression of Uncertainty in
Measurement [29] and their application to analyt-
ical chemistry is described in the EURACHEM
(Cooperation for Analytical Chemistry in Europe)
Guide Quantifying Uncertainty in Analytical
Measurement [30].

The approach set out in the ISO Guide treats all
sources of uncertainty in a consistent manner and
thus avoids the difficulties encountered in some
previous approaches to the evaluation of uncer-
tainty, which treated the uncertainty arising from
systematic effects in a different manner to that
arising from random effects.

In essence, for chemical analysis the ISO def-
inition of uncertainty is:

A parameter associated with the result of an
analysis that characterizes the dispersion of
the values that could reasonably be attributed
to the concentration of the analyte.
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Thus the analyst when reporting the result of
an analysis is also being asked to provide a pa-
rameter that gives a quantitative indication of the
range of the values that could reasonably be attrib-
uted to the concentration of the analyte. The ISO
Guide recommends that this parameter should be
reported as either:

A standard uncertainty defined as:

uncertainty of the result of a measurement ex-
pressed as standard deviation (— Chemomet-
rics).

o)

=

as expanded uncertainty defined as:

a quantity defining an interval about the result
of a measurement that may be expected to en-
compass a large fraction of the distribution of
values that could be attributed to the measurand
(concentration of the analyte) and which is ob-
tained by multiplying the standard uncertainty
by a coverage factor, which in practice is typ-
ically in the range 2-3.

It is common practice to report the standard
uncertainty using a value of 2 since this gives an
interval with confidence level of approximately
95 %.

The evaluation of uncertainty requires a de-
tailed examination of the measurement procedure.
The first step is to identify the possible sources of
uncertainty. The next step is to evaluate the size of
the contribution from each source, or the com-
bined contribution from a number of sources, ex-
pressed as a standard deviation. These contribu-
tions are then combined to give the standard un-
certainty. Detailed examples are given in the EU-
RACHEM Guide ([30].

1.6.3. Elemental Analysis

A formal distinction between “elemental anal-
ysis” and “elementary analysis”™ (Section 1.6.4) is
seldom carefully observed in English. Elemental
analysis in the present context is understood to
mean a determination of essentially all the ele-
ments present in a sample, irrespective of the type
of bonding involved or the constitution of the
matrix. Means toward that end include not only
the classical methods (gravimetric analysis, ti-
trimetry, spectrophotometry, electrochemical and
kinetic methods. etc.) but also atomic spectromet-
ric and radioanalytical methods. some of which
are essentially nondestructive. From the stand-
point of reliability, classical chemical methods

are rarely surpassed by instrumental methods,
though the latter typically do provide lower limits
of detectability, and they are faster and more eco-
nomical, generally offering the added potential for
simultaneous multielement determination.

1.6.4. Elementary Analysis

Elementary analvsis in the classical sense
refers to quantitative determination of the constit-
uent elements in an organic compound, especially
carbon, hydrogen, oxygen. nitrogen. sulfur, the
halogens, and phosphorus, although the definition
would today be expanded to cover determination
of any element present in an organic structure.

Precise characterization of organic substances
became possible for the first time as a result of
elementary analysis techniques developed by BER-
zeLius, LIEBIG, Dumas, KJELDAHL, and many
others. The fundamental principle. which relies
essentially on combustion of the material under
investigation with subsequent determination of
the combustion products, was adapted to micro-
scale analysis by F. PREGL and later developed by
other analysts to such a point that “microelemen-
tary analysis’™ now requires only a few milligrams
of sample. This has led not only to shorter analysis
times, but also the possibility of analyzing ex-
tremely small amounts of valuable natural sub-
stances.

Microelementary analysis has now been car-
ried to a high degree of perfection as well as
almost complete automation. Despite the advent
of modern physical methods (MS, NMR, etc.) the
classical techniques have lost little of their signif-
icance for synthetic chemists and biochemists,
thanks mainly to their considerable advantage of
providing reliable absolute values of actual mass
proportions [31], [32].

There has been no lack of attempts to reduce
requisite sample sizes even further into the lower
microgram range [33], [34], but the associated
techniques are often quite time-consuming, and
efforts in this direction have been largely super-
seded by mass spectrometry, especially in its high-
resolution mode. Nevertheless, work in the tield of
“ultramicroelementary analysis™ is still of interest.
especially since it has produced impressive ev-
idence of the limits of classical microanalysis.
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1.6.5. Microanalysis and Micro
Procedures

“Microanalysis™ is a term originally associated
with classical analytical techniques capable of pro-
viding very accurate results from as little as ca.
1 mg of substance (relative error <1 %; see the
discussion of organic microelementary analysis
in Section 1.6.4).

The term “‘micro procedure™ is one of several
now defined with respect to mass range by a DIN
standard (DIN 32 630):

Sample size
macro procedure > 100 mg
semimacro procedure (also known 1-100 mg

as a semimicro procedure)
micro procedure | ug-1 mg
submicro procedure <1ug

Progress in analytical chemistry in recent decades
has been so extensive that most procedures could
today be included in the “‘micro” or even “ultra-
micro” category, especially ones involving chro-
matography or spectroscopy. Under these circum-
stances the term “'microanalysis™ should now be
restricted exclusively to the field of elementary
analysis. *Chemically” oriented techniques for ul-
tramicro elemental analysis in the microgram
range [28] are based on extremely small reaction
volumes (e.g.. as little as ca. | pL) and cor-
respondingly designed facilities for sample manip-
ulation (ultramicro balances, microscopes, cap-
illaries, and extremely tiny tools). Such methods
have now been largely superseded by total reflec-
tion X-ray fluorescence (TRXRF), which permits
rapid, simultaneous. quantitative determination of
most elements with atomic numbers>11 at levels
extending into the lower picogram range [35]. a
striking example of the impressive advance in in-
strumental microbulk analysis (— X-Ray Fluores-
cence Spectrometry).

1.6.6. Stereochemical and Topochemical
Analysis

In this case the goal is to describe the target
object (an atom, a molecule, or some other com-
ponent of a solid phase or a solution) with respect
to its spatial orientation in its surroundings. Some-
times the frame of reference is an external surface
or an internal boundary surface (grain boundary).
Structural analysis has as its ultimate objective
describing all aspects of the overall structure of

a particular phase. including the conformations of
individual structural elements, perhaps also as a
function of time. Constitutional analysis produces
information regarding relative and absolute ar-
rangements of atoms or atomic groupings (func-
tional groups) within a molecule.

1.6.7. Microdistribution Analysis

Microdistribution analysis is a special type of
topological analysis directed toward establishing
lateral and depth distributions of the various ele-
ments making up a solid— preferably with ex-
plicit reference to the ways in which these ele-
ments are bonded, all expressed with the highest
possible degree of positional resolution. Distribu-
tion with respect to phase boundaries may be im-
portant here as well. The designated goal is ap-
proached with the aid of techniques that permit
beams of rays (e.g.. laser photons. electrons, ions,
or neutrons) to be focused extremely sharply, with
a typical cross section of 1 um or less. Alternative
techniques maintain such spatial relationships as
may exist within a series of signals, employing a
multidimensional detector to transform the crude
data into images.

Every effort is made here to achieve the high-
est possible absolute power of detection. Microdis-
tribution analysis represents the primary field of
application for microprobe techniques based on
beams of laser photons, electrons, or ions. includ-
ing electron microprobe analysis (EPMA), elec-
tron energy-loss spectrometry (EELS), particle-in-
duced X-ray spectrometry (PIXE), secondary ion
mass spectrometry (SIMS), and laser vaporization
(laser ablation). These are exploited in conjunction
with optical atomic emission spectrometry and
mass spectrometry, as well as various forms of
laser spectrometry that are still under devel-
opment, such as laser atomic absorption spec-
trometry (LAAS). resonance ionization spec-
trometry (RIS). resonance ionization mass spec-
trometry (RIMS), laser-enhanced ionization (LEI)
spectrometry, and laser-induced fluorescence
(LIF) spectrometry [36]—(44].

1.6.8. Surface Analysis

Surface analysis is in turn a specialized form of
microdistribution analysis, one that provides infor-
mation on the coverage, distribution, and content
of components either at the surface of a solid or in
discrete layers located near the surface. Elemental
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analysis in this context is conducted in a single
plane with no attempt at lateral resolution, utiliz-
ing, for example, total reflection X-ray fluores-
cence (TRXRF), glow-discharge mass spectrome-
try (GDMS), or secondary neutron mass spec-
trometry (SNMS). Positional resolution can also
be achieved with probe techniques such as Auger
electron spectrometry (AES) or secondary ion
mass spectrometry (SIMS). and to a limited extent
with Rutherford back-scattering (RBS) and X-ray
photoelectron spectroscopy (XPS) [45]-1[48]
(— Surface Analysis).

1.6.9. Trace Analysis

Here we encounter another term associated
with a range whose definition has changed con-
siderably with time. A “trace” was once under-
stood to be a no longer determinable but nonethe-
less observable concentration of some undesired
companion substance (impurity) within a matrix.
In the meantime, trace analysis has become an
important and very precise field of inquiry — sub-
ject to certain restrictions with respect to the
achievable reliability, but indispensable in a
number of disciplines (— Trace Analysis). There
is little point in attempting to express a “trace” in
terms of absolute mass units:; data should instead
be reported on the basis of content (concentration)
in a form such as “pg/kg” (mass proportion) or
*ug/L” (mass concentration). These units are to be
used in preference to the very popular abbrevia-
tions “ppm,” “ppb.” and “ppt”, which need an
additional indication to the respective unit (mass,
volume, amount of substance).

A warning is in order against the practice of
emphasizing wide disparities in content through
inappropriate comparisons that make a sensational
impression at the expense of reality. Phrases like
“a Prusstan in Munich,” “‘a needle in a haystack,”
or “a grain of wheat in a hundredweight of rye”
used as metaphors for “ppm” are inconsistent with
the fact that what is really at issue is a trace pro-
portion; that is, a homogeneous distribution or
quasicontinuum within which single individuals
can be isolated only hypothetically. and only at
the molecular level.

Trace constituents at levels as low as a few
micrograms per ton (i.e., in a mass ratio of 1 to
10'%) are today subject to meaningful analytical
determination thanks to highly developed methods
of separation and enrichment (multistep pro-
cedures, see Chap. 1.3 and Section1.6.11)

[49]-[52]. The principal challenge facing the
trace analyst is that diminishing concentration
leads to a rapid increase in systematic error
[16], {52]. Extreme trace analysis with respect to
the elements is therefore subject to large system-
atic deviations from “true” content, even though
results obtained with a particular method may be
quite reproducible.

Trace determinations based on atomic spec-
troscopy are usually matrix-dependent, relative
methods, requiring the availability of standard ref-
erence samples for calibration. Unfortunately, no
such standards yet exist for extreme ranges, so one
is forced to rely instead on multistep procedures
whereby trace amounts of elements of interest are
excited in isolated form and within the smallest
possible volume of analyte. “Limits of detectabil-
ity” reported in the literature for methods of trace
elemental analysis are almost invariably extrap-
olations based on determinations actually carried
out at fairly high concentration. In no sense can
these limits be regarded as reflecting real con-
ditions owing to the problem of systematic error.
Systematic errors are extremely difficult to detect,
so it is advisable that one verify the validity of data
acquired at each stage of the work using an alter-
native analytical approach. Only when data from
different procedures agree within the appropriate
statistical limits of error should one speak in terms
of “reliable” results. Success in identifying and
eliminating all the sources of error in an extreme
trace analysis therefore presupposes a consid-
erable amount of experience and a well-developed
capacity for self-criticism.

Preferred methods in trace determination of the
elements include atomic absorption spectrometry
(AAS). optical emission spectrometry (OES) with
any of a wide variety of excitation sources [e.g.,
sparks, arcs, high-frequency or microwave plas-
mas (inductively coupled plasma, ICP: microwave
induced plasma, MIP; capacitively coupled micro-
wave plasma, CMP), glow discharges (GD), hol-
low cathodes. or laser vaporization (laser abla-
tion)], as well as mass spectrometry (again in
combination with the various excitation sources
listed), together with several types of X-ray tlu-
orescence (XRF) analysis [51].

A special place is reserved for methods of
activation analysis, involving slow and fast neu-
trons, charged particles, or photons, applied either
directly or in combination with some type of ra-
diochemical separation (Section 1.6.13). These
methods quickly became almost indispensable,
especially in extreme trace analysis of the ele-
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ments, owing to a low risk of contamination and
detection levels in at least some cases that are
exceptionally favorable (— Activation Analysis).

Electrochemical methods continue to be im-
portant as well, including inverse voltammetry,
coulometry, amperometry, and potentiometry
(— Analytical Voltammetry and Polarography):
indeed, their overall role has actually been ex-
panded with the development of such chemical
techniques as ion chromatography and chelate
HPLC.

Problems associated with extreme trace analy-
sis of the elements also affect extreme trace anal-
yses of organic compounds, although background
levels tend to be less relevant in this case [53]. All
the separation methods most commonly applied to
organic substances are chromatographic in nature,
including thin layer chromatography (TLC:
— Thin Layer Chromatography), high-perform-
ance (or high-pressure) liquid chromatography
(HPLC: — Liquid Chromatography), gas chroma-
tography (GC; — Gas Chromatography), and
electrophoresis (more recently: capillary electro-
phoresis: — Electrophoresis), preferably com-
bined with on-line mass or infrared spectrometry.

1.6.10. Trace Elements

The term “trace element” was first introduced
in biochemistry after it became apparent during
the 1920s that very low levels of certain elements
in food can be important to life. Nine such ele-
ments had been identified by 1959, whereas today
more than twenty different elements are regarded
as essential. including several previously rec-
ognized only as toxic (e.g., arsenic, lead, and cad-
mium). Ambivalent physiological characteristics
have now been ascribed to many elements, where
toxicity may be manifested at high concentrations,
but a low concentration is an absolute require-
ment, since a concentration even lower—or com-
plete absence of such an eilement—leads directly
to symptoms of illness [54]. A more appropriate
descriptive term applicable in a nonbiological con-
text might be “‘elemental traces.”

1.6.11. Multistep Procedures

Situations frequently arise in which direct in-
strumental methods of analysis are inapplicable,
perhaps because the corresponding detection
power is insufficient, or in the case of a matrix-
dependent method because no suitable calibration

standards are available to correct for systematic
errors. The best recourse is then a multistep pro-
cedure, in which actual determination is preceded
by sample preparation, digestion, separation, or
preconcentration steps. Individual operations
within such a procedure must be linked as closely
as possible, as in a “‘one-pot method™ or one of the
flow-injection or continuous-flow techniques that
lend themselves so readily to automation. The goal
is to concentrate an analyte from a rather large
volume of solution (on the order of milliliters)
for subsequent analysis on the microliter scale.
Systematic errors can be minimized with on-line
procedures. permitting highly reliable analysis at
the picogram-per-milliliter level.

A search will also continue for elemental anal-
ysis techniques based on direct instrumental meth-
ods with enhanced powers of detection and more
or less complete matrix independence. The moti-
vation for this search goes beyond mere economic
factors: direct methods are also less likely to be
held hostage to blank readings, because physical
sources of excitation (e.g., photons, electrons,
charged particles, neutrons), which H. MaLissa
and M. GRASSERBAUER [55] characterize as “phys-
ical reagents,” are essentially free of material con-
tamination.

The trace analysis of organic substances is
especially dependent on multistep procedures. In
this case losses due to adsorption and vaporization
are more worrisome potential sources of system-
atic error than elevated blank values.

1.6.12. Hyphenated Methods

This unfortunate piece of terminology is in-
tended to emphasize the fact that multiple tech-
niques, usually of an instrumental nature, often
lend themselves to direct physical coupling, result-
ing in combinations whose formal designations
contain hyphens (e.g.. GC—MS). In contrast to
the multistep procedures discussed previously, this
type of combination involves a “real time™ con-
nection and true physical integration. The greatest
challenge is to develop satisfactory interfaces for
joining the various separation and detection sys-
tems. This particular problem is one that has long
plagued the otherwise promising HPLC -MS
combination.
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1.6.13. Radioanalytical Methods and
Activation Analysis

Methods based on nuclear reactions are re-
stricted to laboratories specially equipped for han-
dling radioactive substances (radionuclides) under
the close supervision of trained personnel. The
first important breakthroughs in trace analysis of
the elements (e.g., in semiconductor applications)
accompanied the development of activation anal-
ysis, which was originally based on excitation with
slow or fast neutrons but later broadened to en-
compass the use of charged particles and photons
as well. Activation methods were long held in
exceptionally high esteem in the field of trace
analysis, although competition eventually surfaced
in the form of atomic spectroscopy. The draw-
backs of activation methods (long analysis times,
high cost. and current exaggerated fears with re-
spect to radioactivity) are now perceived by many
to outweigh the advantages (high detection power
for many elements and relatively high reliability
due to minimal complications from matrix effects
or contamination), and the activation technique
has recently been demoted to the status of one
approach among many. This actually increases
the need for stressing that activation analysis must
still be regarded as an indispensable technique.
Sometimes it in fact represents the only viable
solution to a problem in extreme trace elemental
analysis (e.g.. in high-purity substance studies).
whether applied directly (instrumental activation
analysis) or—more often —in combination with
radiochemical methods of separation (radiochem-
ical activation analysis). Activation analysis also
plays an essential role in the preparation of stand-
ard reference samples because of the fact that it is
so reliable.

The same considerations apply with even
greater force to the use of radioactive tracers in
elemental and especially molecular analysis
(— Radionuclides in Analytical Chemistry).

1.6.14. Species Analysis (Speciation)

In biology the term species is used to describe
a population of organisms with hereditary features
that survive even after cross-breeding. The related
chemical term species analysis was first intro-
duced by biochemists, where a “‘chemical species”
is understood to be a particular molecular form
(configuration) of atoms of a single element or a
cluster of atoms of different elements. Biologists

thus define the term “species” very clearly,
whereas chemists apply it in various ways:

1) For the analysis of a species, leading to its
identification and quantification within some
defined region of a sample (speciation)

2) For describing the abundance or distribution of
various species of an element within a partic-
ular volume

3) In conjunction with the reactivitv of a given
species

4) With respect to the transformation of one spe-
cies into another

Accordingly. various categories of chemical
species can also be distinguished. including “orig-
inal” or “conceptional” species, “matrix” species,
and *“‘analyte” species.

A species is said to be original or conceptional
if it is resistant to change in contact with other
matrices. If a chemical change does occur as a
result of such contact, the material is called a
matrix species. The third category refers to a spe-
cies that undergoes a change during the course of
an analytical procedure, in which case it is some
new species (the analyte species) that becomes the
subject of analytical detection. Consider, for ex-
ample, the original (conceptional) species CH3Hg"
, which in soil forms the matrix species CH;Hg -
humic acid, but is subsequently determined as the
analyte species CH;HgCl. Transformations of this
type are a major source of the considerable chal-
lenge posed by species analysis relative to deter-
mining the total content of an element. Transfor-
mation may well begin as early as the sampling
process, continuing throughout the period of sam-
ple storage and at the time of the analysis itself, so
that original species present in situ and in vivo are
never actually detected [56], [57]. Above all. in
both environmental analysis and toxicology, de-
tection of the original species is becoming more
and more important (— Sample Preparation for
Trace Analysis).

1.6.15. Chemometrics

Chemometrics is the field encompassing those
aspects of chemical analysis associated directly
with measurement techniques, especially princi-
ples underlying the various types of delection.
Opinions differ with respect to the meaning, pur-
pose, and limitations of this discipline, but a rel-
atively clear set of ideas is beginning to prevail.
According to K. DOERFFEL et al. [58], chemomet-
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rics is concerned with evaluation of observed an-
alytical data with the aid of mathematics, espe-
cially statistical methods. Chemometric methods
facilitate the extraction of useful information even
when the noise level of a signal is high, as well as
the establishment of relattonships linking multiple
observations even when the results themselves
seem widely divergent. A good example is pro-
vided by the mathematical resolution of partially
overlapping signals (“peaks”) in a chromatogram.

The tools of chemometrics encompass not only
the familiar (univariant) methods of statistics, but
especially the various multivariant methods, to-
gether with a package of “pattern-recognition”
methods for time-series analyses and all the
known models for signal detection and signal
processing. Chemometric methods of evaluation
have now become an essential part of environmen-
tal analysis, medicine, process analysis, criminol-
ogy, and a host of other fields.

Chemometric methods have also been adapted
to the development of labor-saving analytical
strategies—the establishment, for example. of
the ideal sampling frequency in a process analysis.
or simplification of a multicomponent analysis so
that it reflects only the truly relevant features. In
addition, chemometrics plays an important part in
quality-assurance programs directed toward ana-
lytical investigations. In the future, chemometrics
should make a valuable contribution to the design
of “legally binding” analyses with statistically as-
sured results [59]-[63] (— Chemometrics: see
also Chap. 1.7).

1.6.16. DNA Analysis

DNA techniques are already being applied in a
number of areas of analysis such as human health,
identification of sex in certain species, personal
identification, environmental and food analysis.
The Polymerase Chain Reaction (PCR) is one of
the most powerful methods of producing material
for analysis from very small samples and can
achieve up to a 10°fold increase in the target
DNA. For example, with this technique it is pos-
sible to detect a range of pathogenic micro-organ-
isms with a sensitivity which is orders of mag-
nitude greater than previously achievable, and that
is beyond the limits required for public health. It is
also a very powerful technique for checking for
food adulteration and food speciation. Applica-
tions of this technique are growing very rapidly

and it could be one of the most important of the
recent developments in analytical science.

1.7. “Legally Binding Analytical
Results”

The recently coined phrase “legally binding
analytical results” has been enthusiastically
adopted by numerous authorities in response to
problems raised in the administration of justice
by such statistically sophisticated concepts as
“confidence coefficient,” “confidence interval,”
and the like. Reproducibility has become the pri-
mary criterion applied to analytical test results in a
legal setting, not necessarily “correctness.” This
may appear to be an unscientific development.
but it probably must be tolerated, at least within
reasonable limits. In any case. this problem has
been a subject of intense debate in recent years,
offering the promise of welcome changes in the
foreseeable future (“the theory of legal substanti-
ation™).
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2.1. Introduction

Analytical instruments play a major role in the
process to achieve high quality and reliable ana-
lytical data. Thus everyone in the analytical lab-
oratory should be concerned about the quality as-
surance of equipment. Quality standards usually
applied in analytical laboratories, such as the 1SO/
IEC 17025 [1] EN 45001 [2], and the NAMAS [3]
accreditation standard, stipulate that all instru-
ments used must be adequately designed, well
maintained. calibrated, and tested. Furthermore.
regulations, principles and directives concerning
laboratory work, such as Good Laboratory Prac-
tice (GLP) principles and regulations [4], [5] and
Good Manufacturing Practice (GMP) [6] direc-
tives and regulations, include chapters that specifi-
cally deal with equipment.

Unfortunately quality standards and regula-
tions are not specific enough to give clear guide-
lines on what to do on a day-to-day basis. Owing
to this lack of clarity, most laboratories found they
had to interpret these standards and regulations
themselves. Private and public auditors and in-
spectors experienced similar problems and there
have also been situations whereby the regulations
have been interpreted differently by different in-
spectors.

24. Qualification of Software and
Computer Systems . . . ......... 29
2.5. Routine Maintenance and Ongoing
Performance Control . .. ... .. .. 30
2.5.1. Preventative Maintenance . ... ... 32
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2.5.4. Analytical Quality Control (AQC)
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Nevertheless, there has been some improve-
ment. Inspection guides have been developed by
regulatory agencies for use by inspectors, thus
gaining a common understanding from the regu-
latory side. Interpretation guides have been devel-
oped by private organizations, providing a com-
mon understanding amongst accreditation bodies
and users of equipment. Examples of such doc-
uments are The Development and Application of
Guidance on Equipment Qualification of Analyti-
cal Instruments [7) and the U.S. FDA Guide to
Inspection of Pharmaceutical Quality Control
Laboratories [8].

This chapter discusses aspects of quality assur-
ance of equipment as used in analytical laborato-
ries. It provides guidelines on how to select a
vendor and for installation and operational qual-
ifications, ongoing performance control, mainte-
nance, and error detection and handling that con-
tribute to assuring the quality of analytical lab-
oratory data. It refers mainly to an automated
chromatography system as an example, but similar
principles can be applied to other instrumentation.

It is not the scope of this chapter to discuss
quality measures as applied during development
and manufacturing of equipment hardware and
software. This cannot be directly influenced by
the user. Details on this topic can be found in
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We herewith certify that the product/system

79855 A/B
1456G3345

Product No:
Serial No:

successfully passed all our production quality tests.

During final instrument performance verification

the following functional characteristics were
individually tested for conformance with our internal
specifications:

Leak sensor function: V]

Solvent leaks: V1

Air leaks: V]
Sampling precision: V)
Operating test: V1

Date: Nov. 20. 1992
Test Technician: Schmidt

Declaration of
Conformity

_’!1\ .

Compliance with EN 45014
and 1SO Guide 22

Figure 1. A declaration of conformity according to EN 45014 should be shipped with analytical instruments that show evidence of
compliance to documented manufacturing specifications (from reference 9)

published literature [9], [10] and more recently
online on the Internet [11].

2.2, Selecting a Vendor

For instruments purchased from a vendor, the
quality process starts with the definition of spec-
ifications and the selection of the vendor. It is
recommended to select vendors recognized as hav-
ing quality processes in place for instrument de-
sign, development. manufacturing, testing, serv-
ice, and support: for example ISO9001 registra-
tion. Other criteria are the capability of the vendor
to provide help in meeting the quality standards’
requirements in the users laboratory. As examples,
the vendor should provide operating procedures
for maintenance and documentation should be
available with guidelines on how to test the equip-
ment in the user's environment. For more complex
equipment the vendor should provide preventative
maintenance and performance verification serv-
ices in the user's laboratory. Instruments should
be selected which have built-in features calibra-
tion, for self-diagnosis and for on-site and remote
troubleshooting. Software should be available to
do the required ongoing performance qualification
automatically.

The user should get assurance from the vendor
that software has been validated during its devel-
opment process and that documented quality prin-
ciples have been applied during manufacturing
and testing of the equipment.

A “Declaration of Conformity” should be
shipped with all instruments to document that
the instrument operated within specification when
it was shipped from the factory (Fig. 1). The “Dec-
laration of Conformity” should be an extract from
detailed and comprehensive test documentation
and include the following information:

— The name and the address of the supplier

— Clear identification of the product (name, type
and model number)

— Place and date the declaration was issued

— Name and signature of the supplier's authorized
person

— Listing of tested items and check boxes with
pass/fail information

Computer systems and software products should
be supplied with declarations documenting the ev-
idence of software development validation. The
user should also get assurance that development
validation procedures and documents can be made
available to the user. Critical formulae used in the
analytical process should be documented in the
user's operating manual.



2.3. Installation and Operation of
Equipment

To put equipment in routine operation requires
three steps:

1) Preparing the site for installation
2) Installation of hardware and software
3) Operational, acceptance, and performance test-
ing
It is important to do both operational and ac-
ceptance tests in the user's environment, even if
these tests have been done before installation at
the vendors location either as individual modules
or as a complete system. Before and during routine
use of the system. the performance and suitability
of the complete system for the intended use should
be verified.

2.3.1. Setting Specifications

Setting the right specifications should ensure
that instruments have all the necessary functions
and performance criteria that will enable them to
be successfully implemented for the intended ap-
plication and to meet business requirements. This
process is also called Design Qualification (DQ).
Errors in DQ can have a tremendous technical and
business impact, and therefore a sufficient amount
of time and resources should be invested in the DQ
phase. For example, setting wrong operational
specifications can substantially increase the work-
load for testing.

While 1Q (Installation Qualification), OQ (Op-
erational Qualification) and PQ are being per-
formed in most regulated laboratories, DQ is a
relatively new concept to many laboratories. It is
rarely performed in those cases where the equip-
ment is planned to be used not for a specific but
for multiple applications.

This phase should include:

— Description of the analysis problem

- Description of the intended use of the equip-
ment

— Description of the intended environment

— Preliminary selection of the functional and per-
formance specifications (technical, environ-
mental, safety)

— Instrument tests (if the technique is new)

— Final selection of the equipment

— Development and documentation of final func-
tional and operational specifications
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To set the functional and performance specifi-
cations, the vendor's specification sheets can be
used as guidelines. However, it is not rec-
ommended to simply write up the vendor's speci-
fications because compliance to the functional and
performance specifications must be verified later
on in the process during operational qualification
and performance qualification. Specifying too
many functions and setting the values too strin-
gently, will significantly increase the workload for

0Q.

2.3.2. Preparing for Installation

Before the instrument arrives at the user's lab-
oratory, serious thought must be given to its loca-
tion and space requirements. A full understanding
of the new equipment has to be obtained from the
vendor well in advance: required bench or floor
space and environmental conditions such as hu-
midity and temperature, and in some cases utility
needs such as electricity, compressed gases for gas
chromatographs, and water. Care should be taken
that all these environmental conditions and elec-
trical grounding are within the limits as specified
by the vendor and that correct cables are used. Any
special safety precautions should be considered,
for example for radioactivity measurement devices
and the location should also be checked for any
devices generating electromagnetic fields nearby.
For a summary of all points needing to be consid-
ered, see Table 1.

2.3.3. Installation

Once the instrument arrives, the shipment
should be checked, by the user for completeness.
It should be confirmed that the equipment ordered
is what was in fact received. Besides the equip-
ment hardware, other items should be checked for
example correct cables, other accessories, and
documentation. A visual inspection of the entire
hardware should follow to detect any physical
damage. For more complex instrumentation, wir-
ing diagrams should be generated, if not obtained
from the vendor. An electrical test of all modules
and the system should follow. The impact of elec-
trical devices close to the computer system should
be considered and evaluated if a need arises. For
example, when small voltages are sent between
sensors and integrators or computers, electromag-
netic energy emitted by poorly shielded nearby
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Table 1. Steps towards routine use of instruments (from reference 9)

Before Installation

®
Documents
%]
74|

Obtain manufacturer's recommendations for installation site requirements

Check the site for compliance with the manufacturer's recommendations (space. environmental conditions,
utilities such as electricity, water, and gases)

Allow sufficient shelf space for SOPs, operating manuals, and disks

Manufacturer's recommended site preparation document
Check-list for site preparation

Installation (installation qualification)

cuments

S8 SENT000000000 00

Pre-operation
Examples:

[ J

o

[ ]

Documentation

Compare equipment as received with purchase order (including software, accessories, spare parts, and doc-
umentation such as operating manuals and SOPs)

Check equipment for any damage

Install hardware (computer, equipment, fittings and 1ubings for fluid connections, columns in HPLC and GC,
cables for power, data flow and instrument control cables)

Install software on computer following the manufacturer's recommendation

Make back-up copy of software

Configure peripherals, e.g., printers and equipment modules

Evaluate electrical shielding (are their sources for electromagnetic fields nearby?)

Identify and make a list of all hardware

Make a list of all software installed on the computer

List equipment manuals and SOPs

Prepare installation reports

Train operator

Copy of original purchase order

System schematics and wiring diagrams

Equipment identification forms (in-house identification. name and model, manufacturer. serial number.
firmware and sofiware revision. location, date of installation)

List of software programs with software revisions. disk storage requirements and installation date
Accessory and documentation checklist

Installation protocol

Passivate gas chromatograph if necessary
Flush HPLC fluid path with mobile phase
Verify wavelength accuracy of HPLC UV/visible detectors and recalibrate. if necessary

Notebook and/or logbook entries

Operation (acceptance testing, operational qualification)

Seeoe

ocumentation

S]]

N

v

After installation

Document anticipated functions and operational ranges of modules and systems

Perform basic functions of the application software, for example, integration, calibration. and reporting using
data files supplied on disk (for details see reference 9)

Perform basic instrument control functions from both the computer and from the instrument's keyboard. for
example, for an HPLC system switch on the detector lamp and the pump and set different wavelengths and flow
rates

Test the equipment hardware for proper functioning

Document all the operation tests

Sign the installation and operation protocol

Specifications on intended use and anticipated operating ranges

Test procedures of the computer system with limits for acceptance criteria and templates with entry fields for
instrument serial number, test results, corrective actions in case the criteria are not met and for printed name
and signatures of the test engineer

Procedures with templates for operational testing of equipment hardware describing the test details, accep-
tance criteria, and the definition of operational limits within which the system is expected to operate and
against which the testing should be performed

Signed installation and operational protocols. If the installation is made by a vendor firm's representative, the
protocol should be signed by the vendor and the user firm’s representative

Affix a sticker on the instrument with the user firm's asset number, manufacturer's model and serial number,
and firmware revision

Develop a procedure and a schedule for an on-going preventative maintenance, calibration, and performance
verification

Prepare and maintain a logbook with entries of mstrument problems



Table 1. continued
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Documentation

v Instrument sticker

v Operating procedures and schedules for preventative maintenance, calibration, and performance verification
and procedures for error handling

V] Notebook and/or logbook entries

On-going performance control (performance qualification, system suitability testing, analytical quality control) for routine

analysis

o - Combine instrumentation with analytical methods, columns, reference material into an analysis system

suitable to run the unknown samples

[ ] Define type and frequency of system suitability tests and/or analytical quality control (AQC) checks
® Perform the tests as described above and document results
[ } Develop procedures for definition of raw data and verification of raw data and processed data (for GLP/GMP)

Documentation

[ Test protocols

7]

] System performance test documents
¥ Quality control charts

4]

Data sheets with acceptance criteria for system performance test results

SOPs for definition of raw data and verification of processed data (for GLP/GMP)

Table 2. Form for computer system identification

Computer hardware

Manufacturer

Model

Serial number

Processor

Coprocessor

Memory (RAM)

Graphics adapter

Video memory

Mouse

Hard-disk

Installed drives

Space requirement
Printer

Manufacturer

Model

Serial number

Space requirement
Operating software

Operating system (version)

User interface (version)
Application software

Description

Product number (version)

Required disk space

fluorescent lamps or by motors can interferc with
the transmitted data.

The installation should end with the generation
and sign off of the installation report, in pharma-
ceutical manufacturing referred to as the Installa-
tion Qualification (IQ) document. It is rec-
ommended to follow documented procedures with
checklists for installation and to use pre-printed
forms for the installation report.

When the installation procedure is finished the
hardware and software should be well documented
with model, serial, and revision numbers.

For larger laboratories with lots of equipment
this should be preferably a computer based data
base (Table 2). Entries for each instruments should
include:

— In-house identification number

—~ Name of the item of equipment

— The manufacturers name, address, and phone
number for service calls, service contract
number, if there is any

— Serial number and firmware revision number of
equipment

— Software with product and revision number

— Date received

— Date placed in service

— Current location

— Size, weight

— Condition, when received, for example. new,
used, reconditioned List with authorized users
and responsible person

It is recommended to make copies of all important
documentation: one should be placed close to the
instrument, the other one should be kept in a safe
place. A sticker should be put on the instrument
with information on the instrument's serial number
and the companies asset number.

2.3.4. Logbook

A bound logbook should be prepared for each
instrument in which operators and service techni-
cians record all equipment related activities in a
chronological order. Information in the logbook
may include:
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HPLC instrument verification report

Test method: C\HPCEM\A\VERIF\Check.M
Data file directory: C\HPCEM\\VERIF\Result D
Original operator: Dr. Watson
Test item User limit Actual Com
DAD noise <5x10-5AU  1x10-5AU pass
Baseline drift <2 x10-3AU/r 1.5 x 10-4 AU/hr  pass
DAD WL calibration +1nm +1nm pass
DAD linearity 1.5AU 2.2AU pass
Pump performance <0.3% RSD RT 0.15% RSD RT  pass
Temp. stability +0.15°C $0.15°C pass
Precision of peak area  <0.5°CRSD  0.09% RSD pass

Verification test overall results pass

HP 1100 series system, Friday, November 14, 1997
Test engineer
Name:

Signature:

— Logbook identification (number, valid time
range)

— Instrument identification (manufacturer, model
name/number, serial number, firmware revi-
sion, date received, service contact)

Column entry fields for dates, times, and
events. for example, initial installation and cal-
ibration, updates, column changes, errors, repairs,
performance tests, quality control checks, cleaning
and maintenance plus fields for the name and sig-
nature of the technician making the entry.

2.3.5. Operation

After the installation of hardware and software
an operational test should follow, a process which
is referred in pharmaceutical manufacturing as
Operational Qualification (0Q). The goal is to
demonstrate that the system operates *‘as intended”
in the user's environment.

For an automated GC or GC/MS system oper-
ational testing can mean, for example, verifying
correct communication between the computer and
the equipment but also checking the detector re-
sponse and the precision of the retention times and
peak areas. Vendors should provide Operating
Procedures for the tests, limits for acceptance
criteria, and recommendations in case these crite-
ria cannot be met.

The words “intended ranges” in the definition
of operational qualification is important. This

Figure 2. Result of an automated HPLC hardware test.
The user selects test items from a menu and defines
acceptance limits. The instrument then performs the
tasks and prints the actual results together with the
limits, as specified by the user

means that the instrument does not need to be
tested for all functions or the instrument manu-
facturers specifications, if not all functions of
the instrument will be used or if it will not be used
within all the instrument’s limits. This also means
that the user should specify the “intended range”
before the tests for the operationai qualification
begin. For example, an HPLC pump may have
been purchased with a 4 channel proportioning
valve to switch automatically between different
mobile phases. Even though in this case the pump
is designed to perform gradient analysis, the gra-
dient performance does not need to be tested if the
pump will always be used for isocratic runs. Or if
an HPLC UV/visible detector will always be used
to measure relatively high concentrations, it is not
required to measure the performance close to the
detection limit of the instrument.

This also has an impact on the required main-
tenance efforts. To keep the baseline noise of a
UV/visible detector within the manufacturers
specification will require frequent cleaning of
the flow cell. it will require ultra-pure mobile
phases and the lamp may have to be changed
frequently. For applications not requiring the
greatest sensitivity this effort can be reduced if
the acceptance limit for the baseline noise is set
higher.

For the systems which consist of several hard-
ware modules such as HPLC systems. operational
testing may be done for the entire system or for
each module (Fig. 2). Complete system testing is



referred as holistic testing, testing each distinct,
important part a computerized analytical system
is called modular testing [12].

For this discussion it must be noted that for
testing most of the items such as the flow rate
precision, injection volume precision or the detec-
tor's linearity, more than one HPLC module is
required. For example, in practice a pumping sys-
tem and a detector are always needed for testing
the precision of the autosampler. On the other
hand. an injection system is required for the test-
ing of the pumps precision. which is usually meas-
ured by injecting a series of standards and meas-
uring the standard deviation of the peaks retention
time. Some important characteristics are in-
fluenced by several parts of the system. An exam-
ple is the precision of the peak area. This is in-
fluenced by the repeatability of the injection vol-
ume and by the stability of the solvent delivery
system. In some instances especially when using a
standard yielding a peak signal to noise ratio of
100 and below, the integration repeatability may
determine the system precision. Because of these
interdependencies testing using the holistic ap-
proach is preferred.

If the system does not perform as expected,
individual modules may be interchangeably used
to identify the source of the system problem.
which means modular testing is recommended
for troubleshooting purposes.

The installation and operational tests of equip-
ment purchased from a vendor can be done by
either a representative of the vendor's firm or by
the user's firm. In any case, the installation should
follow written protocols and should be done fol-
lowing the manufacturers recommendations re-
garding installation and testing.

2.4. Qualification of Software and
Computer Systems

Correct function of software loaded on a com-
puter system should be checked in the user's lab-
oratory under typical operating conditions.
Usually software and computer systems provide
more functionality than those functions of the sys-
tem which are used in the laboratory. Only those
functions of the system which will be used should
be tested. Therefore as the first step the intended
functions of the system should be documented.
Other documentation of such testing should in-
clude test conditions. acceptance criteria, sum-
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mary of results, and names and signatures of per-
sons who performed the tests.

Preferably such test and documentation of test
results should be done automatically using always
the same set of test files. In this way users are
encouraged to perform the tests more frequently
and user specific errors are eliminated. In some
cases vendors provide test files and automated test
routines for verification of a computer system's
performance in the user's laboratory. For example,
Agilent provides for the data systems such files
and test automated test routines.

The procedure can be used to verify the per-
formance of data systems for formal acceptance
testing, operational qualification, or requalifica-
tion:

— At installation

— After any change to the system (computer hard-
ware, software updates)

— After hardware repair

— After extended use

Successful execution of the procedure ensures
that

~ Executed program files are loaded correctly on
the hard disk

— The actwal computer hardware is compatible
with the software

— The actual version of the operating system and
user interface software is compatible with the
data system software

The method tests key functions of the system
such as peak intcgration, quantitation, printout,
and file storage and retrieval.

Test chromatograms derived from standards or
real samples are stored on disk as the master file.
Chromatograms are supplied as part of the soft-
ware package or can be recorded by the user. This
master data file goes through normal data eval-
uation from integration to report generation. Re-
sults are stored on the hard disk. The same results
should always be obtained when using the same
data file and method for testing purposes. The
software includes a routine to carry out the per-
formance tests and verification automatically.

To generate the master file, the user selects and
defines a master chromatogram from a file menu
and defines a method for integration and calibra-
tion. The instrument will perform the integration
of the peaks using the specified method and stores
the results in a checksum-protected. binary data
file for use as a reference in later verifications. For
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Figure 3. Verification process of chromatographic software. A standard chromatogram is generated by the vendor and well
characterized and documented while the software is being developed. The results are verified at installation to make sure that the
system works as intended during installation. The user can then generate his/her own application-specific “master” chromato-
grams to verify the ongoing performance of the system (from reference 9)

performance verification, the user again selects the
same master chromatogram and the same method.
The program integrates and evaluates peak data,
compares it with the master set stored on disk. then
prints a report informing the user of the successful
verification of the data system (Fig. 3).

The advantages of this method are several fold.

1) A user can select one or more data files which
are representative of the laboratory's samples.
For example, one file may be a standard with
nicely separated peaks which cover a wide
range of calibration concentrations, useful to
verify the accuracy and the linearity of the
integrator. Second or third chromatograms
can be used to verify the integrator’s capability
to integrate real-life samples reproducibly.
Chromatograms may be selected with:

— Peaks close to the detection limits
— Peaks with shoulders

— Poorly resolved peaks

— Peaks on drifting baselines

— Peaks with tailing

2) The entire process is fully automated, avoiding
erroneous results and encouraging users to per-
form the test more frequently.

3) Results of the verification are documented in
such a way that the documentation can be used
directly for internal reviews and external au-
dits, assessments and inspections, see for ex-
ample Figure 4.

2.5. Routine Maintenance and
Ongoing Performance Control

When the installation is finished and the equip-
ment and the computer system are proven to op-
erate well, the computerized system is put into
routine analysis. Procedures should exist which
show that “... it will continue to do what it pur-
ports to do”.

The characteristics of analytical hardware
changes over time due to contamination, and nor-
mal usage of parts. Examples are the contamina-
tion of a flow cell of a UV detector, the abbrevi-
ation of the piston seal of a pump or the loss of
light intensity of a UV detector. These changes
will have a direct impact on the performance of
analytical hardware. Therefore the performance of
analytical instruments should be verified during
the entire lifetime of the instrument.

Each laboratory should have a quality assur-
ance program which should be well understood
and used by individuals as well as by laboratory
organizations to prevent. detect. and correct prob-
lems. The purpose is to ensure that the results have
a high probability of being of acceptable quality.
Ongoing activities may include preventative in-
strument maintenance. performance verification
and calibration, system suitability testing. analysis
of blanks and quality control samples. and ensur-
ing system security. A plan should be set up to
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Data System Verification Report

Tested configuration
Component Revision Serial number
Diode-array detector 1.0 3148G0085%
HPLC 3D data system Rev. A.02.00 N/A
Microsoft Windows 3.10 (enhanced NIA
mode)
MS-DOS 5.0 N/A
Processor 1486 N/A
CoProcessor yes N/A
Data system verification fest defails
Test name . CAHPCHEM\I\VERIFYACHECKO1.VAL
Data file :
CAHPCHEM\T\VERIFY\CHECK01.VAL\DEM
ODAD.D
Method :
C\HPCHEM\T\VERIFY\CHECKO1.VAL\DEM
ODAD.M
Original acguisition : PNASTD
Method
Original operator : Hans Obbens
Original injection date : 08/02/1985
Original sample name :AIRTEST
Signals tested

Signal 1 : DAD B, SIG=305, 190 Ref=550,100 of DEMODAD.D
Signal 1: DAD B, SIG=270, 4 Ref=550,100 of DEMODAD.D
Signal 1: DAD B, SIG=310, 4 Ref=550,100 of DEMODAD.D

Data system verification test results

Test module Selected for test Test result
Digital electronics test yes pass
Integration test yes pass
Quantification test yes pass
Print analytical report yes pass

Data system verification test overall results: pass

HP 1050 LC System, Friday, June 18, 1993 12:16:55 PM by

Page 1 of 1
Figure 4. A data system verification report
properly calibrate and verify the performance of “for it's intended use” at regular intervals. In the

the complete system after system updates and after following paragraphs different mechanisms to
repairs and to check the suitability of the system prove that systems perform as expected for their
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Figure 5. A typical early maintenance feedback system
(EMF) informs the user when usage limits are reached, here
being the burn time and limits of the detector lamp

intended application will be described. This does
not mean that it is recommended to apply all the
described procedures. The type and frequency of
performance control activities depend on the in-
strument itself, the application. and on the required
performance of the analytical method, as specified
as part of the method validation process, or be-
tween the laboratory and its clients.

2.5.1. Preventative Maintenance

Operating Procedures for maintenance should
be in place for every system component that re-
quires periodic calibration or/and preventative
maintenance. Critical parts should be listed and
should be available at the user's site. The pro-
cedure should describe what should be done, when
and what the qualifications of the engineer per-
forming the tasks should be. System components
should be labeled with the date of the last and next
maintenance. All maintenance activities should be
documented in the instrument's log book. Sup-
pliers of equipment should provide a list of rec-
ommended maintenance activities and procedures
(SOPs) on how to perform the maintenance. Some
suppliers also offer maintenance contracts with
services for preventative maintenance at scheduled
time intervals.

Traditionally maintenance parts are replaced
on a time base. For example, an HPLC pump seal
every 2 months, a detector's lamp every 3 months
or so. This is not economical for the laboratory and
not environmentally friendly because frequently a
replacement of the parts would not yet be necessa-
ry. A better way is to exchange maintenance parts
on a usage basis. The user can enter limits for the
lamp, the solvent pumped through and the number

of injections. The instruments record the time
usage and when the limits are exceeded the user
is informed through the user interface. This allows
timely exchange of the maintenance parts before
the instrument performance goes under the accept-
able limit.

All maintenance activities should be recorded
in a maintenance logbook. To make this conven-
ient, modern equipment includes electronic main-
tenance logbooks where the user enters the type of
maintenance and the equipment records this activ-
ity together with the date and time. An example of
such a system is shown in Figure 5.

2.5.2. Calibration

Operating devices may be miscalibrated after a
while. for example the temperature accuracy of a
GC column oven or the wavelength accuracy the
optical unit of a UV/visible detector. This can
have an impact on the performance of an instru-
ment. Therefore a calibration program should be
in place to recalibrate critical instrument items. All
calibrations should follow documented procedures
and the results should be recorded in the instru-
ment’s logbook. The system components should be
labeled with the date of the last and next calibra-
tion. The label on the instrument should include
the initials of the test engineer, the form shouid
include his/her printed name and the full signature.

2.5.3. Performance Qualification

During performance qualification (PQ) or ver-
ification (PV) critical performance parameters of
an analysis system are thoroughly tested. Exam-
ples are precision of retention times, migration
times and peak areas of a chromatographic or elec-
trophoresis system and the baseline noise of an
HPLC UV/visible detector.

The performance is tested independently from
a specific method using generic test conditions and
test samples usually supplied by the instrument
vendors. The supplier should also provide rec-
ommendations for performance limits (acceptance
criteria) and recommended actions in case the
criteria cannot be met.

The performance verification should follow
documented procedures and the results should be
recorded in the instrument's logbook. It is rec-
ommended to use templates for the results. An
example is shown in Figure 6. The performance
verification can be either performed by the user or



instrument: HP 1050 Series VW detector
Serial number: 1448J3450

Test: Baseline noise

User’s specification:

Test frequency:

Figure 6. Example for a performance verification template

by the supplier or any other third party on behalf
of the user. Whoever does the performance veri-
fication should have documented evidence that
she/he is qualified to do it. This may be certificates
of successful participation in training courses.

A frequently asked question is on what per-
formance characteristics should be verified and
how often. The frequency of performance checks
for a particular instrument depends on the “accept-
able limits” as specified by the user. The more
stringent the limits are, the sooner the instrument
will drift out of the limits, the shorter is the
frequency of the performance checks. The time
intervals for the checks should be identified and
documented for each set up equipment.

Reference 10 lists frequencies and parameters
to be checked for chromatographs including liquid
and gas chromatographs, electrodes, and for heat-
ing/cooling apparatus including freeze dryers,
freezers, furnaces, hot air sterilizers, incubators,
for spectrometers, autosamplers, balances. vol-
umetric glassware. hydrometers, barometers, and
thermometers.

Pre-printed forms should be available for:

— Schedules for preventative maintenance, such
as cleaning, and replacement of spare parts

- Maintenance activities

— Calibration activities

— Performance verifications

-~ LogBooks
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1.0 x 104 AU {HP’s recommended limit 1.5 x 10 AU-5)
Every 12 months (HP's recom. every 12 months)

2.5.4. Analytical Quality Control (AQC)
with Control Samples and Control Charts

The analysis of quality control samples with
construction of quality control charts has been
suggested as a way to build in quality checks on
results as they are being generated. Such tests can
then flag those values which may be erroneous for,
for example, any of the following reasons:

— Operator is not qualified

— Reagents are contaminated

— GC carrier gas is impure

— HPLC mobile phase is contaminated

— Instrument characteristics have changed over
time

For an accurate quality check, Quality Control
(QC) samples are interspersed among actual sam-
ples at intervals determined by the total number of
samples and the precision and reproducibility of
the method. The control sample frequency will
depend mainly on the known stability of the meas-
urement process, a stable process requiring only
occasional monitoring. HUBER [10} recommends
that 5% of sample throughput should consist of
quality control samples for routine analysis and
20-50 % for more complex procedures.

Control samples should have a high degree of
similarity to the actual samples analyzed, other-
wise one cannot draw reliable conclusions on the
performance of the measurement system. Control
samples must be so homogeneous and stable that
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Figure 7. Quality control chart with warning lines and control
lines

individual increments measured at various times
will have less variability than the measurement
process itself. QC samples are prepared by adding
known amounts of analytes to blank specimens.
They can be purchased as certified reference mate-
rials (CRMs) or may be prepared in-house. In the
latter case. suffictent quantities should be prepared
to allow the same samples to be used over a long
period of time. Their stability over time should be
proven and their accuracy verified, preferably
through interlaboratory tests or by other methods
of analysis.

The most widely used procedure for the ongo-
ing equipment through QC samples involves the
construction of control charts for quality control
(QC) samples (Fig. 7). These are plots of multiple
data points versus the number of measurements
from the same QC samples using the same proc-
esses. Measured concentrations of a single meas-
urement or the average of multiple measurements
are plotted on the vertical axis and the sequence
number of the measurement on the horizontal axis.
Control charts provide a graphical tool to dem-
onstrate statistical control, monitor a measurement
process, diagnose measurement problems, and
document measurement uncertainty. Many
schemes for the construction of such control charts
have been presented [10]. The most commonly
used control charts are X-charts and R-charts as
developed by Shewart. X-charts consist of a cen-
tral line representing either the known concentra-
tion or the mean of 10~ 20 earlier determinations
of the analyte in control material (QC sample).
The standard deviation has been determined dur-
ing method validation and is used to calculate the
control lines in the control chart. Control limits
define the bounds of virtually all values produced
by a system under statistical control.

Control charts often have a center line and two
control lines with two pairs of limits: a warning
line at +2 o and an action line at +3 . Statistics
predict that 95.45 and 99.7 % of the data will fall

within the areas enclosed by the +2 o and +3 ©
limits, respectively. The center line is either the
mean or the true value. In the ideal case, where
unbiased methods are being used, the center line
would be the true value. This would apply, for
example, to precision contro] charts for standard
solutions.

When the process is under statistical control,
the day to day results are normally distributed
about the center line. A result outside the warning
line indicates that something is wrong. Such a
result need not be rejected but documented pro-
cedures should be in place for suitable action.
Instruments and sampling procedures should be
checked for errors. Two successive values of the
QC sample falling outside the action line indicate
that the process is no longer under statistical con-
trol. In this case the results should be rejected and
the process investigated for its unusual behavior.
Further analyses should be suspended until the
problem is resolved.

2.6. Handling of Defective
Instruments

Clear instructions should be available to the
operator on what to do in case the instrument
breaks down or fails to function properly. Rec-
ommendations should be given on when the op-
erator should try to fix the problem and when to
call for service from the instrument vendor. For
each instrument there should be a list of common
and un-common failures. In cases of maifunction,
it is not sufficient to repair the instrument on-site
and to continue the measurements. The failure
should be classified into a common or an un-com-
mon problem. A common problem like a defective
lamp of a UV/visible detector requires short term
action. The lamp should be replaced, and after a
functional test the instrument can be used for fur-
ther analyses. The failure and repair, and the result
of the functional test should be entered into the
instrument’s logbook. In cases where there is an
un-common failure which cannot be easily classi-
fied and repaired by the operator, several steps are
required:

~ The problem should be reported to the lab-
oratory supervisor or to the person who is re-
sponsible for the instrument. The supervisor or
the responsible person should decide on further
action.
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Figure 8. Handling of defective instruments

— The instrument should be taken out of the test
area and stored at a specified place, or if this is
not practical because of the size it should be
clearly labeled as being defective. For example,
small sized portable equipment such as a pH-
meter can be taken out of the test area. Larger
equipment such as a GC or an ICP-MS system
should be labeled as being “out of service”.

~ After repair. proper functioning should be ver-
ified by tests. The type of tests depend on the
particular failure and possible impact on the
system.

— Effects of the defect on previous test results
have to be examined.

— Clients should be informed on any effect the
defects could have had on the validity of test
data.

— An entry on the defect, repair, and performance
verification should be made in the equipment’s
logbook.

These procedures are summarized in Figure 8.
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3.1. Introduction

Using a widely accepted definition, chemomet-
rics can be understood as “the chemical discipline
that uses mathematical, statistical, and other meth-
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ods employing formal logic (a) to design or select
optimal measurement procedures and exper-
iments, and (b) to provide maximum relevant
chemical information by analyzing chemical
data™ [1]. Defined in this way, chemometrics
shares the impact of mathematical modeling with
many other disciplines carrying the suffix “‘met-
rics”, such as biometrics, psychometrics, and
econometrics. Nevertheless, the application to
problems of chemistry puts emphasis on particular
issues not present or less important in these other
sciences. For example, keywords like calibration
and signal resolution can be mentioned. However.
chemometrics is not just the recipient of math-
ematical progress, it also stimulates the devel-
opment and the foundation of new mathematical
methods. For instance, the use of modern hyphen-
ated analytical methods producing huge amounts
of data with increasing complexity of structure,
has become a driving force for algorithms in mul-
timodal statistics. Over time, chemometric meth-
ods have become indispensable tools, e.g., for
quality control, environmental and forensic anal-
ysis. medicine, and process control. Chemomet-
rics, however. does not only interpret data or find
optimal strategies for analytical work. It also pro-
vides a basic for theoretical treatment of analytical
chemistry and establishes the field of analytical
science as an independent discipline of chemistry.
For comprehensive introductions to the field of
chemometrics, the reader is referred to the basic
monographs [1] and [2].

3.2. Measurements and Statistical
Distributions

3.2.1. Measurements

One of the final aims of chemical analysis is
the quantitative determination of species concen-
trations based on appropriate measurements.
Usually these measurements exploit a functional
relationship between concentrations and a physical
(optical. electrochemical, etc.) signal. For a given
sample under investigation, the obtained signal
will never be constant when repeating the meas-
urement. The reason is that a variety of conditions,
such as temperature, conductivity, pH. change
slightly over time and their superimposed impact
on the measurement is out of control in the sense
of a functional model. Therefore, it is useful to
understand a measurement as a random variable x

which can have many different outcomes or real-
izations x;. In a fixed experiment, the set of real-
izations x,....xy is called a sample of x with sam-
ple size N. Usually, a sample is characterized by
its mean value X and its empirical standard devi-
ation s:

Example 2.1. The analysis of an element con-
centration by repeated (N=16) measurements of
one laboratory gave the following results:

30.3, 29.9, 32.0. 32.0, 30.0, 31.0. 30.9, 30.3,
30.9, 30.1, 29.4, 29.6, 30.4, 30.9, 28.0, 29.6.

N=16, x=30.33, 5=0.99.

3.2.2. Statistical Distributions

Typically, the outcomes of random variables
are not arranged uniformly but show regions of
differing density. The points corresponding to the
measurements in Example 2.1 are arranged on a
straight line in Fig. 1 a. Their density can be illus-
trated by means of so-called frequency histograms,
where the range of measurements is subdivided
into an appropriate number of subintervals of
equal length. The number of measurements x; fall-
ing inside a given interval is represented by a
rectangle of corresponding height on top of the
interval. With increasing sample size N. the histo-
grams take on a more regular shape, which is well
approximated by a smooth curve f{t), as in Fig-
ure | b, where f is the density function of x.
Clearly, the realizations of x are most likely to fall
inside regions with high density values of f. More
precisely, the probability of an outcome of x fall-
ing into a set A is given by the integral

Of particular interest are sets given by left open
intervals: A=(-00, 7). In this case, 7 is called a
P(A) quantile of the distribution of x, which means
that the probability for an outcome of x not to
exceed 1 equals P(A). The density function is
always normalized so as to render the integral over
the whole real line equal to one. In this way, a
density function completely determines the distri-
bution of a random variable. The most prominent
representative of probability distributions is the



Figure 1. Illustration of densities for probability distributions.
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a) Histogram for a small concrete measurement series; b) Histogram for a large series and limiting density function: ¢) Normal
density function with symmetric interval of 68.3 % probability around the mean: d) Density and expected value for the

logarithmic normal distribution

normal or Gaussian distribution with density func-
tion

PP R ()

oV2n

The bell-shaped profile of this function is
shown in Figure 1 c. The parameters u and o de-
termine the position of the maximum of f and the
distance of the inflection points of f from this
maximum. Actually, y corresponds to the ex-
pected value E(x). and ¢ to the standard deviation
a(x) of the normal distribution. For general dis-
tributions, these quantities are defined as

E(x) = [(z)zdr

alx) = [m;r —ERdr

The square of the standard deviation o (x) is
referred to as the variance of x. The expected
value, in some sense, represents the most typical
outcome of a random variable. whereas the stand-
ard deviation measures the average deviation of
outcomes from the expected value. For the normal
distribution, the probability of a realization falling
inside the interval u+ o —that is, closer to the
expected value than one standard deviation —is

68.3 %. According to Equation (2.1), this value
corresponds to the area portion under the density
function for this interval (Fig. 1c). Taking the
larger interval p+3 o gives a probability of
99.7 %. This justifies the 3 o rule, which states
that realizations of normally distributed random
variables almost surely fall inside this interval.
The importance of the normal distribution
relies on the so-called central limit theorem, which
roughly states that the distribution of the sum of a
large number of independent random variables
tends to be a normal one. In particular, measure-
ments which are influenced by a large number of
small independent errors are well approximated by
a normal distribution with appropriate parameters
i and ¢. Nevertheless, other random variables may
follow distributions different from the normal one.
Counting methods (e.g.. X-ray fluorescence) must
be described by a Poisson distribution, whereas
concentrations in trace analysis are better modeled
by a logarithmically normal distribution, that is,
the logarithm of the measurements is normally
distributed. The latter fact is intuitively clear,
since concentrations cannot have negative values,
so the density function should be zero on the neg-
ative axis (Fig. 1d). The log-normal distribution
also shows that the expected value does not coin-
cide. in general, with the maximum of the density.
Other important statistical distributions arise from
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E(x)= E(X)

Figure 2. Densities for the normal distribution of a meas-
urements x and of associated mean value ©

transformations of normally distributed random
variables, e.g., the t, F and x? distributions.

3.2.3. Estimates

It is important to distinguish between param-
eters of statistical distributions such as density
function, expected value. and standard deviation
on the one hand, and corresponding sample char-
acteristics such as histograms, mean value and
empirical standard deviation on the other. The
latter are calculated from actual samples and will
converge —in a stochastic sense — with increas-
ing sample size towards the distribution param-
eters which are the usually unknown character-
istics of the abstract probability distribution be-
hind infinitely many samples of one and the same
experiment. The sample-based quantities are also
called estimates of the corresponding statistical
parameters.

Estimates are random variables themselves.
For instance, repeating the same experiment as
in Example 2.1., one would arrive at a different
measurement series with slightly changed values
of ¥ and 5. Repeating this experiment many times,
one arrives at a distribution for ¥ and s similar to
that obtained before for x. Not surprisingly, the
expected value of ¥ stays the same as that of x:
E(x) = E(x). The standard deviation., however,
decreases by a factor of /N, where N is the sam-
ple size: 6(¥) = o(x)/+v/N. Hence. the distribu-
tion of ¥ is much narrower than that of x, (Fig. 2).
Increasing the sample size of some measurement
series by a factor of nine will therefore decrease
the standard deviation of the associated mean
value by a factor of three.

3.2.4. Error

Assume that ¢ is the true value of some ana-
lytical quantity to be determined. For a given
measurement series as in Example 2.1, the error
is I¥—cl. We already know that ¥ — E(x) for
N — 0. In the ideal case, where there is no bias,
E(x)=c: hence, the error will become zero with
increasing sample size. Otherwise, the determina-
tion has some bias |E(x) — ¢{ > 0, and the error
can only be reduced to the value of this bias. A
statistical test for presence of bias is discussed in
Section 3.3.2. The concept of precision refers to
the scattering of measurements and is given by the
(empirical) standard deviation of a measurement
series. As long as precision refers to the results of
a single laboratory, it is identified with the concept
of repeatability. Precision of results provided by
different laboratories is identified with the concept
of reproducibility. For a quantification of both
concepts. see Chapter 3.4.

3.3. Statistical Tests

Statistical tests serve the purpose of verifying
hypotheses on parameters of distributions. As
these parameters are usually unknown. the tests
have to rely on estimates which are random vari-
ables, hence their outcome has to be interpreted in
a probabilistic way.

3.3.1. General Procedure

The general procedure of a test may roughly be
sketched as follows:

1) Formulate a “null hypothesis” Hy usually in-
volving an equality statment about a parameter
of intercst.

2) Fix a significance level P (usually P=95% or
P=99%).

3) Choose an appropriate ““test statistic”” 7 which
is a random variable depending on the meas-
urement sample and has a well-known distri-
bution under validity of Hy.

4) Select some set A such that the probability of T
having values in A equals P.

5) For a given sample. check if the value of T falls
outside A. If yes, then reject Hy: otherwise,
accept Hp.



Note that, according to this scheme, the prob-
ability of rejecting Hy although Hy, holds true (er-
ror of the first kind) is less than 1 -P (say 5% or
1 %), which in this case gives the probability of the
observed fact that 7 falls outside A. However,
nothing is said about the probability of accepting
Ho although Hy is false (error of the second kind)
if we observe that T takes a value that falls in A.
The realization of step 4 requires knowledge of
quantiles for the distribution of T. Because of lim-
ited space. the necessary values for the different
tests are not given here; reference is made to
standard monographs on applied statistics or hand-
books containing the corresponding data tables
and also giving a more detailed introduction to
statistical theory (e.g.. [3], [4]). All tests presented
in the following are based on normally distributed
data. If this assumption, which should be satistied
in most cases, fails to hold. then one can use non-
parametric tests as an alternative (see Sec-
tion 3.3.3).

Test for Mean with Known Standard
Deviation. As an illustration, consider a test for
bias in the mean of a set of N laboratory results,
when the value of ¢ is known. As null hypothesis,
we formulate coincidence of the expected value
behind the measurements with some known true
value c:

H[)Z E(A) = C

A significance level of P=95% is fixed and
the test statistic 7=X is chosen. From Sec-
tion 3.2.3, we know that, E(T)=E(x) and
o(T) = o(x)/V/N. Furthermore. T is normally
distributed whenever x is (which one has good
reason to assume). It is convenient to select the
set A, as required in step 4, in a symmetric way
around the expected value (see shaded area in
Fig. 1¢). For normal distributions, we already
know that the intervals [u—o. p+0] and [u-3 o,
41+ 3 o] have probabilities of 68.3 and 99.7 %.
respectively. To realize the chosen probability of
P=95%, one would have to consider the interval
[4—1.96 ¢, t+1.96 ¢], where the value of 1.96
can be read off from appropriate data tables. Since
we have to relate the parameters u and o here to
the expected value and standard deviation of the
distribution of £ rather than that of x, the appro-
priate choice is (taking into account that
E(T)=E(x)=c for validity of Hy)
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A=|c—-190c(x)/VN, ¢+ 1.960(.!()/”\/} (3.1)

Now a decision according to step 5 can be
made on the basis of an actual sample and a re-
sulting value for 7. Note, however, that the de-
scribed procedure requires knowledge of the dis-
tribution parameter o(x), which is rarely available.
A related test avoiding this assumption is de-
scribed in Section 3.3.2.

Example 3.1. For the data of Example 2.1., it shall be
checked if there is some bias to an assumed true value of
¢=30. We also assume that the standard deviation of the
(abstract) distribution of the measurement results is known:
o(x)=0.7 (e.g., o(x) may have been approximated by empir-
ical standard deviations s on the basis of a large sample size).
The test interval calculates as A=30£1.96x0.7/4=30%
0.343. Since the mean value 7= x=30.33 is contained in this
interval, we accept Hy which means that — up to unavoidable
random errors — the laboratory meets the true vaiue (no bi-
as). Recall, that nothing is said about the risk of a false
statement here. 1f, in contrast, the true value were ¢=29.5,
then 7 is not in A, hence we would reject Hy and deduce the
presence of some bias with a probability of error below
1-P=5%.

Confidence Intervals. The preceding deriva-
tions have shown that the mean value % belongs
to the interval E(x) % 1.96c(x) / /N with prob-
ability 95 %. But, equivalently, £(x) belongs to the
interval ¥ + 1.966(x) /+/N with the same prob-
ability. Hence, given a mean value from a set of
measurement results, the unknown distribution pa-
rameter E(x) can be included in a symmetric inter-
val around & with a given probability. This is
called a P % confidence interval for the statistical
parameter. For the data of Example 2.1. one ob-
tains the 95 % confidence interval 30.33+0.343.
This is the usual way of indicating the result for an
analytical concentration etc. For higher probabil-
ities. the interval enlarges accordingly. Choosing,
for instance the 99 % level. one would have to
replace the above factor of 1.96 by 2.58 yielding
the interval 30.33+0.452.

One-Sided Tests. Frequently, some additional
prior information on the considered statistical pa-
rameter is available. There may be, for instance,
some danger of bias to the true concentration value
as a consequence of sample preparation. From the
logical background it might be clear, for instance.
that the concentration of the analyte is increased if
at all. Then, in the above terminology. we know
that £(x) > ¢. Endowed with such one-sided infor-
mation, it is reasonable to test the null hypothesis
formulated above with a set A chosen as a one-
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Figure 3. Symmetric (a) and one-sided (b) intervals around
the expected value, both having equal probability

sided open interval rather than using the symmet-
ric interval as before. Indeed, here we do not ex-
pect our mean value to be much below ¢, and it is
the large values of the mean which are of potential
interest now. In this way. we gain information on
the crucial side of the inequality to be tested (here:
E(x)>c) since the test set A is shifted to the left.
and this makes it easier to detect excessive devi-
ations on the right. Figure 3 shows that, although
both intervals represent 95 % probability, a spe-
cific mean value ¥ may fall outside the one-sided
interval whereas it is inside the two-sided interval.
This gives a gain in decision power when exploit-
ing one-sided information. Therefore, we fix A in
the form (—oc, 1], where t is chosen such that
P(A)=95%. Hence, 1 has to be selected as the
95 % quantile (see Section 3.2.2) of the normal
distribution with parameters u=E(x) and ¢ = o(x).
This can be read off from data tables as the value
7=1.65. Accordingly, for the data of Example 3.1,
the mean value now falls outside the interval
A=30£1.65x0.7/4=30+0.289. That is why, in
contrast to Example 3.1, the null hypothesis now
has to be rejected. and it can be stated that there is
a 95 % significant overestimation in the deter-
minations as compared to the true value. The op-
posite case of knowing that E(x)<c is treated
analogously by exploiting the symmetry of the
normal distribution.

3.3.2. Tests on Parameters of One or Two
Measurement Series

Table 1 lists tests on statistical parameters of
one or two measurement series. The test intervals
are formulated for two-sided tests with probability
P=95%. The occuring quantities refer to quan-
tiles of corresponding distributions (F,7,%%) which
can be found in data tables (e.g.. [4]). Indices
involving sample sizes refer to so-called degrees
of freedom of the corresponding distribution. For
instance, ty_;.0.97s refers to the 97.5 % quantile of

the t- distribution with N-1 degrees of freedom
(note that in the literature quantiles are frequently
indicated in the complementary way as critical
values, so that 97.5 % correspond to 2.5 %, and
vice versa). A two-sided symmetric interval of
probability 95% would then be given by
[,N—l;0,025v ,N—l:().975] (SinCC 97.5%-2.5% =95 %)
Owing to the symmetry of the t distribution,
In_1:0.025 = —In_1:0.975, Whence the interval as indi-
cated in Table 1. There is no problem in changing
to other probability levels or one-sided tests (see
examples below).

Example 3.2. Using the data of Example 2.1, we want to
test the hypotheses E(x)=30.8 and o(x)=2 using the 1- and
the chi sqd distributions respectively. The 97.5 % quantile of
the t-distribution with 15 degrees of freedom equals 2.13.
hence A=[-2.132.13]. The test statistic calculates for
the test on the expected value to 7=(30.33-30.8)
x4/0.99=-1.89. Since this value belongs to A, Hy is accepted
and there is no reason to assume a bias in the determinations
with respect to the (hypothetical) true result of 30.8. If, how-
ever. one knows in advance that the expected value cannot
exceed the true one, i.e., E(x) < 30.8, then A can be chosen as
a right-open interval of the same probability P=95%:
A=[tr1.005.0)=[~n_):005.00) (OWing 1o the symmetry of
the t-distribution). For the actual data with N—}=15. one
gets A=[-1.75.c0). Now. the value calculated above falls
outside the test interval. hence, with the one-sided extra
information one can deduce that there is a negative bias to
30.8 in the determinations of the laboratory at the probability
level of 95 %. Note that we have just dealt with a one-sided
test in the opposite direction to that considered in Sec-
tion 3.3.1. Another important difference to that simpler test
is that now the (theoretical) standard deviation need not be
known. Instead, its empirical estimate can be used. To test the
hypothesis on the standard deviation. using the chi sqd test
gives A=[6.26.27.5] and T=3.68; hence, the standard devi-
ation behind the given measurement series must be consid-
ered different at the 95 % level from the value of 2 which was
to be tested. For one-sided tests with additional a priori
information that o(x) <2 or g(x) > 2, one would fix the test
intervals as [z,zv,mng,oc) and (—oc‘.z,zv_lznv%]. respectively.
Finally, with the given data, confidence intervals for the
statistical parameters are easily constructed along the same
line as described in Section 3.3.1. For instance. at the 95 %
level. one obtains the interval ¥+2.13 for covering E(x).

Frequently, it is not the statistical parameters
of a single measurement series which have to be
tested against specific values, but rather different
series are to be tested against each other. For in-
stance, one may ask if the mean values and the
standard deviations of the results of two laborato-
ries participating in the same experiment are in
agreement. This can be answered by the last two
tests recorded in Table 1.

Example 3.3. Consider the measurement data of Example
4.1 below. It shal) be tested whether the expected values and
standard deviations of the five measurements provided by
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Table 1. Sample information, null hypothesis, test statistic. and test interval for common tests on parameters of one or two

measurement series

Test Sample data Ho
Comparison with fixed s N ol(x) = op
standard deviation
Comparison with fixed £ s. N o
expected value E() = 1
Comparison of two 51, Ny s2o Na olx) =
standard deviations (37> 85) o) =
Comparison of two ex- i}, 5. N )

) E(v) =
pected values

T, 52, N2

o(x) = ofn)

T A (two-sided, 95 %)
(N - )5’ /o [XN-1:0025 XA-1:0975]
% = 1)WN /s [~In-1:0975 Tn10.975)
ﬁ [0. Fn, s n1:0975)
5
n-x NN [ tnrg9mse Ixv1097s)
s Ny + N,
. (N) — 1)?% + (Ng - 1)?%
- N + N> — 2

laboratories A and B are different. Starting with the test on
standard deviations. the measurement series with the higher
empirical standard deviation is set to be the first one (with
respect to index) by definition. So, the symbols s;, Ny in
Table 1 refer to lab B and s>, N> to lab A. As there is no
a-priori information on how the two standard deviations re-
late to each other. a two-sided test is performed. Accordingly.
using the 97.5% quantile of the F-distribution with
Ny -1=N;-1=4 degrees of freedom which is 9.60, one
calculates T=0.097/0.087=1.27 which is clearly inside the
test interval. Consequently, there is no reason to assume
differences between the underlying theoretical standard de-
viations of the two labs. For a one-sided test at the same 95 %
probability level, the 97.5 % quantile of the F-distribution
would have to be replaced by the 95 % quantile.

As for the comparison of expected values. one has to take
into account first that the application of this test requires the
theoretical standard deviations of the two labs to coincide
(more sophisticated tests exist in case this assumption is
violated). From the foregoing test, we have no reason to
doubt about this coincidence for the data of labs A and B.
Following the recipe in_ Table 1. we calculate s =
V(4 x0.09> + 4 x 0.08)/8 = 0.085 and
T = (4532 — 4521)/5x5/(5+ 5)/0.085 = 2.04.

With t4.9475 =2.78, we see that T remains inside the test
interval. Hence. we cannot deduce 95 % significant differ-
ences in the mean values of the results of labs A and B.

3.3.3. Outliers, Trend and Nonparametric
Tests

Before extracting statistical characteristics
from a measurement series, such as mean value,
standard deviation, confidence interval, etc., it has
to be checked whether the data are proper with
respect to certain criteria. For instance, the sample
may contain extremely deviating measurements
owing to a gross error (e.g., simply a typing error
or improper measurement conditions). Such values
are called outliers and must be removed form fur-
ther consideration as they strongly falsify the char-
acteristics of the sample. The same argumentation

holds true for the presence of a trend in measure-
ments. This might be caused by directed changes
of experimental conditions (e.g., temperature).
This leads to a continuous shift of the mean value
and increase of the empirical standard deviation
with growing sample size, so there is no chance of
approaching the theoretical parameters. The pres-
ence of outliers and trends can be tested as fol-
lows: the test statistic 7=d/s. where s is the em-
pirical standard deviation and d refers to the max-
imum absolute deviation of a single value x; in the
measurement series from its mean value, is
checked against the values recorded in Table 2
(Grubbs test). If T exceeds the tabulated value,
then the measurement x; is considered as an out-
lier at the 99 % signitficance level (smaller levels
should not be used. in general, for outlier testing).
Similarly, the Trend test according to Neumann
and Moore calculates the test statistic

.
T =3 0 —x) /(N - 1))

i=2

If it is smaller than the corresponding value in
Table 2, a trend is evident at the 95 % level of
probability.

Example 3.4. For the data of Example 2.1., the most
outlying measurement with respect to the mean value is
xy5=28.0. hence d=2.33 and T=2.33/0.99=2.35, which is
less than the tabulated value 2.75 for N=16. Hence, the series
can be considered outlier-free. The trend test statistic for the
same data becomes T=1.59 which is smaller than the tabu-
lated value of 1.23. Hence. the series is also free of trends at
the 95 % level.

All tests presented so far relied on the assump-
tion of normally distributed measurements. Some-
times, strong deviations from this assumption can
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Table 2. Critical values for the Grubbs test and Neumann/
Moore test on the presence of outliers and trend, respectively

N Outlier (99 %) Trend (95 %)
3 1.16

4 1.49 0.78
5 1.75 0.82
6 1.94 0.89
7 2.10 094
8 222 0.98
9 2.32 1.02
10 241 1.06
1 2.48 110
12 2.55 1.13
13 2.61 1.16
14 2.66 1.18
15 271 1.21
16 275 1.23

lead to incorrect conclusions from the outcome of
these tests. If there is doubt about normality of the
data (which itself can be tested as well) then it is
recommended to apply so-called nonparametric
counterparts of these tests. Nonparametric means
that these tests are not based on a distribution. In
this way, they are robust with respect to deviations
from normality, although of course . less efficient
in the presence of normality. Typically, nonpara-
metric tests evaluate some ranking of specifically
arranged measurements.

3.4. Comparison of Several
Measurement Series

Up to now, we have dealt with statistical char-
acterizations of single measurement series or pair-
wise comparisons. Frequently, a larger group of
measurement series must be analyzed with respect
to variance and mean. In the case of commercial
products, for example. quality is tested in different
laboratories. The different working conditions in
individual laboratories provide an additional
source of random error. In such situations, it is
of interest to analyze the homogeneity of data with
respect to standard deviations and mean values. In
case that homogeneity can be assumed, much
sharper confidence intervals for the precision
and accuracy can be obtained from the pooled data
rather than from a single lab's results. In the op-
posite case, the standard deviations relating to
repeatability and reproducibility (see Sec-
tion 3.2.4) can be estimated from analysis of vari-
ance. Testing for homogeneous data is not only
useful, however, in the context of interlaboratory

comparisons but also for the important question of
representative sampling of materials to be an-
alyzed.

3.4.1. Homogeneity of Variances

Assume that we are given a group of p meas-
urement series with N;,%;,s; denoting sample size,
mean value and empirical standard deviation of
series j. Further we set N = 377 | N;. We want
to check whether all series have equal precision,
i.e., H():

o(x)) = .. = o(x,)
This may be realized by the Bartlett test, in

which, the following averaged standard deviation
within the series is first determined:

(4.1)

Now, a test statistic is calculated from the data
according to

Vid

2
T = “'3})6 ((N - p)logss = > (N - l)logs}>

C

i=1

(where “log” = decadic logarithm) and

Hqo will then be rejected at probability level
95% if T> x5 _1.09s

Example 4.1. A sample of FeSi was analyzed in m=7
laboratories with the following results (% Si)

Lab- A B C D E F G
ora-
tory

4509 4520 4537 4523 4540 4563 4493
4519 4527 4545 4526 4540 4565 4495
4522 4530 4548 4531 4545 4573 4495
4525 4540 4560 4539 4560 4585 45.14
4531 4543 4562 4544 4560 4585 45.17

x; 4521 4532 4550 4533 4549 4574 45.03
5 008 009 011 009 010 011 012

For the data from this table, one obtains the
results



p=T.N=5({ =1 ...p).N=355=010c
= 1107 = 0.64, 13,45 = 12.6

Consequently, the null hypothesis cannot be
rejected at the 95 % level, and one can assume
homogeneous variances among the seven different
measurement series.

3.4.2. Equality of Expected Values

The hypothesis for homogeneity of expected
values is Hg:
E(x)) = .. = E(x,)

This hypothesis is tested by analysis of vari-
ance in which—apart from the already deter-
mined standard deviation within laboratories
(Equation 3)-——a so-called standard deviation of
laboratory means (standard deviation between lab-
oratories) figures as an important ingredient:

4
o= e SN - =) (4.2)
J=1

s O (4.3)

is the weighted mean of all single mean values or,
equivalently, the overall mean of all measure-
ments in the data table. Hy will be rejected at
probability level 95 % if T:sf/s§>F,HYN_,,,(),%.
The reason for using the one-sided test interval
here in contrast to the two-sided one in Sec-
tion 3.3.2 is that the theoretical standard devia-
tions o, o, behind their empirical estimates s,.
s, can be shown always to satisfy the one-sided
relation ¢, < o,, where equality holds exactly in
the case that Hy is true. If Hy can be rejected on the
basis of this test. then the standard deviations in
Equations (4.1) and (4.2) represent the repeatabil-
ity and reproducibility, respectively. of the given
laboratory data. Otherwise, the expected values
can be considered as being equal, and there is no
reason to assume between laboratory bias in the
given determinations. As a mean over means, the
overall mean of Equation (4.3) has a much smaller
variance than the single means (which in turn have
smaller variances than the single measurements).
This gives rise to very narrow confidence intervals
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for the mean and explains why interlaboratory
homogeneity comparisons are so valuable in pro-
ducing reference materials.

Similar to the test on equality of two expected
values described in Section 3.3.2, its generaliza-
tion to the multiple case requires homogeneity of
variances. this means a Bartlett test must be per-
formed first.

Example 4.2. For Example 4.1, the Bartlett test gave no
reason 1o doubt the homogeneity of variances. so the test on
multiple equality of expected values can be carried out. For
the data of the example. one calculates

s. =051, =x = 4537, T = 26.58, Fo28095s = 2.44

Consequently, the expected values behind the single
measurement series must be considered different at the
95 % level. In other words, there exists a strong laboratory
bias which can be characterized by the strongly different
values for 5, and s,.

3.5. Regression and Calibration

3.5.1. Regression Analysis

Regression is a tool for modelling a set of N
observed data pairs (x;.y;) by means of a functional
relationship y =f{x), where f belongs to a specified
family of functions (e.g.. linear functions, polyno-
mials, bi-exponential functions, etc.). Usually, it is
assumed that x is an independent variable which
can be fixed without errors, whereas the variable y
is dependent on x and is subject to random errors.
In analytical chemistry. the role of y is frequently
played by measured signals responding to some
concentration x or recorded at some wavelength x.
The main applications of regression in analytical
chemistry are calibration (see Section 3.5.2) and
signal resolution. Figure 4 a illustrates a calibra-
tion problem, while Figure 4 ¢ shows the decom-
position of a signal profile into a sum of two
Gaussian profiles.

The family to which f is supposed to belong to
is defined via some set of parameters which are
coupled in a particular way with x. Therefore, it is
reasonable to extend the above mentioned func-
tional relationship to y=f(x,p), where the param-
eter p is variable. Some prominent families of
regression models are:



46 Chemometrics

a) b)
[ 4
2.0
oo /o/
T 1.0 /O:
> 0 ././. ;
10 ./J 1 1 ;X‘ L e

x=Inc —>

Figure 4. Illustration of different regression models. Linear model a), polynomial model b) and nonlinear model

1) Linear

model flxp) = py + pax

2) Polynom-
inal model

3) Multi-ex-
ponential
model

flep) = pi 4 pax + pax® + o+ papa”

flxp) = pre™ + ...+ pa,_ eft

Of course. the linear model is a special case of
the polynomial model. Generally, a model is
called quasilinear when f is a linear function of
p- This does not exclude the case that fis nonlinear
in x. In particular, the polynomial model is qua-
silinear although the functional dependence on x
may be quadratic, as in Fig. 4b. Given the data
pairs (x,y;), the parameter p yielding the best ap-
proximation of fto all these data pairs is found by
minimizing the sum of the squares of the devia-
tions between the measured values y; and their
modeled counterparts f{x;):

N

p — minimize Z(_\‘, - flip)Y

i=1

The advantage of quasilinear models is that the
exact solution for p is easily obtained by solving a
system of linear equations (see Section 3.11.1). In
the simple case of linear models, one can even
directly indicate the explicit solution:

SeeSy — SiSxy Nso — S8y
= ey T e = o ey 5.1
P p 2] p (5.1

where

The coefficients p, and p- refer to the intercept
and slope of the straight line fitting the data points
(see Fig. 4 a). Being based on the random variables
x and y, the coefficients p, and p; are outcomes of
random variables themselves. The true coeffi-
cients can be covered by the following 95 % con-
fidence intervals:

1 x Iy - 2097558
prk Iy zoersSryf = + —1 pr & S=—
N So \/SU

wn
o

where

&= N2
and

o = s — (s

»Q Sax N

In contrast to the polynomial model, the multi-
exponential model is not quasilinear. This makes
the determination of the parameters p more com-
plicated. Then iterative methods have to be em-
ployed in order to approach a solution. This issue
falls into the framework of nonlinear regression
analysis. For more details, see [5].

3.5.2. Calibration

The purpose of quantitative chemical analysis
is to determine concentrations of certain analytes
on the basis of concentration-dependent instru-
mental responses or signals. The relation between
signals (or functions thereof) and concentrations
{or functions thereof) is established by calibration.
Calibration consists of two steps: in the first step a

- functional dependence y =f{x) is modeled on the



basis of so-called calibration samples with known
concentrations (e.g. reference materials) and cor-
responding signals, altogether giving a set of data
pairs (x,y;,). To these data points, an appropriate
function is fitted as described in Section 3.5.1. In
the second step, the obtained model is applied to a
test sample with unknown concentration on the
basis of a measured signal. Here, the inverse func-
tion 1s used: x:f'(y).

Example 5.1. The following calibration results were ob-
tained for the determination of Ni in WO5 by optical emission
spectroscopy (OES):

sam- 1 2 3 4 5 6 7
ple

c/ppm 1 3.5 6.0 1.0 51.0 101 501
x=ln¢ 000 125 179 240 393 462 6.22
y -1.31 066 -0.33 -0.04 084 115 226

The signal is in good linear relation with the logarithm of
concentrations. The data are plotied in Fig. 4a. From the data
table one calculates the values required in Equation (5.1) as

Se 20.21; s =191, sy = 21.16; 5 = 86.0;

d =1936; p, = —136; p> =057

For a test sample, a signal with value y,= 1.0 was meas-
ured. Starting from the obtained model y =-1.36 +0.57x, one
calculates the inverse function as x=(y+1.36)/0.57: hence,
1,=2.36/0.57=4.14. Finally, this last result is transformed
back to concentrations via x=Inc. This gives ¢,=¢"=62.8
as the concentration of Ni in the test sample.

In linear calibration, the intercept p; cor-
responds to the signal of the blank, i.e., the signal
occuring in absence of the analyte. The slope p; is
called the sensitivity of the signal. For nonlinear
calibration curves, this sensitivity changes and has
to be calculated as the first derivative dy/dx at a
given concentration value X.

The methodology presented so far corresponds
to the classical calibration. A different approach is
inverse calibration, where the functional relation-
ship is directly modeled in the form required for
prediction of concentrations in test samples:
x=f{y). This approach has proven useful in the
context of mutlivariate  calibration (see
Chap 3.11).

3.6. Characterization of Analytical
Procedures

An analytical procedure is characterized by its
range of concentration (including calibration), pre-
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cision (random error), trueness (systematic error),
selectivity, and principal limitations.

Trueness [6], [7]. A systematic error can occur
as an additive error (e.g.. an undetected blank) or a
multiplicative error (e.g., an incorrect titer). Sys-
tematic errors are detected by analyzing a short
series of m samples with “known” contents x; and
“found” contents y; as the results. Evaluation by
linear regression (Chap. 3.5) yields y=a+bx. An
intercept @ ¥ 0 is due to an additive systematic
error, whereas a slope b #+ 1 indicates a multipli-
cative error. The significance of a and b is tested
by verifying that 0 and 1 do not belong to the 95 %
confidence intervals around a and b, see Equation
(5.2).

If samples with known concentration are not
available (e.g., very often in the case of biopro-
ducts), the multiplicative error can be detected in
the following way. The sample (solution) is di-
vided into two halves. One half is analyzed di-
rectly (result x;). To the other half an exactly
defined amount of the analyte x, is added (result
x>). Then the “recovery rate” b is given by

b= (x —x)/xs

This is performed for m samples, resulting in

b = %Zh,; sp = Z(h’ —I;)z/(m - 1)

A multiplicative systematic error is proved with
95 % probability if

= |1 = b||Vm/sp > tu_10ms

Example 6.1. Trueness of determination of arsenic levels
in yeast by hydride atomic absorption spectroscopy (AAS)
should be tested. However. samples with known contents
were not available. Therefore, the recovery rate (with x,
=30 pg As) was determined from m =S5 unknown samples.

Sample 1 2 3 4 5

X, ug As 5.8 13.8 30.0 43.1 66.8
Xa, pg As 352 433 59.6 72.4 96.5

b; 0.9800 0.9833 0.9867 0.9767 0.9900
5=0.9833, 5,=0.005266
1,=709: 40975 =2.78

Since 1,> 14,0975 the recovery rate differs undoubtedly from
b=1. The results gained by hydride-AAS are on average
about 2% too low.
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Table 3. Multifactor plan according to PLACKETT and BUR-
MAN for n=7 components *

Experiment Components Result
no. B C D E F G H

! + + + - + - - ¥)

2 + + - + - - + ¥

3 + - + - - + o+ v

4 - + - - + + + v

5 + - - + 4+ o+ - ¥

6 - - + + + - + v

7 - + + - + - V7

8 - - - - -

* Scheme for a multifactor plan with n> 7 see [6].

Selectivity [6]). In a multicomponent system
consisting of an analyte A and other components
(B.C. ..., N), each component contributes to the
signal of the analyte. Selectivity is given if the
signal for A is only randomly influenced by
B, C, ... This can be tested by a simple multifactor
plan according to PLACKETT and BURMAN [8] (see
Table 3) with m measurements for n=m—1 com-
ponents (m=38. 12, 16, etc.). All the m measure-
ments need a solution of the analyte of concen-
tration x5. Then, B, C, ... are added in the con-
centration xp, x¢, ... according to the sign (+) in
the plan. All of these concentrations xg. x¢, ..., x;"
must be similiar to the composition of the samples
that are to be analyzed later. Each of the
i=1,..., m measurements gives a result y; (e.g..
extinction). The influence W of B,C, ... on the
signal of the analyte A is given by

W, = (Z.vr - Z.w)/»:/z (6.1)

j=B.C. ...

Subsequently, the sensitivities b; for B, C, ...

b = Wi/x} (6:2)
and b, for the analyte A

ba = ym/xa (6.3)

are calculated, and the desired polynomial for se-
lectivity is given by

¥ = baxa + bpxg + bcxc + ... (6.4)

where y is the intensity of the measured analytical
signal. In this way the influence of all accompa-

nying components B, C. ... can be evaluated (for
details, see [9]).

Example 6.3. The selectivity for the determination of
sodium (xn,=100 mg/L) by flame photometry in presence
of Ca’™, K*, Mg™, SO3, CI. and PO} had to be tested.
According to the plan (Table ) these components were added
for the step (+) of the factors B ... G in the following con-
centration (mg/L):

100 mg Ca®* (B): 100 mg K* (C); 100 mg Mg>* (D):
100 mg SO (E); 1000 mg CI” (F): 100 mg PO} (G)

Results y, of the m =8 measurements (scale reading)

v =132 v;=137;
ys=125: ye=114.

v3=119;
y7= 93

=11
vg=129

Influences W, (Eq. 6.1)
We=(132+137+119+125)—(111+1144934129)/4=16.5;

— bg=Wp/100=0.165

We=-3.5;Wp=-11.0; Wg=-55; Wg=10;

Ws=-16.0

Then follow all ; (j=B. C, ...) according to Equation (6.2).
The sensitivity for the analyte is finally given by Equa-
tion (6.3) as bs =129/100=0.129. Then the desired polyno-
mial of selectivity (Eq. 6.4) is

y=0.129 xn, 4+ 0.165 xc, - 0.035 x = 0.110 xpg, -

- 0.055 x50+ + 0.001 x¢;— 0.160 xpgye. The determination of Na
is strongly influenced by Ca™*, Mg™, and POj". less by K*
and SO3", the influence of CI” can be ignored. The analytical
signal is enhanced by Ca™ and depressed by Mg>*, PO3". and
SO3™.

Principle Limitations. The analysis of traces is
often influenced by the impurities of the reagents.
Then a blank ¥, % 0 (standard deviation oy,)) is
measured at the concentration x=0 of the analyte.
From Equation (3.1) we we know that an analyt-
ical signal ¥, (»; parallels) is different from the
blank with 95 % probability if

Onl

NG

Extending the factor 1.96 to the value 3 would
then even yield a difference with 99.7 % probabil-
ity according to the 3o-rule (see Section 3.2.2).
Now, taking into account that the expected value
of the signal of some analyte is never smaller than
the blank, one can sharpen the statement above:
the analytical signal is different from the blank
with 99.85 % probability if

(Fa = ¥u) > 1.96

Fa2> ¥y +3—F= =%
n;

where y. is the critical value. The improvment in
probability here is due to using one-sided addi-
tional information.
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Figure 5. Limit of decision x4 and of detection xp

A) Calibration function in presence of a blank: B) Probabil-
ities for the detection of an impurity at limit of decision
(upper curve) and at limit of detection (lower curve)

In the case of a blank the calibration function
takes the form (see Fig. 5A)

vy=a+bx =¥, +hx

For y=y, the evaluation function will be

x= (v —a)/b=x

xg—the limit of decision [10]—is due to the
minimum concentration of the analyte that gives
a significant analytical signal.

A signal y=y. results from a concentration
x=xy4. The frequently repeated analysis of such
a sample yields a signal y < y. as often as y>y.
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caused by the random error of the blank (see
Fig. 5B). Expressed as probabilities gives

P(y<y) =P(y>y) =05

Therefore the value x will be interpreted as “an-
alyte present” — (+) as often as “only blank — an-
alyte absent” — (—), or again expressed as prob-
abilities

Pl =P =05

Therefore the limit of decision x4 never can be
used as guarantee of purity. A sufficiently high
reliability for such a guarantee is given for the
signal value

60

v

or the associated concentration

Yo = Vo +

601

G

xp is termed the detection limit [10]. Then,

xp =

P} = P(y>y.) = 0.9985
P, = P(y<y.) = 0.0015 (6.5)

x
An impurity can be detected now at a very high
probability level. Therefore, only this limit of de-
tection allows the characterization of high-purity
material.

Example 6.4. The photometric determination of iron with
triazin  (absorptivity A=2.25x10> m¥mol) yielded ¥y

(=Ep) =0.08 and 01, =0.02. For the analysis with duplicates,
the critical value 1s

ye (= E.) = 0.08 + 3 x 0.02/v2 = 0.122

The evaluation function gives x3=(0.122-0.080)
2.25x10°=1.87x 10~ mol/L and the limit of detection xp
follows from

yp = 0.08 + 2 x 3 x 0.02/v2 = 0.165

xpp=(0.165-0.080/2.25x 10*=3.78 x 10~ mol/L

3.7. Signal Processing

Recording instrumental responses to the pres-
ence of some analyte is at the heart of qualitative
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Figure 6. llustration of Fourier transform

a) Noisy Gaussian signal peak: b) Resulting Fourier transform: ¢) Filtered signal

and quantitative chemical analysis. The physical
nature of these responses or signals may be differ-
ent according to appropriateness with respect to
the given analyte (e.g. optical, electrochemical
etc.). In the simplest case, just one signal is re-
corded, e.g. absorption at some wavelength. Mod-
ern instrumentation, however, allows signals to be
monitored over a range of physical quantities such
as wavelength or time or both of them coupled.
Signals are always subjected to perturbations of
different kind and origin. Such perturbations can
be induced by noise related to the analyzing tech-
nique and its apparatus. Furthermore, signals of a
certain analyte under investigation are frequently
perturbed by interference with signals of different
species, which leads to falsifications both in qual-
itative and quantitative analysis.

3.7.1. Fourier Transform

Contamination of analytical signals by high-
frequency noise (e.g., 50 Hz modulated noise
caused by the power line) can be detected and
corrected by Fourier transformation. Figure 6a
shows a Gaussian signal (e.g. spectroscopic peak
over the wavelength domain) containing sinoidal
noise. For a discretized signal f with n values
fO),...fln—1) the (discretized) Fourier trans-
formed signal is defined as

n--1

Flu) = %Zf(l)e’z""””"’ (u=0,...n-=1)

=0

where i is the imaginary unit and # is the discre-
tization number. As the Fourier transform is com-
plex, one usually plots its absolute value as shown
in Figure 6b. The symmetry of the Fourier trans-
form around the center point means that only the
first half of the spectrum contains substantial in-
formation. Peaks in the Fourier transform indicate
the presence of periodic contributions in the orig-

inal signal. The higher the frequency of this con-
tribution, the more this peak shifts to the center.
Hence, each of the symmetrically arranged two
peaks in the center of Figure 6b corresponds to
the presence of a high-frequency contribution in
the original signal, whereas the two peaks on the
boundary represent the (low-frequency) signal it-
self. In this way. noise and signal are clearly sep-
arated in the Fourier transform. To arrive at such
separation in the original representation of the
signal, one may exploit so-called filtering: in a
first step, the Fourier transformed signal is con-
voluted with a so-called kernel which typically is
some simple function having a peak in the center
of the frequency domain; the convoluted signal is
transformed back then to the original domain of
the signal by Inverse Fourier transformation. The
result is shown in Fig. 6¢. A clear improvement of
the signal-to-noise ratio becomes evident when
compared with Fig. 6a.

3.7.2. Data Smoothing

Not all kinds of noise are efficiently removed
by Fourier transformation. This is true, in partic-
ular, for nonperiodic perturbations such as single
spikes. Then, direct data smoothing may be help-
ful. The simplest method is the moving average, in
which each data point of the original signal is
replaced by the average of its k nearest neighbors.
The appropriate choice of the parameter £ is cru-
cial. Enhancing & improves the smoothing effect,
which is desirable as far as the reduction of noise
is concerned. If & is chosen too large, then infor-
mation of the signal itself will be smoothed away.
Figure 7a shows an originally measured fluores-
cence spectrum (267 data points) with clear con-
tamination by noise, whereas Figure 7b plots a
version smoothed by moving averages with k=20.
More advanced techniques are based on polyno-
mial smoothing.
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Figure 7. Signal smoothing

a) Noisy fluorescence spectrum: b) Spectrum smoothed by using moving average

Table 4. Small example of a fictive data table (arbitrary units)

Sample no. |Cd) [Pb] [Cu]
1 3 3 1
2 1 2 3
3 4 3 3
4 2 2 0

3.7.3. Signal Resolution

Frequently, the analyte cannot be completely
separated by chemical means from other species
whose signals interfer with the signal of interest.
Then, the resulting superposed signal may be dis-
torted so much that quantitative analysis becomes
impossible without additional mathematical tools.
In the worst case, even the presence of an inter-
fering component is hidden. Figure 8 a shows two
idealized Gaussian peaks the superposition of
which results in a single peak only. Such junction
of peaks occurs when the distance between them is
below a critical value. In this case. signal sharp-
ening by differentiation is a possible remedy.
Fig. 8b shows the superposed single peak of
Fig. 8 a in a shrinked domain along with its second
derivative. Now, the presence of two underlying
components is clearly evident again. In principle
one could enhance the order of differentiation, but
the gain in signal resolution quickly becomes neg-
ligible in comparison with the increase in noise.

3.8. Basic Concepts of Multivariate
Methods

3.8.1. Objects, Variables, and Data Sets

The increasing performance of modern instru-
ments allows the characterization of certain ob-
jects under investigation by a whole set of prop-
erties, which yield a typical fingerprint for each

object. These properties are usually statistical vari-
ables, whose realization is measured experimen-
tally.

Example 8.1.  Several water samples (objects) are an-
alyzed with respect to concentrations of a set of relevant
trace elements (variables). Collecting the resulting data gives
a constellation as in Table 4. In such data tables or data sets
the rows correspond 1o objects and the columns to variables.

Real life data sets may be generated by very
large numbers of objects or variables, depending
on the problem. From a more technical point of
view a distinction can be made between exper-
imental and instrumental data sets. Instrumental
data sets are the direct output of instruments, such
as digitized spectra, chromatograms. or images in
image processing. Here, the number of objects or
variables may reach some ten or hundred thou-
sands; therefore, data processing and evaluation
generally are automated. Experimental data result
from single observations (e.g., physico-chemical
parameters of natural water at different Jocations)
or from condensation of instrumental data (e.g.,
one concentration value for a sample instead of
a digitized spectrum). As a consequence, acqui-
sition of experimental data is much more expan-
sive, leading to smaller data sets (in the range of
several hundreds of objects or variables). As a
rule, experimental data tables can be neither proc-
essed nor evaluated automatically but require con-
sideration of specific circumstances in the treated
problem.

Compared to classical measurement series re-
stricted to a single variable. the multivariate ap-
proach yields a considerably greater amount of
information for object characterization. This ad-
vantage, however, is connected with a loss of di-
rect interpretability. If only two variables were
measured, the whole data structure might be still
visualized in a diagram, but this approach fails for
larger problems. That is why the increase in infor-
mation must be accompanied by some efficient
tool of data reduction that enables interpretation
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Figure 8. Signal sharpening by differentiation

a) Single peak as a superposition of two close Gaussian peaks: b) Second differential of the superposed signal, yielding two

resolved peaks again

or visualization of the essential part of the data
structure. thereby separating it from unessential
noise. In this sense, data reduction can be under-
stood as the main goal of multivariate methods in
chemometrics. Whereas theoretical foundations
were developed at the beginning of this century,
practical applications of these procedures have
revived considerably only during the last few dec-
ades (from the 1970s onward) in connection with
modern computational equipment (for an introduc-
tory survey of multivariate statistics see [11]).

3.8.2. Correlation and Distance Matrices

An important task of multivariate data analysis
is classification of objects and variables (i.e., sub-
division of the whole data set into homogeneous
groups of similar objects or variables, respec-
tively). Similarity of variables is usually measured
by their correlation coefficient, whereas similarity
of objects is expressed in terms of the geometric
distance. The correlation coefficient r of two vari-
ables x;. x> is computed according to

(8.1)

JZ(A'” -5) - w Z(.m —I)”

where n is the number of realizations (i.e., number
of objects or rows of the data table); x;; is the ith
realization of the jth variable (i.e., entry of the data
table that is located in the ith row and jth column);
and %, is the mean of the jth variable.

For the fictive example of Table 4, for in-
stance. the following coefficients r are obtained
r(Cd. Pb)=0.89, r(Cd. Cu)=0.09, and r(Pb, Cu)
=0.19. All information on correlation can conven-
iently be collected in the correlation matrix R,

which is the basis of many latent variable methods
such as principal components, factor, or discrimi-
nant analysis:

Cd Pb Cu
Cd /1.00 089 0.09
Pb | 089 100 0.19

Cu \009 019 100

Sometimes, instead of correlation the covariance
of two variables is used, which is just the numer-
ator of Equation (8.1).

To recognize similarities among objects. they
can best be treated as points in p-dimensional
Euclidean space, where p is the number of vari-
ables (columns) of the data set. If in Table 4 only
the concentrations of Cd and Pb had been meas-
ured, then all samples could be represented in a
diagram as in Figure 9 (i.e., in a two-dimensional
space or plane). Although for technical reasons.
such representations cannot be realized if the
number of variables exceeds 3, the mathematical
concept of p-dimensional space is nevertheless
useful, for example, when defining the distance
of two objects. In a planar display, distances are
easily computed by the Pythagorean theorem by
taking the square root of the sum of squared co-
ordinate differences between two points (e.g., the
distance between samples 4 and 3 equals V/5).
Obviously. the more similar two objects are in
all their coordinates the smaller their computed
distance is. In this way, homogeneous classes of
similar objects may be detected as those that have
only small distances between them. Of course,
computation of distances is not restricted to the
plane but is extended to p-dimensional constella-
tions in a straightforward way:

d (x4 55) =
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Figure 9. Plot of four samples from Table 4 in an elemen-
tary diagram

where x,,, x,, are the objects a and b; and x,; is the
entry of the data table in row ¢ and column b.
Taking all three coordinates of Table 4 into ac-
count gives. for instance:

d3.3) = 2 - 97+ 2 -3+ (0 -3 =374

All pairwise distances are again collected to give
the distance matrix D. which forms the basis of
many computational approaches including cluster
analysis or multidimensional scaling:

1 2 3 4
0.00 300 224 173
300 000 316 3.16
224 316 000 374
173 316 374 0.00

B VS I S

In this matrix the most similar pair of (different)
objects is (1.4), while the most divergent pair is
(3.4). Apart from the classical Euclidean distance
defined by Equation 8.2, some further relevant
measures exist such as Mahalanobis or Manhattan
distance. The Mahalanobis distance. for instance,
which is important in classification (see Chap-
ter 3.10), is computed according to

dixexs) = /(50 = )77 (x, — x5) (8.3)

where S is the matrix of all pairwise covariances
between variables.

3.8.3. Data Scaling

Data pretreatment is a necessary condition of
multivariate analysis. Besides appropriate trans-
formation of data according to their type of dis-
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tribution (e.g.. taking logarithms for concentration
values in the range of the detection limit is rec-
ommended). data scaling is necessary as a first
step of analysis for almost all methods. Scaling
means that each variable is linearly transformed
to have zero mean and unit standard deviation. In
this way the fact of different variables being meas-
ured in different units (e.g.. concentrations in parts
per million or percent is circumvented. to avoid an
arbitrary influence in the total variance or the
pairwise object distances. After scaling, all vari-
ables have equal a priori influence.

3.9. Factorial Methods
3.9.1. Principal Components Analysis

Principal components analysis (PCA) as a sta-
tistical method was introduced by HOTELLING in
1933. Principal components are linear combina-
tions of the original variables with optimal fea-
tures: the first PC defines maximum variance
among all possible linear combinations: the sec-
ond PC defines maximum variance among all lin-
ear combinations uncorrelated with the first one,
etc. In this way a small set of a few PCs (generally
much fewer than the number of original variables)
will suffice to represent the greatest part of the
total data variation. Furthermore. in contrast to
the original variables, different PCs are always
uncorrelated, which makes them useful for many
statistical applications. Geometrically, PCs may be
identified as new coordinate axes that point to
directions of large variance. Using the coordinate
system defined by the first two PCs is a very
popular approach for visualizing data structure in
a diagram. From the computational viewpoint,
PCs are obtained by solving the eigenvalue prob-
lem

Rov=i-v (j=1,..p (9.1)
where R is the correlation matrix (see Chap. 3.8):
v; are the eigenvectors; and /; are the eigenvalues
of R.

The number of linearly independent eigenvec-
tors is at most p. Each v; consists of p components
v, which are the coefficients (weights) of the
original variables. The ith realization of the jth
PC is (with x;; being an entry of the scaled data
table)
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A) PC diagram for trace element characterization of wastewater samples: B) Simulated (noise-added) absorbance spectra of five
mixtures of two pure components ; C) PC wavelength plot for B) including the axes F1 and F2 of pure components: D) Pure
component spectra related to B) using the self-modeling method

PC; = (9.2)
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By using just the first two PCs, a diagram plot for
the objects is obtained with PC,;, PC;> as coordi-
nates of the ith object. These coordinates are
frequently called scores. Similarly, in the same
plot a representation of variables may be given
by using v;;, v;> as coordinates (which are called
loadings) for the ith variable. Finally, the eigen-
values contain information on the amount of data
structure covered by a PC: 4, is the variance of the
Jjth PC. Frequently, indication of the variance per-
centage is preferred by relating one eigenvalue to
the sum of all eigenvalues, which in the case of
scaled data simply equals p (the number of orig-
inal variables).

Example 9.1.  Figure 10A provides the PC plot (PC1
versus PC2) for a data set containing analytical results of
eight trace elements (variables) in 20 samples (objects) of
urban wastewater. The numbers in the plot refer to hours of
sampling time in the course of a day. The element patterns of
samples do not change continuously. but rather abruptly : four
clusters of sampling time are visible: (6h). (8—16h),
(17-21h), and (22-2 h). The plot of variables reveals two

major groups of correlating elements: (Fe, Mn), and (Ni, Cr.
Cd. Cu, Pb. Zn). Even a joint interpretation of scores and
loadings with respect to influence of variable groups in object
groups is possible. This aspect 15 reconsidered below. In this
example. the first two of eight eigenvalues were 7, =4.78.
4>=1.49: hence, ca. 78 % of total data variation is exhausted
by the first two PCs, which is much more than by using any
two of the original variables (recall that due to equal weight-
ing by scaling, each pair of original variables covers a per-
centage of 2/8=25% of the total variance).

An important kind of chemometric application
of PCA is to find out the number of (unknown)
components determining the spectra of a set of
mixtures of these components.

Example 9.2. Figure 10B shows simulated and noise-
added spectra of five mixtures as an example. Each of these
spectra may be digitized (in the example, 680 equidistant
wavelengths in the range between 410 and 750 nm were
used) to yield a data table with wavelengths as objects and
absorbances of the mixtures at these wavelengths as vari-
ables. The total variance within such a data set is composed
by a systematic part due to changing proportions of the
underlying components within the mixtures and by a gener-
ally much smaller part due to noise. Consequently, an eigen-
value analysis should provide a group of large eigenvalues
corresponding to the principal components. which reflect
chemical composition. and a group of very small eigenvalues
relating to PCs, which retlect only noise. Various methods



exist for objective separation of both groups : graphical (e.g..
scree-test), statistical (e.g., Bartlett's test on sphericity or
cross-validation) or empirical procedures (e.g.. Malinowskis
indicator function). In the given anificial example the eigen-
value sequence is 4.453. 0.540, 0.004. 0.002. 0.000, making
clear, even without any objective evaluation, that the number
of underlying chemical components is probably two.

A review on PCA from the chemometric view-
point may be found in [12].

3.9.2. Factor Analysis

Factor analysis (FA), developed in 1947 by
THURSTONE, is a statistical method with different
model assumptions compared to PCA. In chemo-
metric applications, however, FA is frequently
considered as an additional step after PCA, with
the aim of making the results of the latter easier to
interpret (a chemometric approach to FA is found
in[13]). One important feature of FA is rotation of
PCA solutions. In general, PCs are abstract vari-
ables without physical meaning. Therefore, an at-
tempt is made to rotate the axes corresponding to
the first few significant PCs so as to make the new
axes better fit certain groups of variables and fa-
cilitate their interpretation as physically meaning-
ful latent factors. The variety of rotations is sub-
divided into orthogonal (rotations in the true
sense) and oblique transformations. Orthogonal
transformations leave unchanged the variance per-
centage covered by the rotated axes. Oblique
transformations. in contrast. do not provide uncor-
related factors but have more degrees of freedom
for fitting groups of variables. From the computa-
tional viewpoint a successful transformation is
achieved by optimizing an appropriate goal func-
tion (e.g., Kaisers varimax criterion, compare
[13]). In Example (9.1) (Fig. 10 A) the optimal
pair of orthogonal factors is denoted by F1. F2,
respectively. It obviously fits the variable (and
object) structure better than the PCs. Now, the
above-mentioned joint interpretation of objects
and variables may be given. Obviously. Fl is de-
termined by (Ni, Cr, Cd, Pd, Cu, Zn) and it dis-
criminates three major groups of sampling times
with decreasing concentrations in the mentioned
six elements from the beginning to the end of a
day. This makes it reasonable to identify F1 as a
factor in industrial pollution of wastewater. F2
consists of the (Fe, Mn) group. which is related
to the 6-h sample. High concentrations of Fe and
Mn in wastewater in the early morning might re-
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sult from water pipes in private households. With
some caution, this could represent a second, inde-
pendent factor in wastewater exposure.

Another, frequently employed aspect of FA is
target testing. This procedure is very useful for
deriving new hypotheses from the given data set
(for details of the method and applications, partic-
ularly in chromatography, see [13]). In Exam-
ple (9.2) a specific chemical component might be
suspected 1o be present in the mixtures. To verify
this, the vector of digitized spectrum of this com-
ponent could be considered a target to be tested. If
the presence of the fixed component is probable, its
digitized spectrum vector should be a linear com-
bination of the score vectors of significant PCs
since these are, in turn, linear combinations of the
spectra of the unknown pure chemical components.
The test is performed by multiple linear regresssion
(see Chap. 3.11.1), indicating whether the target
spectrum may be successfully predicted (within
the range of experimental error) by a suitable linear
combination of the PC spectra.

A powerful method of FA is self-modeling of
mixture spectra [14], which allows, under a given
assumption, the spectra of underlying pure com-
ponents to be isolated even if these cannot be
modeled by a certain band shape such as Gaussian
or Lorentzian. This is a good alternative to con-
ventional least-squares fit. Figure 10 C shows the
PC score plot (680 points for different wave-
lengths in the range 410-750 nm), for Exam-
ple (9.2). According to Beer's law. absorbances
of mixtures are positive combinations of the ab-
sorbances of pure components. Therefore, the
wavelength points of mixture spectra in a PC plot
have positive coordinates with respect to factor
axes representing the pure components. Con-
sequently, these pure component axes must define
some cone that contains all the wavelength points.
This is easily illustrated if, as in the example, the
number of pure components equals two. Of course,
some degree of freedom exists for choosing the
axes F1 and F2. Under the specific assumption,
however, that each pure components absorbs radi-
ation uniquely at least at one wavelength (within
the considered range), the cone defined by F1 and
F2 must be a minimal one (i.e., both axes must
pass the wavelength loop tangentially ; at 440 and
730 nm in the example). Having found F1 and F2
in this way, the pure component spectra are easily
established: The absorbances of the first and sec-
ond pure components, respectively, are given by
projecting corresponding wavelength points of the
PC plot onto F1 and F2, respectively. Projection
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Figure 11. Dendrogram for hierarchic clustering of 19 tungsten powder samples

must be carried out parallel to both axes. The
result is illustrated in Figure 10D.

3.10. Classification Methods
3.10.1. Cluster Analysis

The classification of objects by their patterns
in the data set plays a central role in chemomet-
rics. Depending on the prior knowledge concern-
ing the given problem such classification may be
performed in a supervised or nonsupervised way.
The main tool of nonsupervised or automatic clas-
sification is cluster analysis, which produces a
partition of the set of objects into several homog-
encous subgroups (for an introduction to this field,
compare [15]). From a rough viewpoint, cluster
analysis may be subdivided into hierarchic and
nonhierarchic clustering. Hierarchic clustering
generates a sequence of partitions that satisfy the
definition of a hierarchy:; i.e., if any two classes of
possibly different partitions are compared, either
these classes are disjoint or at least one class is
contained in the other (overlapping is excluded).
This sequence may be visualized by a so-called
dendrogram similar to genealogical trees in taxo-
nomic classification.

Example 10.1. Consider Figure 11. which resulted from
hierarchic clustering of 19 tungsten powders being character-
ized by 11 trace elements. Partitions with different degrees ol
refinement are obtained by horizontal cuts of the dendro-
gram. At the lower end. all objects occur as separated
classes: at the upper end. all objects are fused in a single
class. The level at which certain subclasses are fused (vertical
direction) may be interpreted as their dissimilarity. As a

consequence, homogeneous groups are found below long
branches of the tree. In the example, a bipartition (1-9
and 10-19) of the object set is suggested. In fact, the two
groups of trace element patterns are in coincidence with two
different chemical treatments of tungsten raw materials.

Depending on whether the sequence of parti-
tions is generated by starting at the lower end
(successive fusion) or at the uper end (successive
splitting), agglomerative and divisive procedures
can be distinguished. Most of the well-known
methods are agglomerative and obey the following
type of general algorithm:

1) Given a data set X compute the distance matrix
D (see Chap. 3.8) and define each object to
form a single class.

2) Find out the most similar pair of classes [e.g.,
C,.Cy (Cy % ()], realizing the smallest dis-
tance d; » in D. Fuse all elements of C, and C»
to yield a new, larger class C, ». Fix d, , as the
index of fusion (height in the dendrogram).
Update D (with a reduced number of classes)
by recomputing all distances between the new
class C; > and all old classes that difter from C,
and C,. Repeat step 2 until all objects are fused
in a single class.

In fact, agglomerative procedures differ only
by the way of updating the new distance matrix in
each step. As an essential drawback of hierarchic
clustering, “mistakes™ of fusion at a low level of
aggregation are retained. due to hierarchy, in the
whole sequence of partitions.

If different partitions are obtained in an inde-
pendent way by varying some parameter. nonhier-
archic clustering is used. In so-called partition-
making algorithms, such as k-means or Forgy's
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Figure 12. lllustration of supervised classification methods
(filled and unfilled circles represent learning objects of dif-
ferent classes; asterisk indicates a test object)

A) The k-nearest neighbor (KNN) method; B) SIMCA
method ; C) Quadratic Bayesian classification; D) Linear
Bayesian classification: E) ALLOC method

method. the number of classes expected must be
predefined. Different numbers of classes yield dif-
ferent partitions that might have some overlap-
ping: this would indicate an uncertainty in the
class structure. Various criteria are used to decide
which number of classes or which partition is
appropriate. Other important representatives of
nonhierarchic clustering are fuzzy clustering and
potential clustering (the nonsupervised version of
the ALLOC method discussed below).

3.10.2. Supervised Classification

The general principle of supervised classifica-
tion may be skeiched as follows: For specific
predefined classes of interest (e.g., different labels
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of brandies in food chemistry) a number of sam-
ples can be characterized by certain properties
(c.g.. areas of relevant gas-chromatographic
peaks). These samples are called learning objects
because their origin is known. Based on the data
set of learning objects. rules are derived for sub-
dividing the space of all possible patterns into
regions corresponding to the classes. Given any
additional objects of unknown origin, they can
then — after the same set of properties are deter-
mined for test as for learning objects—be as-
signed to the most probable class (according to
the region into which the test object’s pattern
falls).

An important feature of supervised learning is
estimation of the probability of misclassification
which has to be kept as small as possible. Since a
decision on correctness of classification cannot be
made with real test objects having unknown orig-
in, the risk of misclassification must be estimated
from the learning objects. The simplest way of
doing so would be to plug the data on learning
objects into the classification rules that were de-
rived before by the same objects. This method,
which is called resubstitution, is easily and quickly
applicable but it suffers from an underestimation
of the real risk of errors. A useful alternative to
resubstitution is the leave-one-out method, which
deletes each learning object one at a time, derives
the classification rule by means of the remaining
objects. and applies this rule to the variable pattern
of the left-out object. The number of misclassifi-
cations is much more realistic in this case. For-
mally applied, the leave-one-out method is very
time consuming, but for most classification meth-
ods, efficient updating formulas exist to give rea-
sonable computing times. The leave-one-out
method, is a special type of cross-validation,
where not one but several objects are left out
simultaneously.

Some of the most frequently used classification
methods are illustrated in Figure 12. For the pur-
pose of visualization the objects are arranged in a
plane (e.g., samples that are characterized by just
two trace elements or peak areas, etc.). For sim-
plicity. the discussion is restricted to the two-class
problem (filled and unfilled circles represent dif-
ferent classes of learning objects). Figure 12 A re-
lates to the k-nearest neighbor (KNN) method.
Given the pattern (coordinates) of any test object
(asterisk) the Euclidean distances can be computed
between this test object and all the learning objects
by using Equation (8.2). For a certain number k
(c.g., k=3) the test object is assigned to the class
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holding the majority under the & smallest dis-
tances. In Figure 12 A the test object would be
assigned to the filled-circle class. Given a data
set, the appropriate number for k is determined
to yield minimum misclassification rate by the
leave-one-out procedure. The main disadvantage
of the KNN method is that all distances must be
recomputed for each new test object, which makes
this very time consuming for larger data sets.

Figure 12 B illustrates the soft independent
modeling of class analogy (SIMCA) method [16],
where each class of learning objects is modeled
separately by a principal components approx-
imation. In the figure, each of the two learning
classes is sufficiently described—up to noise—
by a straight line or one principal component,
respectively. Now, a test object is classified ac-
cording to its distance (orthogonal projection) to
the approximating linear subspaces. In the figure
the asterisk is assigned to the filled- circle group.
The optimal number of principal components for
each class is determined by cross-validation.

A classical method based on the assumption of
normal distributions is Bavesian classification
(Figs. 12C and D). Roughly speaking (with some
simplification), a test object is assigned to the
class the centroid of which is nearest in the sense
of Mahalanobis distance (see Eq. 8.3). Here, cen-
troid refers to an average object having mean
values of a certain class in all variables. The Ma-
halanobis distance is essentially based on the co-
variance matrix or, in illustrative terms, the shape
of the class distribution. In the case of spherical
distribution the Mahalanobis distance coincides
with the conventional Euclidean distance
(Eqg. 8.2). In this special case the test object would
be assigned to the class with nearest (in the sense
of conventional distance) centroid. This trivial
classification rule, however, is not appropriate
for nonspherical distributions occurring due to
correlations among variables. In contrast to this,
the Mahalanobis distance yields an optimal clas-
sification rule, provided multivariate normality
can be assumed. If the Mahalonobis distance is
computed for the covariance matrices of each class
separately (by assuming different shapes of dis-
tribution), a nonlinear decision curve (surface for
more than two variables) is generally obtained (see
Fig. 12C, where the test object is assigned to the
filled-circle class). This situation is referred to as
quadratic classification. Under the assumption of
equal shapes of distribution as in Figure 12 D, de-
cision lines are obtained (hyperplanes for greater
dimensions). Therefore this method is called linear

classification. Here the test object would be as-
signed to the unfilled-circle class. A drawback of
quadratic classification is the need to estimate
many parameters (different class covariance ma-
trices). If this estimation is not supplied with
enough learning objects, the decision surface or
classification rule, respectively, will become
rather uncertain. This is why linear classification
is often used even if the shapes of the distribution
are unequal. Then an equalized covariance matrix
is generated by averaging.

Another type of classification is the allocation
of test objects (ALLOC) method [17], where the
densities of class distributions are estimated by
potential functions resulting from so-called den-
sity kernels. These kernels. usuvally Gaussian
shaped, are constructed around each of the learn-
ing objects. Summing them up pointwise for each
class separately yields the desired density estima-
tions. Now a test object is assigned to the class
having maximum “influence” in it; this means
attaining the highest value of density function at
the position of the object. In Figure 12 E, where
objects are arranged in one dimension for simplic-
ity. the test object would be assigned to class A.
Here. solid curves (Gaussian kernels and
summed-up potential function) refer to class A
and dashed curves to class B. As for KNN (opti-
mal k) and SIMCA (optimal number of PCs), some
parameter must be adjusted in ALLOC, namely.
the smoothing parameter, which determines the
flatness of the kernels. Obviously. neither too
sharp nor too flat kernels are desirable for optimal
class separation. The best decision can be eval-
uated once again by some cross-validation tech-
nique.

3.11. Multivariate Regression
3.11.1. Multiple Linear Regression

Multiple linear regression (MLR) is a method

that estimates the coefficients ¢, ... ¢, in a linear
dependence
Yo w4 4o x (1n

of some response variable y on several predicting
variables x;. If both predicting variables and re-
sponses are observed n times. the resulting data
can be collected in a data set X (n rows and p
columns) and a vector y (n components). The op-



timal choice of the coefficient vector ¢ in Equa-
tion 11.1 (p components) is obtained as the solu-
tion of the linear equation X" Xe=XTy (where
X Tis the transpose of the matrix). By using the
resulting coefficients ¢;, new responses of y can be
predicted from new constellations of the x; by
means of Equation 11.1. Besides statistical eval-
vations of the computed results (e.g., confidence
intervals for coefficients and for predicted values)
an essential task of MLR is selecting a significant
subset among the possibly numerous predictors
[5]. A typical application of MLR arises in multi-
component calibration: Given the spectrum of a
sample that is a mixture of p components, the
concentrations of these components in the mixture
sample need to be determined. Digitizing the spec-
tra of the mixture and of the pure components.
respectively, by n distinct wavelengths yields vec-
tors y and x;, respectively, which are related ac-
cording to Equation (11.1) by Beer's law, where
the coefficients c; represent the desired concentra-
tions. The pure components need not even be
known exactly. It would be sufficient to start com-
putations with a large set of pure components that
are possibly included. In an ideal situation, the
correct subset could then be detected by some
variable selection technique as mentioned above.
A serious disadvantage of MLR is the multicol-
linearity problem. This problem occurs when all or
some of the predicting variables are highly corre-
lated. As a consequence, the estimation of regres-
sion coefficients in Equation (11.1) becomes more
and more unreliable. The fact may be illustrated
by the extreme situation in which all predicting
variables are identical and. hence, the response
variable may be described by arbitrary coeffi-
cients. In the example of spectral data, high cor-
relations are generated by components having sim-
ilar spectra (strong overlapping). Such situations
would lead to unreliable computed concentrations.

3.11.2. Latent Variable Regression

The multicollinearity problem can be circum-
vented by application of principal components re-
gression (PCR), which, roughly speaking, is MLR
applied not to the original set of predicting vari-
ables but to a smaller set of principal components
of these variables. Since PCs are always uncor-
related (see Chap. 3.9), multicollinearities may be
avoided. The deleted components, however, al-
though describing only a smaller amount of vari-
ance in the set of predictors, might account for a
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great part of prediction of the response variable
that will be lost. A procedure for selecting latent
variables as preditors by taking both muiticolline-
arity and predictive ability into consideration is
called latent root regression [18].

For multivariate calibration in analytical chem-
istry, the partial least squares (PLS) method [19],
is very efficient. Here, the relations between a set
of predictors and a set (not just one) of response
variables are modeled. In multicomponent calibra-
tion the known concentrations of / components in
n calibration samples are collected to constitute
the response matrix Y (n rows, / columns). Digiti-
zation of the spectra of calibration samples using p
wavelengths yields the predictor matrix X (n rows,
p columns). The relations between X and Y are
modeled by latent variables for both data sets.
These latent variables (PLS components) are con-
structed to exhaust maximal variance (infor-
mation) within both data sets on the one hand
and to be maximally correlated for the purpose
of good prediction on the other hand. From the
computational viewpoint, solutions are obtained
by a simple iterative procedure. Having estab-
lished the model for calibration samples, compo-
nent concentrations for future mixtures can be
predicted from their spectra. A survey of multi-
component regression is contained in [20].

3.12. Multidimensional Arrays

The increasing complexity of experimental de-
signs and hyphenated methods requires a general-
ization of data tables to higher dimensional arrays.
Frequently, a fixed classical objects/variables set-
ting is observed several times under different con-
ditions, yielding a separate data table for each
condition. Piecing all these together, one arrives
at a cubic or three-dimensional data array, as
sketched in Figure 13. In this data example, a set
of six trace element concentrations was deter-
mined in five different fodder plants for 32 sam-
ples (eight parallel detrminations in each of four
different sampling regions labeled a to d. While
the general entry of a data table may be referred to
as x; (see Chapter 3.8), it must be denoted by x;;
for a three-dimensional array. As before, the in-
dices relate to the corresponding ordered item in
each of the three dimensions. In the array of Fig-
ure 13, for example. x;23 represents the concen-
tration of Cd determined in grass for the first
sample of region a, where the order of indices
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Figure 13. Example of a three-dimensional data array from environmental chemistry (left) and diagram plots for the first two

factors of cach of the three dimensions (to the right)

is: objects (samples), variables (elements), and
“conditions” (fodder plants).

Such arrays raise the question of more gener-
alizations of the table-oriented techniques pre-
sented in Chapters 3.9 to 3.11. The most promi-
nent representatives of factorial methods are the
so-called Tucker3 [21] and PARAFAC (parallel
factor analysis) [22] models. For three-way arrays,
the Tucker3 model is expressed as

P Q R
Kk D DY e i iy s (2.1

p=1 g=1 r=|

where. P, O, R denote relatively small numbers of
components for each of the three dimensions, the
i 8ip My are entries of so-called component
matrices (frequently required to be orthonormal),
and the ¢, refer to elements of a so-called core
matrix. The approximation sign in Equation (12.1)
is to be understood in a least-squares sense. The
component matrices contain the scores or loadings
of the factors for objects, variables, and con-
ditions, and as such are generalizations of the
principal components for data tables indeed, Eq.
(9.2) relates to a special case of Eq.(12.1) when
reducing the dimension of the array from three to
two). In particular, choosing P=Q=R=2, the
component matrices contain the coordinates for
diagrams of objects, variables, and conditions. In
this way, generalizations of plots like Figure 10a
can be obtained for three dimensions. The core
elements indicate how single factors of different
dimensions are linked with each other. Their
squared values (',2,,,,4 provide the amount of vari-
ation in the data explained by jointly interpreting
factors p. g, and r, from objects, variables, and
conditions, respectively. As an illustration, one
may consult the diagram plots for samples, ele-
ments and fodder plants collected in Figure 13.
For a brief interpretation of a first factor, one
recognizes that all elements and fodder plants
are given some signed (positive) scores on the first

axis, which at the same time clearly differentiates
between sampling regions in the order d>c, b>a.
Hence, this first axis can be interpreted as one of
general pollution exposure (not differentiating be-
tween elements and plants) with regions affected
by pollution according to the just-stated order. A
second factor then would differentiate between
plants (e.g.. grass as opposed to rape) or elements
(Pb. Zn as opposed to Cu).

The PARAFAC model is slightly more restric-
tive, hence simpler, than Tucker 3:

P
Xijp = g €in &jp Mip (12.2)
1

This model is particularly important for anal-
ysis of data from hyphenated methods. If, for in-
stance, mixed samples of P chemical components
are chararcterized by spectroscopic-chromato-
graphic measurements, then the signal intensity
Xy may be approximated as in Equation (12.2)
by means of the spectral and chromatographic
profiles g;,, iy, at wavelength j and retention time
k of component p at unit concentration and the
concentration ¢;, of component p in mixture /. A
peculiarity of the PARAFAC model is that its
decomposition according to Equation (12.2) is
unique, in contrast to the accordingly reduced de-
composition of two-dimensional tables: whereas
for data tables the factors can be rotated without
changing the result of approximation, this is not
possible for three-dimensional arrays. As a con-
sequence, it is not necessary, for the decomposi-
tion to be followed by an appropriate rotation to
arrive at chemically meaningful factors (e.g.. spec-
tra with nonnegative intensities or nonnegative
concentration values). The PARAFAC model
based on three-dimensional arrays is in principle
able to find the correct and unique decomposition
of the given data array in a single step. This fact
highlights the importance of the model for qual-
itative (e.g.. identification of spectral and chro-



matographic profiles of unknown pure compo-
nents in the mixtures) and quantitative (e.g., con-
centrations of pure components in the mixture)
analysis at the same time.

The Tucker 3 and the PARAFAC models are

easily generalized to arrrays of arbitrarily high
dimension by using tensorial notation (for a re-
view. see [23])
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4.1. Introduction

The field of mass measurement, commonly
called weighing, is conveniently structured ac-
cording to the degree of numerical precision in-
volved. The classification and nomenclature of
modern laboratory balances follows a decimal pat-
tern based on the step size d of the associated
digital display:

1) Precision balances: d=1. 0.1, 0.01, or 0.001 g
2) (Macro) analytical balances: d=0.1 mg

3) Semimicro balances: d=0.01 mg

4) Microbalances: d=0.001 mg

5) Ultramicrobalances: d=0.0001 mg

Weighing capacities range from 5 g for an ul-
tramicrobalance to >60 kg for the largest precision
balances (Figs. 1 -5). Precision weighing instru-
ments of greater capacity, known as industrial
precision scales and not generally used in the lab-
oratory, are available in a weighing range up to 6 t
and d=0.1 kg.

The words “balance™ and “scale” are often
used interchangeably. “Balance” is derived from
the Latin bilanx, having two pans {1]. “Scale™ and
“scales” are short forms of “a pair of scales” (old
English, meaning dishes or plates). Modern
weighing instruments no longer have two weigh-
ing pans, but the words “balance™ and “scale”™

Weighing 63
4.6. Fitness of a Balance for Its
Application . . ... ... .. ... .. .. 67
4.7. Gravity and Air Buoyancy. . . .. .. 67
4.8. The Distinction Between Mass and
Weight . ... ... ... . ... . ... 68

4.9. Qualitative Factors in Weighing. . . 68

4.10.  Governmental Regulations and
Standardization . ............. 69

4.11. References. . . .. ............. 69

survive. The term “balance” is preferred for the
more precise weighing instruments found in a lab-
oratory, while “scale” is appropriate for all other
weighing equipment.

4.2. The Principle of Magnetic Force
Compensation

Analytical and precision balances are based on
the principle of electromagnetic force compen-
sation, where the weight of a sample is counter-
balanced by a corresponding electromagnetic
force. The measuring sensor or transducer in a
bulance is best described as a linear motor: i.e.,
it is an electromechanical aggregate that generates
a straight-line force and motion on the basis of an
electric current.

The operating principle of a Joudspeaker
(Fig. 6) provides a useful analogy. In a loudspeak-
er, an oscillatory, voice-modulated current is fed
through a coil (c) 1o create a small magnetic field
that interacts with the larger field from a surround-
ing permanent magnet (d) to generate an oscilla-
tory force that in turn moves a diaphragm or voice
cone (a). thus producing sound. In a balance sen-
sor. direct current through a coil (c) similarly
produces a static force of precisely the magnitude
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Figure 1. Microbalance Mettler MXS. 5100 mgx | pg
Automatic self-calibration with built-in reference masses.

Figure 2. Analytical balance Mettler AX201. 220 g x0.01 mg
Automatic self-calibration with built-in reference masses.

Figure 3. Analytical balance Mettler AB204-S.
210 gx0.1 mg
Self-calibration with built-in reference mass.

Figure 4. Precision balance Mettler PR8002, DeltaRange,
8100 gx001 g
Selt-calibration with built-in reference mass.

Figure 5. Precision balance Mettler SR32001, 32100x 0.1 g
Self-calibration with built-in reference mass.

required to counterbalance the weight of a sample
load (b). A position-maintaining feedback circuit
(e) controls this current in such a way as to keep
the overall magnetic force in equilibrium with the
weight. The strength of the required current in this
case provides a measure of the weight; i.e.. the
balance establishes a mass in grams on the basis
of a current measured in milliamperes.

A typical electronic balance incorporates a sys-
tem of links and levers like that shown schemat-
ically in Figure 7. The weighing pan (a) is guided
by two parallel horizontal links and counterbal-
anced by the force coil (g) acting through a lever
(¢). The pivots (b) in this linkage are metallic leaf
springs, called flexures. In the weighing process.
the pan is initially depressed by the sample, after
which it is restored to its null level by the servoac-
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Figure 6. Analogy between a loudspeaker and a laboratory balance, as explained in the text

a) Diaphragm; b) Load: ¢) Coils: d) Magnets: e) Feedback circuit
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Figure 7. Schematic cross-section through an analytical balance

a) Weighing pan. cantilevered from a parallel-motion linkage: b) Flexure pivots of the parallel-motion linkage: ¢) Main lever or
balance beam: d) Coupling between linkage and beam: e) Main pivot or fulcrum: ) Photoelectric position sensor: g) Force coil:
h) Cylindrical permanent magnet; i) Cylindrical soft-iron shell, channeling the magnetic flux

tion of the force motor. This balancing process is
controlled with sub-micron sensitivity by a photo-
electric position sensor (f).

4.3. Automatic and Semiautomatic
Calibration

The electronic signal-processing part of a bal-
ance is comparable to a digital voltmeter, except
that the display is calibrated in units of mass. The
accuracy (correspondence between a displayed
value and the true mass on the balance) of a mod-
ern professional-grade balance is ensured by auto-

matic or semiautomatic self-calibration. In a self-
calibration cycle, a reference mass is either depos-
ited on the balance internally or set on the pan
manually by the operator. after which the balance's
microprocessor updates the value of a calibration
factor stored in a nonvolatile (power-independent)
memory. This calibration function represents a
direct relationship between the weighing object
and the displayed value. in that the weighing proc-
ess is referenced directly to a mass. A more so-
phisticated form of automatic calibration employs
two buiit-in reference masses to assure both cal-
ibration at full capacity and linearity at midrange
of the balance (see Figs. 1 and 2).
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4.4. Processing and Computing
Functions

Thanks to the capabilities of microprocessors,
a number of special computation routines are com-
mon to most balances:

1) Pushbutton tare for subtracting container
weights

2) Automatic zero tracking to keep the display
zeroed when no weight is on the pan

3) Vibration filtering to make displayed values
more immune to disturbances

4) Stability detection to prevent premature read-
ing or transfer of transient or fluctuating results

In addition to these signal processing features,
some balances also provide useful convenience
options such as conversion to nonmetric units,
parts counting, weight statistics, percentage calcu-
lation, and animal weighing.

4.5. Balance Performance

A weighing instrument is commonly tested by
loading it with calibrated mass standards and then
ascertaining whether the displayed weight values
are accurate, meaning that each result corresponds
to the value of the test standard within some prede-
termined tolerance limits. In the most elementary
check of balance accuracy, a single test mass is
placed once on the balance. This is a test that is
often performed for extra assurance in critical ap-
plications.

A complete balance test consists of a system-
atic set of weighings designed to evaluate all as-
pects of balance performance. including repeat-
ability. eccentric loading errors, linearity, and span
calibration. For a balance to be declared in proper
working condition, all test results must fall within
the tolerance limits specified by the manufacturer.
These tolerances normally apply only to new or
newly serviced equipment. In other cases a so-
called in-service tolerance —equal to twice the
original tolerance — is customarily allowed.

Repeatability for successive weighings of the
same load is calculated as standard deviation from
ten weighings of the same mass. where the balance
is reset to zero as necessary before each weighing.
The procedure is usually conducted with a mass of
approximately one-half the weighing capacity of
the balance. This test measures short-term fluctu-

ations and noise of the type present to some degree
in every electronic instrument. Excessive standard
deviation may be a result of adverse environmen-
tal conditions, such as building vibrations or air
drafts. A factor equal to three times the standard
deviation is customarily called the uncertainty of
the balance, meaning that virtually all observed
values (theoretically, 99.7 %) would fall within
this limit on either side of the average.

In the eccentric load test a weight equal to
one-half the capacity of the balance is placed at
the center of the weighing pan and the balance is
reset to zero. The weight is then moved. in turn.
half-way to the left, right, front, and rear of the
pan. Weight readings from the four eccentric po-
sitions, if different from zero, are called eccentric
loading errors. If not specified separately, the tol-
erance limit for such errors is of the same order of
magnitude as that for nonlinearity. Larger errors
indicate that the mechanical geometry of the bal-
ance is out of adjustment, usually as a result of
abusive treatment. A correctly adjusted balance is
practically insensitive to eccentric placement of
the load, but any residual errors will be minimized
if samples and containers are approximately cen-
tered on the balance pan.

Nonlinearity refers to deviations from a math-
ematically straight line in a graph of display read-
ings versus actual weights, where the line is drawn
from the zero point to the full-capacity endpoint.
Linearity errors in a balance are caused by practi-
cal imperfections in the theoretically linear
scheme of electromagnetic force compensation.
Nonlinearity manifests itself as a variation in re-
sults when the same object is weighed together
with differing amounts of tare, and this is, in fact,
how the nonlinearity of a balance is tested. A
weight equal to one-half the capacity is weighed
once without tare, then with a tare of the same
magnitude as the weight itself. The mid-range
linearity error of the balance is equal to one-half
the difference between the two results. This test
detects the most common type of balance nonline-
arity. an error curve of parabolic shape with max-
imum positive or negative error at mid range.
Higher-order components in the error curve can
be detected with four weighings of a test weight
equivalent to one-fourth the capacity, using tares
equal to 0, 25. 50, and 75 % of the balance capac-
ity. The advantage of such a procedure is that it
does not require calibrated weights: the test weight
as well as the tares represent nominal values only.

The calibration error, also known as sensitiv-
ity error or span error, is a small relative factor (a
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mg-dyvg = Wg-d,Vg

Figure 8. Gravity and buoyancy forces acting on a two-pan
balance

v =sample volume. V= volume of the mass standard.

¢ = acceleration due to gravity.

constant percentage of the applied load) by which
all weight readings may be biased. For a balance
with a self-calibration device this error is limited
to the error tolerance of the reference weight,
which is of the order of 0.0001 % (1 ppm) in the
case of an analytical balance. If the balance lacks
self-calibration, calibration errors may develop:

1) With large changes in room temperature

2) When the balance is moved to a different lo-
cation

3) As along-term aging effect in the electromag-
netic force sensor

Calibration errors should be ascertained with a
certified test weight of substantially lower uncer-
tainty than the calibration tolerance of the balance
(insofar as this is possible or necessary in prac-
tice). In the finest analytical balances, the achieva-
ble calibration-error tolerance is dictated by the
accuracy of the available mass standards. Howev-
er, this limitation is not relevant at the level of
0.1 % to 0.01 % accuracy applicable to most lab-
oratory work.

The temperature dependence of the calibration
error (temperature drift) is tested in new balances
at the factory. Test weighings are made in an
environmental test chamber at various temper-
atures (e.g., 10, 20, and 30 °C). A typical tolerance
for the span drift (sensitivity drift) as a function of
temperature for an analytical balance is 1 ppm/ °C,
also expressed as 107%°C. With a test weight of
100 g, this means that a correct reading of
100.0000 g at 20°C could change to 99.9999 g
or 100.0001 g (or anywhere in between) if the
temperature were to change to either 19 or 21 °C.
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4.6. Fitness of a Balance for Its
Application

To select an appropriate balance for a given
application, one needs to answer two basic ques-
tions:

1) How heavy are the samples to be investigated ?
2) How accurately must they be weighed?

For example, if the accuracy objective is 0.1 %,
then a balance should be selected for which the
sample weights would represent at least a thou-
sand times the value of the uncertainty, or three
thousand times the standard deviation. Adherence
to this rule may be encouraged by placing an
appropriate label on the balance, such as “Mini-
mum net sample weight 60 milligrams” for a bal-
ance with a standard deviation of 0.02 mg. To
weigh smaller samples, one would select a balance
with a smaller standard deviation. This require-
ment of 0.1 % accuracy and its interpretation in
terms of the standard deviation are mandated for
pharmaceutical weighing according to the United
States Pharmacopeia |2).

4.7. Gravity and Air Buoyancy

All weighing relies ultimately on the concept
of equilibrium with a symmetrical lever (Fig. 8). A
weight, in the common usage of the term, is rep-
resented by the total value of calibrated weigh-
masses required to put the lever in balance. Ac-
cording to international convention, the reference
masses are to be fabricated from stainless steel
with a density of 8 g/cm3 [3]. The forces in equi-
librium arise primarily from the downward pull of
gravity on the two sides of the balance. but small
buoyant forces from the surrounding air must also
be considered. In Figure 8, the gravity and buoy-
ancy forces are symbolized by arrows. The equa-
tion under the diagram expresses the equilibrium
in mathematical terms. Solving the equilibrium
equation for m leads to the conversion from weight
to mass.

m=W . (1 —da/D)/(1 —dajd) =W -k (n

m sample mass. expressed in the same metric unit as that
applicable to W
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Table 1. Weights at sea level (Ws) and in Denver. Colorado (Wp), for samples with a mass of one gram and various densities d

Sample density d, g/em”®  Weight at sea level Ws, g

Weight in Denver W,,, g

Difference (W - W)/ Ws. %

0.5 0.997749 0.998124 0.0376

1.0 0.998949 0.999124 0.0175

20 0.999549 0.999624 0.0075

4.0 0.999849 0.999874 0.0025

8.0 1.000000 1.000000 0.0000
20.0 1.000090 1.000074 -0.0017

w sample weight, defined in terms of the counterbal- 4.8. The Distinction Between Mass

ancing steel mass .

da density of ambient air, g/cm3 and Welght
D density of the mass slundard‘. normally § g/cm?®
d density of the sample. glem” Weight, in the primary definition of the term,
k weight-to-mass conversion ratio for the sample

According to this expression, there are two
cases in which sample mass equals sample weight
(k=1): at zero air density (vacuumy), or if the sam-
ple density d equals the density D of the mass
standard.

Typical values for air density are approx-
imately 1.2 mg/cm® at sea level and 1.0 mg/cm’
in Denver, Colorado (altitude 1600 m). The air
density may also vary by as much as 6% with
changes in the weather. Given that the ambient
air density is variable, it follows from Equation (1)
that the same mass will produce slightly different
weights at different times and places, as illustrated
in Table I. This variation is too small to be rel-
evant in commercial applications, however, and
the same is true for most laboratory weighings
as well.

The conclusions derived above for a two-pan
balance also apply to modern electronic balances.
Weighing still entails comparison of the test object
or sample with a calibrated steel mass. However,
in the case of a single-pan electronic balance. the
standard is placed on the pan at a particular point
in time in order to calibrate the balance, and the
weighing process occurs on the same pan at a
subsequent time. Thus, weighing on an electronic
balance involves a sequential rather than simulta-
neous comparison, which has one important im-
plication: an electronic balance is the functional
equivalent of a classical two-pan balance only if
the surrounding gravity field and atmosphere are
the same during weighing as when the balance was
calibrated. Therefore, electronic balances must al-
ways be calibrated at the place where they are to
be used, particularly since the force of gravity
varies by more than 0.1 % over a territory as lim-
ited as the continental United States.

means the direct result of a weighing, without any
correction for air buoyancy. Mass, in the context
of weighing, is understood as an absolute, buoy-
ancy-corrected quantity. A problem arises if a
weighing result is reported as a mass, when in fact
no buoyancy correction has been made. The dis-
crepancy amounts to about 0.1 % for a material
with a density of 1 g/cm’. In science there is a
general desire to avoid the term “weight™ in the
sense of a weighing result, because scientific no-
menclature treats weight as a force. properly ex-
pressed in dynes or newtons, whereas the gram is a
unit of mass. To prevent misunderstandings. if
weighing results are reported as “mass” then the
context should make it clear whether or not stated
values have been subjected to an air-buoyancy
correction.

4.9. Qualitative Factors in Weighing

A proper environment and sufficient technical
skill on the part of the operator are critical for
achieving satisfactory weighing results. Precision
balances weighing to 0.1 g perform well in almost
any situation, but with analytical and microbal-
ances a number of factors can be detrimental to
accurate weighing, including air drafts, direct sun-
light and other forms of radiant heat. building
vibrations, and electrostatic and magnetic forces.
A stable indoor climate is generally sufficient, but
balances should be kept away from doors. win-
dows, ovens, and heat and air conditioning outlets,
and they should never be placed under ceiling
outlets. A mid-range level of relative humidity is
best., since this will prevent the buildup of elec-
trostatic charge from excessively dry air as well as



moisture absorption by samples and containers
from air that is too humid. The balance table
should rest on a solid foundation so the balance
will not be aftected if the operator moves or leans
on the table. There should be no elevators or vi-
brating machinery nearby. An operator may find it
necessary to conduct several experiments in a
search for appropriate procedures when weighing
hygroscopic, volatile, or ferromagnetic samples.
Samples and containers should always be accli-
mated to room temperature to prevent air convec-
tion around the sample that might interfere with
weighing.

4.10. Governmental Regulations and
Standardization

Weighing is subject to governmental regula-
tion in situations where errors or fraud might result
in material or health hazards. Weighing in trade
and commerce is commonly supervised by a gov-
ernmental “Weights and Measures” agency
through some system of certification and inspec-
tion of scales and weights [4], [5]. In areas other
than commerce, the nature and scope of govern-
ment contro] over weighing varies depending upon
the field. as in the case of pharmaceuticals [2],
nuclear materials [6}, or military defense contracts
[7]. In the United States. critical weighing appli-
cations are subject to a system of government-su-
pervised self-control. Any organization conduct-
ing weighing processes subject to regulatory con-
trol must have adopted formal mass assurance pro-
cedures as part of an overall quality assurance
system. The government exercises its oversight
function through periodic audits. The main ele-
ments of a typical mass assurance program are
as follows:

1) Balances available to the staff must conform to
the accuracy required for the intended use
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2) Balances must be maintained and calibrated on
a regular cycle, with records kept on file

3) All balance operators must be instructed in
correct weighing technique, and training rec-
ords must be kept on file

4) Formal and documented weighing procedures
must be in place

5) Orderly records must be maintained for all
weighings that fall within the scope of the
regulated activity

The most widely accepted guideline for estab-
lishing a system of mass assurance is found in
International Standard ISO 9001, Section 4.11..
“Inspection, Measuring and Test Equipment” [8].
Under ISO 9001, the quality system of an organ-
ization is to be audited and certified by indepen-
dent quality assessors, analogous to the audits per-
formed by the government on regulated organiza-
tions.
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5.1. Introduction and Terminology

The determination of the concentrations of one
or more components of a chemical material is a
multistage process. Research in analytical chem-
istry understandably gives emphasis to methods of
pretreating materials prior to analysis (e.g., dis-
solution, concentration, removal of interferences);
to the production of standard materials and meth-
ods, such as those used to check for bias in meas-
urement; to the development of analytical tech-
niques demonstrating ever-improving selectivity,
sensitivity, speed. cost per sample, etc.; and to new
methods of optimization and data handling which
enhance the information generated by these tech-
niques. Many of these improvements are in vain.
however, if the very first stage of the analytical
process is not planned and managed properly: this
is the sumpling stage, which should ensure that
specimens subjected to analysis are fully repre-
sentative of the materials of interest. Repeated
investigations show that much of the variation
encountered when (for example) similar analyses
are performed by different laboratories. arises at
the sampling stage. This article outlines the gen-
eral and statistical aspects of the sampling process.
Detailed coverage of the chemical aspects of sam-
pling in particular applications is to be found in
reviews and monographs [1], [2].

The word sample is used in two rather differ-
ent, but related senses in analytical science. In
each case, the general implication is clear—a
sample is a small and hopefully representative
portion of a larger object. But some differences
are also clear. Statisticians use the term to mean a
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small number of measurements which are assumed
representative of a theoretically infinite popula-
tion of measurements. Chemists and others use
the term to mean a small number of specimens,
taken in cases where the materials of interest are
too large or too numerous to be examined in their
entirety. Thus. a water analyst might take ten spec-
imens of water from a particular stretch of river,
knowing or assuming that they form a represent-
ative sample of the whole of that part of the river
at a particular time. Laboratory staff might then
make five replicate pH measurements on each
specimen: in each case, these five pH values are
a sample representing a potentially infinite number
of pH values—the population. (It is conventional
to use Greek letters for population statistics, and
the Roman alphabet for sample statistics.) In this
example, the chemical and statistical uses of the
word sample are to some degree distinct. In a
different application area, an analyst might re-
move every hundredth capsule from a pharmaceu-
tical production line, and analzye each capsule
once to determine the level of the active compo-
nent. The concentrations obtained would form a
sample (in both chemical and statistical senses of
the word) representing the behavior of the produc-
tion line. The latter example also reminds us that
sampling theory is closely related to rime series
statistics, and to quality control methods.

Once the overall objectives of an analytical
process have been set, the sampling steps must
be carefully planned: how many specimens (or
sample increments; see Chap.5.2) should be
taken? How shouid they be selected? How big
should they be (in cases of bulk samples)? One
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difficulty is that in some analyses the nature of the
sample and the precision of the sampling and
measurement steps may not initially be known.
In such cases, simple preliminary sampling plans
may be used to provide such information, and the
resulting data can be used iteratively to improve
the sampling procedures for long-term use. Good
sampling plans should be available in written form
as protocols which describe experimental pro-
cedures in detail, set criteria on the circumstances
in which a sample can be rejected. and list the
additional information that should be gathered
when a sample is taken (temperature, weather,
etc.). In principle, such protocols allow samples
to be taken by untrained staff, but it is desirable (if
not always practicable) for a sample to be taken by
the analytical scientist who is to perform the sub-
sequent measurements.

5.2. Probability Sampling

Most sampling procedures combine a suitable
method of selecting sample items or increments
(individual portions) with a knowledge of prob-
ability theory. From the analytical data conclu-
sions are drawn on, for example. the risks involved
in accepting a particular product. Such methods
are known collectively as probability sampling
methods. The first step in such a procedure is
the selection of the sample items or increments:
it is critically important that these are not biased in
any conscious or unconscious way, otherwise they
will not be representative of the corresponding
population. Usually. each part or element of the
population must have an equal chance of selection.
(This is not absolutely necessary. but if the prob-
abilities of selecting different parts of the popula-
tion are not equal, those probabilities should be
known.) The best method of ensuring such equal
probabilities is to use random sampling. This
method (definitely not the same as haphazard sam-
pling!) involves using a table of random numbers
to indicate the items or increments to be selected.
The approach can be applied to bulk samples as
well as itemized/numbered materials. For exam-
ple. a truckload of coal could be regarded as being
divided into numbered cells by dividing the truck's
internal dimensions both horizontally and verti-
cally: the cells to be sampled are then obtained
from the random number table. Sampling nor-
mally proceeds without replacement, i.e., an item

or cell once sampled is not available for further
sampling.

An important component of the sampling
process—and an example of how it can be devel-
oped and improved with time-—is to analyze for
any systematic relationships within these random
samples. For example, samples taken late in the
working day may give results that differ signifi-
cantly from those taken early in the morning. Such
a trend, which if unnoticed might bias the results,
can be taken into account once identified. Alter-
native sampling approaches are less satisfactory
than a properly controlled random sample. Sim-
plicity suggests that it might be easier, for exam-
ple. to sample every hundredth item from a pro-
duction line: but if the manufacturing process has
an undesirable periodicity such a regular sampling
plan might conceal the problem.

In some applications it is possible to use a
composite sample. produced by taking several sep-
arate increments from a bulk material, and blend-
ing them. This process requires care (especially
when solids of different particle size, etc., are
involved) to produce a single sample that is an-
alyzed several times. This procedure assumes that
it is only the average composition of the bulk
material which is of interest. When replicate meas-
urements are made on this composite sample the
sampling variance is greater (i.e., worse) than
would have been the case without blending, but
there is a benefit in that fewer measurements are
necessary — considerations of time and cost often
arise in the development of sampling plans.

Some materials to be sampled (e.g., ores or
minerals) are often heterogeneous, i.e.. the com-
ponents of interest are distributed through the bulk
in a nonrandom way. In such cases it is clearly
inappropriate to use simple random sampling. and
a more complex approach is necessary. This in-
volves dividing the bulk material into a sensible
number of segments or strata. and then (using
random numbers, as before) taking samples from
each stratum. It is usual to use strata of equal size.
in which case the sample size for each stratum is
also the same, but if the strata are by nature un-
equal in size, the number of samples taken should
be proportional to these sizes. Such stratified ran-
dom sampling clearly involves a compromise be-
tween the number of strata chosen and the labor
involved in the analyses. If too few strata are
chosen, it is possible to take acceptable numbers
of samples from each, but some inhomogeneities
in the bulk material may remain concealed: if too
many strata are chosen. the number of measure-



ments necessary is large, if the sampling variance
is not to be too high. This is another instance
where prior knowledge and/or iteratively gained
experience helps to formulate a sensible sampling
plan.

A useful qualitative guide to the principles
underlying probability sampling is provided by
an ASTM standard [3].

In many cases sampling schemes are regulated
by statutes, such as those published by individual
governments. the European Community. the Co-
dex Alimentarius Commission, and so on. Such
schemes are particularly common in the analysis
of foodstuffs. and may specify the mass and
number of the sample increments to be taken as
well as the statutory limits for the analyte(s) under
study.

5.3. Basic Sampling Statistics

The overall random error of an analytical proc-
ess, expressed as the variance s°, can be regarded
as the sum of two other variances, that due to
sampling s7, and that due to the remaining meas-
urement components of the process s3. These vari-
ances are estimates of the corresponding popula-
tion variances ¢~ and its components o7 and o},
The overall standard deviation s is calculated as
usual from single measurements on each of & sam-
ple increments. and the confidence limits of the
true mean value of the population u are obtained
from:

wo=xrs/Vh (m

where £ is the mean of the # measurements, and
the t-value is at the appropriate confidence level.
This first calculation of the mean and standard
deviation allows a sampling plan to be initiated;
further measurements then give refined values.
From Equation (1), the variance of t is s/,
used as an estimate of ¢°/4. To reduce, i.e.. im-
prove this variance. it is necessary to take n meas-
urements of each of the /i increments. This allows
the separation of the sampling and measurement
variances by one-way analysis of variance. The
replication of the measurements is expected to
reduce the measurement variance o3, and the over-
all variance of the mean becomes o@/nh+ai/h.
This relationship provides general guidance on
the best practical way of reducing the overall vari-
ance. The measurement variance can be mini-
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mized by using a high-precision analytical method
or by using higher values of », but in practice the
sampling variance is often much larger than the
measurement variance, so the choice of # is much
more important (see below). If a composite sample
is used, i.e., & sample increments blended to form
one sample which is then measured » times (see
above), the variance of the mean of such replicates
is 6&/n + o3/h. This variance is higher (worse) than
when / increments are measured # times each, but
the number of measurements is reduced (n as op-
posed to nh).

When sampling a bulk material, it is clearly
important to come to decisions about: (1) how
many increments should be taken: and (2) how
large they should be. The minimum number of
increments /1 necessary to obtain a given level of
confidence is:

ho=1s/E (2)

where E is the largest permissible difference be-
tween the sample estimate © and the corresponding
population value u for the determinand (the equa-
tion assumes that each increment is measured once
only). The f-statistic is used at the desired con-
fidence level, e.g.. 95 % or 99.7 %. Since the value
of t depends on /1, it is necessary to make an initial
estimate of A, using the si=o0 value of 1 (e.g,
1=1.96 for 95 % confidence), thus obtaining from
Equation (2) a preliminary value of /: a new value
of 1 can then be taken, and a reliable final value of
h approached iteratively. The ASTM standard [4]
recommends the use of 99.7 % confidence levels.
It should be noted that Equation (2) is only appli-
cable if the determinand is distributed according to
the Gaussian, or “normal”, distribution: different
distributions require separate expressions for A.

When a bulk material is examined, the size of
each increment is also of importance. Clearly, if
each increment is too large. it may conceal the
extent of variation within the bulk material: if it
is too small. many increments are necessary to
reveal the extent of the sampling variance.
INGAMELLS [5] utilized the fact that sf decreased
as the increment size increased to develop the
equation:

WR = Kj (3

where W is the increment weight, R is the relative
standard deviation of the sample composition, and
Ks 1s a constant. The definition of K5 depends on
the user (e.g.. it might be the weight necessary to
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Figure 1. A typical OC curve
The broken line shows the result for an idealized sampling
plan

limit the uncertainty in the composition of the
material to 2 % with 95 % confidence); it is esti-
mated by carrying out preliminary experiments to
determine how s; and hence R vary with W. Once
Ks is known, the minimum weight W required to
produce a particular value of R is readily calculat-
ed.

Equations analogous to (2) and (3) can be de-
rived for the more complex situations that arise in
stratified random sampling [1]. [6]. A computer
program has been developed [7] to assist in the
solution of sampling problems: it is especially
directed at geochemical and other areas where
the sizes and shapes of particulate solids may af-
fect k™.

5.4. Acceptance Sampling

This chapter deals with the problems associ-
ated with the acceptance or rejection of a product
by a purchaser, on the basis of an examination of a
sample taken from the whole /ot of the product.
The general aim of the methods summarized here
is to protect both the manufacturer (e.g., of a

pharmaceutical product which must contain a
specified amount or range of the active ingredi-
ent), and also the consumer. The manufacturer is
protected if good or valid lots of the product are
(wrongly) rejected only infrequently: and the con-
sumer is protected it bad or invalid lots are
(wrongly) accepted only infrequently. Since the
contents of the components of each lot will show
variation (generally assumed to be Gaussian), the
term “infrequently” has to be defined numerically
(e.g.. as 5% of all occasions), and it is also nec-
essary to give quantitative definition to “good/val-
id” and “bad/invalid”. In some cases, lots are
tested by means of a qualitative criterion (sam-
pling by attributes). but more usually a quantita-
tive measure is used (sampling by variables —this
approach requires smaller samples than sampling
by attributes to achieve a given degree of discrim-
ination), and good and bad are thus defined nu-
merically. Once these definitions are known, it is
possible to develop a sampling plan, and describe
it by an operating characteristic (OC) curve,
sometimes known as a power curve, because of
its relationship to the concept of the power of a
statistical significance test.

An OC curve for sampling by attributes plots
the probability of acceptance of a lot (y-axis)
against the lot fraction defective (x-axis), i.e., the
proportion of items in a lot which fail to meet the
predetermined “'good” criterion. A typical curve is
shown in Figure 1. The success of a sampling plan
in discriminating between good and bad lots de-
pends on the shape of its curve. An ideal plan
would give the shape shown in the figure as a
broken line: the probability of acceptance would
be 1.00 until the lot fraction defective reached a
predetermined value, and would then fall abruptly
to zero. In practice a curve is always obtained, so
two points on it are particularly important. The
first 1s called the acceptance quality level (AQL):
this is the percentage of defective items that is
(just) tolerable with a predetermined frequency,
e.g., 5%. A lot with this proportion of defectives
will be rejected with a probability «. This is known
as the producer’s risk. 1t is often set at 5 %, but this
is not universal: in some cases, plans are devel-
oped so that =10 % for small lots, but only 1%
for large lots. A second point of importance is the
rejectable quality level (RQL), also known as the
lot tolerance percent defective (LTPD), or the
limiting quality level (LQL). It f3 is the probability
of acceptance at the RQL, this is clearly the con-
sumer's risk. i.e., the risk that the consumer will
accept the lot, even though it has a more substan-



tial portion of defective items. Quite commonly,
B=10%.

To define a sampling plan when the sampling
is by attributes, three numbers must be fixed.
These are the sample size h. the acceptance
number, and the rejection number. The acceptance
number, sometimes given the symbol ¢, is the
number which must not be exceeded by the
number of defective items in the sample if the
lot is to be accepted. The rejection number is the
number at or above which the number of defec-
tives in the sample leads to rejection of the lot. It
might seem that, by definition. the rejection
number is ¢+ 1, but this is not so, if the sampling
plan is a multiple one, ie., a plan in which a
second or subsequent sample might be taken. de-
pending on the results obtained for the first sam-
ple. In such cases. if the number of defectives in
the first sample did not exceed c, the lot would be
accepted; if the number of defectives exceeded the
rejection number, the lot would be rejected: and if
the number of defectives fell between these two
extremes, one or more further samples might be
taken. It is easy to see that multiple sampling plans
might be highly discriminating, but the price paid
is the much larger number of measurements need-
ed, and such plans are not very widely used.

In the case of sampling by variables, the crite-
ria needed to define the OC curve are inevitably
different, and can best be illustrated by a simple
example. Suppose that a manufactured fluorescent
dye is of use to a laboratory analyst only if it
contains at least 99 % of the active fluorophore.
Any lot containing >99 % is acceptable, but the
analyst is reluctant to buy the dye if the fluor-
ophore content falls below 96 %. It is necessary
to quantify these requirements: let us say that the
manufacturer requires that a dye lot containing
99 % fluorophore must have a 95 % probability
of acceptance, and the analyst requires that the
probability of accepting a lot containing only
96 % fluorophore is only 1 %. It is also postulated
that the sample size is s, and that the standard
deviation ¢ for the fluorophore analysis. which
reflects both sample inhomogeneities and meas-
urement variation, is known exactly. (This is the
case because of long experience of the production
and testing of the dye.) It is necessary to estimate /
and it is also stipulated that a dye lot will be
accepted whenever the average fluorophore con-
tent over these /1 measurements equals or exceeds
a value £, which is also to be estimated.

Suppose first that the true fluorophore content
of a lot is 99 %. The sample average ¥ is then
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normally distributed. with mean 99 and standard
deviation ¢/h. The probability of acceptance of the
lot is the probability that > k: this is equal to the
probability that the standard normal deviate:

1= (7 99)/(0/\@) > (k - 99)/(0/@)

This probability has been defined as 0.95, so from
the standard statistical tables for z, the result is:

k- 99)/(0/@) = 164

In the alternative situation, suppose that the
true fluorophore content of the dye lot is only
96 %. By exactly analogous arguments:

(k - 90)/(o/ Vi) = + 233

the latter number again being obtained from the
tables for z at a probability of 0.99. Combining
these results:

(k= 99)/(k — 96) = — (1.64/2.33) = — 0.704

from which k=97.76. If it is assumed that 0 =2.0,
h can be obtained from either of the two above
relationships. Thus:

(97.76 — 99)/(2.00/Vk) = - 164

from which % is 7, almost exactly. The sampling
plan thus consists of taking seven measurements,
and rejecting a lot whenever the average fluor-
ophore content does not reach 97.76 %. A note-
worthy feature of these calculations is that ¢ does
not have to be known for 4 to be determined, so. as
in other forms of sampling, a reasonable plan can
be obtained, even when o is initially unknown. It
is possible to make a conservative estimate of .
use it along with k to estimate /1, and refine the
estimate with increasing experience of the vari-
ance.

Sampling plans of this kind generate OC
curves of the same form as those described above,
although in cases of sampling by variables the
x-axis is normally plotted as the mean determinant
concentration (the fluorophore level in the exam-
ple above). Other aspects of OC curves, of multi-
ple sampling plans, and of sequential sampling
plans. in which samples are taken one at a time,
are dealt with in more advanced texts [8]-[10].
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5.5. Conclusions

This brief survey of sampling and its applica-
tion in various circumstances should indicate that
the subject is of critical importance to the perform-
ance of the overall analytical process, whether the
latter is laboratory based or process based. It is
also a very good example of the principle that
methods based on statistics and probability can,
and should, be applied in the planning stage of
an analysis—to use such methods only when data
have been obtained is almost invariably too late!
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6.1. Introduction

Modern analysis begins with a definition and
outline of the problem and ends only after a de-
tailed critical evaluation of the relevant analytical
data is complete, permitting the presentation of a
“result” (— Analytical Chemistry, Purpose and
Procedures). The analyst must therefore retain
the ability to monitor a sample conscientiously
and knowledgably throughout the analytical proc-
ess. Only the analyst is in a position to assess the
quality of a set of results and the validity of sub-
sequent conclusions, although defining the prob-
lem and presenting the conclusions is almost al-
ways a cooperative multidisciplinary effort.

Analysis, and particularly trace analysis, thus
entails more than the mere qualitative or quantita-
tive detection of a particular element or chemical
compound. For example, it presupposes knowl-
edge on the part of the analyst with respect to
the origin and structure of the sample matrix.
The analyst must also possess a specialist's insight
into analogous problems from other disciplines in
order to assure the plausibility of the questions
raised and critically evaluate and interpret the re-
sults, at least in a provisional way.

From these preliminary observations it will
already have become clear that trace analysis,
the focus of much concern in sample preparation,
cannot be regarded as an end in itself. Rather, it is
a very relevant and applications-oriented branch of
analytical chemistry generally, one that, from a
historical perspective, developed from within but
became independent of chemical analysis as a
whole, which was long regarded simply as a ser-
vant to the traditional subspecialities of chemistry
and other disciplines (— Analytical Chemistry,
Purpose and Procedures). Nevertheless, the same
tools, equipment. and methodological principles
remain common to both general chemical analysis
and modern trace analysis.

6.1.1. A Strategy Appropriate to Trace
Analysis

Trace analytical efforts directed toward the
determination of particular elements or com-
pounds require the analyst steadfastly to pursue
a single six-step strategy consisting of

1) Rigorous definition of the problem
2) Problem-oriented selection of a sample
3) Appropriate sample preparation

4) Quantitative determination of the analyte(s)

5) Plausibility tests with respect to the results,
together with further evaluation

6) Professional interpretation and presentation of
the findings

This strategy must be regarded as an indissoluble
whole, with all the constituent parts remaining
insofar as possible and practicable in the hands
of a responsible trace analyst. Accordingly, it is
absolutely essential that the analyst begins with a
clear understanding of the problem —if necessary
even formulating it. Only after the problem has
been defined is it possible to establish the most
appropriate approach to sampling and sample
preparation. Sampling and sample preparation
are followed by the determination itself in the
strictest sense of the term, the outcome of
which—an analytical result—must be checked
for accuracy and plausibility before the findings
can be presented. In many cases, the findings will
require interpretation developed with the help of
specialists from other disciplines, who in turn must
familiarize themselves with the analyst's pro-
cedures.

Sample preparation plays a central role in the
process, but it too often leads a “wall-flower”
existence. with primary attention being directed
to the determination step. This sense of priorities
is reflected all too conspicuously in the equipment
and investment planning of many analytical lab-
oratories. However, a welcome trend in recent
years points toward fuller recognition of the true
importance of sample preparation in the quest for
high-quality  analytical results and valid
conclusions [1], {2].

6.1.2. Avoidance of Systematic Errors

Trace analysis can satisfy the stringent require-
ments outlined above only by recognizing and
minimizing possible sources of error. Unfor-
tunately. the trace analyst almost always suffers
from a lack of knowledge of the correct (or “true”)
analytical value. Nevertheless, it is precisely this
fact that is the source of the analyst's peculiar
responsibility with respect to the results in ques-
tion. A purely theoretical examination of the di-
lemma provides little guidance for routine work,
since it leads simply to a recognition that the
“true” value represents an unachievable ideal.

At this point only a general consideration is
feasible regarding possible sources of systematic
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errors that might influence the correctness of an
analysis. Every sample preparation technique is
associated with its own particular advantages as
well as specific sources of error. In practice, the
complete exclusion of systematic errors is possible
only in rare cases, because optimization at one
stage tends to cause problems elsewhere.

Generally speaking, any contact with vessel
materials. reagents, or the ambient atmosphere.
as well as any change in chemical or physical
state, might result in systematic errors. It is there-
fore crucial that sample preparation be custom-tai-
lored to the problem at hand with particular regard
for the nature of the determination step.

Systematic errors arising from contact between
a sample and various materials and chemicals are
discussed in the context of the analyte (Sec-
tions 6.2.1 and 6.3.1), because different analytes
require different types of treatment.

6.1.2.1. Trace Losses and Contamination

Trace losses are particularly common in the
case of highly volatile analytes and as a con-
sequence of adsorption effects, whereas trace con-
tamination with otherwise prevalent elements and
compounds may arise from laboratory air, vessels,
chemicals. and various desorption effects.

The loss of trace analytes can be minimized by
conducting all operations in a system that is almost
completely sealed hermetically from the ambient
atmosphere, and by using vessel materials charac-
terized by a small effective surface area [3]. Sur-
faces should be free of fissures and preconditioned
as necessary to minimize physical adsorption of
the analyte (e.g., through ion exchange or hydro-
phobic interactions). It is also important to con-
sider the possibility of diffusion into or through
the vessel walls.

Addition of a radioactive tracer may make it
possible to monitor losses that occur during the
course of an analysis [4] (— Radionuclides in
Analytical Chemistry). Isotope dilution analysis
is also useful for establishing the correctness of
a result [5]. [6].

Attention must be directed toward contamina-
tion in the early stages of laboratory planning and
design to ensure that areas and rooms of equiv-
alent sensitivity are situated adjacent to each other
and shielded from less sensitive areas by appro-
priate structural and ventilation provisions. Anal-
yses involving concentrations below the mg/kg or
mg/L range. and especially in the ng or pg range,
should of course be conducted in a clean-room

environment. Precise requirements with respect
to ventilation vary from case to case.

6.1.2.2. Uncertainty

The uncertainty on the result arises from both
random and systematic effects but in trace analysis
systematic effects largely determine the uncer-
tainty of an analytical result. The search for and
correction of systematic errors is therefore an im-
portant responsibility of every trace analyst. Even
after correction for systematic errors the uncertain-
ties on there corrections need to be evaluated and
included in the overall uncertainty. Failure to cor-
rect for systematic errors leads to the considerable
scattering frequently observed with collaborative
analyses, and ultimately to inaccurate results. The
uncertainty on the result increases disproportion-
ately with decreasing amounts of analyte in the
sample.

In trace analysis it is not sufficient simply to
report a level of reproducibility for the actual de-
termination of an analyte. Evaluating the quality
of an analysis requires a knowledge of the repro-
ducibility and the uncertainty arising from system-
atic effects (— Chemometrics). Errors in sampling
and/or sample preparation may be orders of mag-
nitude greater than the standard deviation ob-
served in several repetitions of a determination.

Whenever possible, reference materials should
be included in the experimental plan as a way of
checking for bias [7]. However, it is also important
that the chemical state and environment of the
analyte be as nearly identical as possible in both
reference material and sample. The method of
standard addition (where the spike should again
be in the same chemical state as the native analyte)
is particularly useful in a search for systematic
errors. as is a comparison involving different an-
alytical methods.

Internal and external quality control measures
are a “must” in all trace analytical procedures, and
an analytical result can only be accepted it all
necessary actions in this respect have been care-
fully considered and the uncertainty on the result
evaluated (Chapter 6.1). Quality control may
therefore not only be a part of the determination
step itself, but must also include the full analytical
procedure including sample preparation. Internal
quality control means the intra-laboratory pro-
cedure for quality control purposes including the
control of uncertainty, whereas external quality
control means the inter-laboratory comparison of
the results of analyses performed on the same
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specimen by several independent laboratories (ac-
cording to the definition of [8]).

6.2. Sample Preparation and
Digestion in Inorganic Analysis

The object of sample preparation in inorganic
analysis is to meet the requirements for a substan-
tially trouble-free determination of the analyte.
The most important of these with respect to trace
analysis in any matrix include:

1) Conversion of the sample into a form consis-
tent with the determination (dissolution)

2) Destruction of the matrix (digestion)

3) Isolation of the analyte from interfering sub-
stances that may be present (separation)

4) Enrichment of the sample with respect to trace
analytes (concentration)

The dissolution step is designed to compensate for
inhomogeneities in the sample. Dissolution and
digestion also simplify the subsequent calibration
step, ensuring that both the sample and the cal-
ibration solutions are in essentially the same
chemical and physical state. The extent to which
matrix constituents interfere in the determination
process is significantly reduced by digestion, lead-
ing to a lower limit of detection for the determina-
tion. Digestion also facilitates concentration and
separation steps.

6.2.1. Sample Treatment after the
Sampling Process

6.2.1.1. Stabilization, Drying, and Storage

In trace analysis, sampling must always be
followed by an appropriate stabilization step, with
due regard for the nature of the matrix and the
analyte.

Aqueous samples such as drinking water, sur-
face water, and waste water but also beverages and
urine samples, should always be acidified with
mineral acids for stabilization purposes immedi-
ately after collection. This is especially true for the
prevention of desorption processes during sam-
pling and storage of samples in the course of trace
metal analysis. Acidification reduces the tendency
for ions to be adsorbed onto active sites at the
surface of the containment vessel, and it also in-
hibits bacterial growth [9]). Glacial acetic acid and

65 % nitric acid have been shown to be suitable for
this purpose. Approximately 1 mL of acid should
be added per 100 mL of sample. Acidified urine in
appropriate containers can be safely kept in a
deep-frozen state for several months [10], [I1].
Stored urine samples often deposit a sediment that
may include considerable amounts of analyte (e.g..
arsenic, antimony, copper, chromium, mercury,
selenium, zinc) [10].

Loss of water from aqueous matrices (e.g.,
tissue. fruit, vegetables, and soil samples) may
occur during storage. For this reason analytical
results should always be reported in terms of dry
mass to avoid false interpretations. Drying is best
conducted immediately after sampling. Water re-
moval can be accomplished by oven drying at
elevated temperature, use of desiccating materials,
or freeze drying (lyophilization). Freeze drying
has been shown to be the most satisfactory pro-
cedure since it minimizes the loss of highly vol-
atile elements and compounds. Drying at a tem-
perature as low as 120 °C can result in the loss of
up to 10 % of most elements, and losses for mer-
cury, lead, and selenium may be considerably
higher (e.g.. 20-65%) with certain matrices
112}, [13].

Blood samples must be rendered incoagulable
by the addition of an anticoagulant immediately
after sampling. Suitable substances for this pur-
pose include salts of ethylenediaminetetraacetic
acid (EDTA), citric acid, oxalic acid, and heparin.
A particular anticoagulant should be selected with
reference to the analyte in question as well as the
proposed analytical procedure. Particular attention
should be directed to ensuring that the anticoagu-
lant 1s not itself contaminated with the analyte. For
recommendations concerning appropriate levels of
anticoagulants see, for example, {14]. Blood sam-
pling kits that already contain the aforementioned
anticoagulants are now available commercially.
Blood samples in suitable containers can be either
refrigerated or deep-trozen prior to analysis. Such
samples can normally be kept for several months
at — 18 °C without measurable change in the con-
centration of an analyte. One exception is mercu-
ry; in this case reduction to clemental mercury
leads to significant volatilization losses within as
little as a few days [15]. If storage over several
years is envisaged, the sample should either be
dried at — 18 °C or quick-frozen in liquid nitrogen
at — 196 °C and then stored at or below —70°C.

Determination of an analyte in serum or
plasma requires that the analyte be isolated sub-

- sequent to sampling. This is no longer possible
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after deep-freezing because of the hemolytic na-
ture of blood samples. In the case of elements at
very low concentration it is preferable that an
investigation be conducted on serum rather than
plasma. This reduces the risk of contamination,
because unlike blood plasma, serum is recovered
without addition of an anticoagulant.

6.2.1.2. Homogenization and Aliquoting

In solid samples, elements are normally dis-
tributed in an inhomogeneous way. Trace-element
determinations are usually restricted to relatively
small samples, which requires that a fairly large
sample be comminuted and homogenized prior to
removal of an aliquot for analysis.

Comminution of the sample presents signifi-
cant opportunity for contamination. Contamina-
tion of the sample from abrasion of the comminu-
tion equipment is fundamentally unavoidable, so
efforts must be made to select the best possible
equipment for each particular analytical task.
Equipment is preferred in which the sample comes
into contact only with surfaces fabricated from
such high-purity plastics as polytetrafluoroethyl-
ene (PTFE), since this permits the sample to be
used without restriction for the determination of a
large number of elements. Friability can be in-
creased by deep-freezing or drying the sample
prior to comminution.

6.2.1.3. Requirements with Respect to
Materials and Chemicals

Whenever samples, standard solutions, or rea-
gents come into contact with containers, appara-
tus, or other materials, two opposing physico-
chemical processes occur at the interface: adsorp-
tion and desorption of ions and molecules.

Ion adsorption at active sites on a contact sur-
face may lead to losses on the order of several
nanograms per square centimeter. The importance
of this factor therefore increases as the concentra-
tion of the analyte decreases. Adsorptive losses are
a function of the nature and valence state of the
analyte. the nature and concentration of accompa-
nying ions in the solution, pH. temperature, and
the duration of contact. Factors related to the con-
tainment vessel include the material from which it
is constructed. its surface area, and the nature of
any pretreatment.

Adsorption can be minimized through the use
of quartz, PTFE, polypropylene (PP), perfluoroal-

koxy resin (PFA), or glassy carbon vessels. There
is no single ideal material, but quartz is preferred
in the case of biological samples provided the use
of hydrofluoric acid can be avoided. The surface
area of the container and the contact time should
be minimized, whereas the analyte concentration
should be as high as possible. Cations are adsorbed
less strongly from acidic solutions than from so-
lutions that are neutral or basic because such ions
are displaced from active sites on the container
surface by the much more abundant protons . Ad-
sorptive losses are also lower from solutions with
high salt concentrations (e.g.. urine) relative to
those with low salt concentrations, such as stand-
ard solutions. Adsorption can be further reduced
by adding a suitable complexing agent so long as
this has no adverse affect on the subsequent anal-
ysis. For example. mercury can be stabilized as
Hgl%", and silver as Ag(CN)x.

Containers, pipettes, and other laboratory im-
plements contain traces of various elements both
in their structure and adsorbed on the surface, and
these are subject to desorption on contact with a
sample, calibration solutions, or reagents, thereby
contributing to a nonreproducible increase in
blank results. Table | summarizes the inorganic
impurities likely to be encountered with various
vessel materials.

Careful and thorough cleaning of all vessels is
extremely important in trace analysis both for
inorganic and organic analytes. Materials must
be specially selected with a specific view to the
requirements of each task during sample handling
and storage. with explicit attention being paid to
trace purity. Thorough pretreatment (rinsing. boil-
ing, steaming) with pure nitric, sulfuric, or hydro-
chloric acid in the case of metal analysis is
strongly recommended [18]-[21]. Figure 1 illus-
trates a steaming apparatus useful for cleaning
analytical vessels which are to be prepared for
use in inorganic analyses, namely metals but also
other inorganic analytes [22]. For organic analyses
repeated cleaning of vessel surfaces with suitable
solvents is cssential.

Reagents for trace analytical applications must
also satisfy stringent purity requirements, often
exceeding those of commercially available rea-
gents. Acids such as hydrochloric, nitric, sulfuric,
hydrofluoric, and perchloric can be prepared rel-
atively easily in the laboratory to a high standard
of purity by distillation below the boiling point
(‘subboiling process™). An apparatus for this pur-
pose is illustrated in Figure 2. Table 2 compares
the elemental contents of commercially available
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Table 1. Typical inorganic impurities in selected vessel materials [16], [17]

Element Content. mg/kg

Quartz GC* PTFE" PE" BS¢
\ 4 <2
Cr 05-5 10-30 15-300 <3
Mn 0.01 0.1 60 10 <6
Fe 0.2-08 1-15 10-35 600-2100 200
Co < 0.001 < 0.01 03-1.7 0.1-5 < 0.1
Ni 0.5 <2
Cu < 0.01-0.07 0.2 20 4-15 1
Zn < 0.01 <03 8-10 25-90 2-4
As 0.0001-0.08 0.06 0.5-22
Cd < 0.01 1
Sn 25-50 <4
Sb < 0.001 < 0.01 0.4 02-5 7-9
Hg 0.001 0.001
Pb 0.4
“ Glassy carbon.
» Polytetrafluoroethylene.
 Polyethylene.

Borosilicate glass.
Table 2. Elemental content of selected acids with varying degrees of purity [16]
Acid Elemental content, pg/L
Cd Pb Cu Fe Zn

10N HCI. analytically pure 0.1 0.5 1.0 100 8.0
10N HCI. extra pure 0.03 0.13 0.2 11.0 0.3
2N HCL. subboiled 0.01 < 0.05 0.07 0.6 0.2
15 N HNOx, analytically pure 0.1 0.5 2.0 25.0 3.0
15N, HNOs. extra pure 0.06 0.7 3.0 14.0 5.0
15 N. HNO;. subboiled 0.001 < 0.02 0.25 0.2 0.04

acids with those of acids prepared by the subboil-
ing process.

All chemicals and reagents should be checked
regularly for purity, and replaced as necessary. It
is also important to remember the ever-present
danger of contamination during reagent use as a
result of interactions with container materials and
the entrainment of impurities. For this reason rea-
gents and standard solutions should always be
prepared immediately before their use. As a gen-
eral rule, the addition of reagents should be kept
strictly to a minimum.

Possible contamination due to atmospheric
dust and particle emission attributable to lab-
oratory staff activities (smoking. use of cosmetics.
etc.) can be avoided in trace analytical determina-
tions at the pg/kg. pg/L, and peg/m’ ranges by
working under clean-room conditions. A laminar-
flow “clean bench™ ensures that particles with a
diameter >0.1 um will be removed with an effi-
ciency of 99.9% through high-efficiency, sub-

micron-particulate air filtration. As indicated in
Table 3, this can result in purification factors on
the order of 100 with respect to such elements as
manganese and vanadium [23].

6.2.2. Sample-Preparation Techniques;
General Considerations

Sample-preparation techniques are classified,
somewhat arbitrarily, according to external con-
ditions. Categories include wet digestion, dry ash-
ing, pressure digestion, microwave digestion, and
cold-plasma ashing. However, these conventional
designations are often imprecise or even mislead-
ing with respect to the actual mechanism of the
process. Several very different names are some-
times applied to a single technique, which presents
a considerable obstacle for anyone (particularly a
nonspecialist) interested in acquiring a quick over-
view of systems applicable to a specific task. For
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Figure 1. Steaming apparatus for cleaning analytical vessels
with nitric acid. hydrochloric acid, or water (with permission
from Kiirner, Rosenheim/Oberbayern. Germany)

a) Reflux condenser; b) Steam chamber: ¢) Rack of quartz
tubes: d) Overflow; e) Round-bottom flask (1 —2 L capacity);
) Heating mantle

example, the expression “pressure digestion” is
inappropriate, because it is a relatively high boil-
ing temperature that ensures more effective diges-
tion. not the associated high pressure. The con-
ventional designation should nevertheless be re-
tained in this case, if only because of its wide
acceptance; attempting to rename the procedure
now would introduce more confusion than clarity.

Another — very timely —example of incorrect
terminology involves uncritical use of the expres-
sion “microwave digestion” for both acid diges-
tion with microwave excitation and cold-plasma
ashing. Although both techniques make use of
microwave radiation, the direct effects of this ra-
diation are of minor importance at most. Expres-
sions like “microwave excitation,” “microwave
induction,” or “microwave assistance” would be
preferable.

Figure 2. Quartz apparatus for purifying acids or water by
subboiling distillation (with permission from Kiirner, Ro-
senheim/Oberbayern, Germany): this device is also available
in PFA for the subboiling distillation of hydrofluoric acid
(with permission from Berghof Maassen, Eningen u. A,,
Germany)

a) Heater; b) Cold-finger condenser

Table 3. Typical levels of contamination by selected elements
as a result of dust in the laboratory [23]

£y

Element Contamination level, ng cm™ ¢~
Conventional laboratory Clean workstation

Al 0.82 0.09

v 0.037 0.0003

Mn 0.063 0.002

Fe 1.5 0.2

Co 0.0036 0.0003

Cu 0.032 0.012

As 0.07 0.03

Sb 0.013 0.00]

6.2.2.1. Special Factors Associated with Mi-
crowave-Assisted Digestion

Rapid, straightforward digestion processes
have long been in demand in a wide variety of
disciplines. The disparity between the several
hours required for a conventional digestion proc-
ess and the few seconds or minutes involved in
elemental determination has become increasingly
obvious in recent years with the increasing auto-
mation of analytical procedures. Recently intro-
duced rapid digestion processes, which have prof-
ited greatly from modern microwave technology,
can contribute to reducing this disparity.
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The first published report on microwave ashing
was that of KOIRTYOHANN et al., which appeared
in 1975 [24]. Initially it attracted little attention
because of the lack of appropriate expertise and
apparatus.

Modern commercial microwave ovens operate
at a frequency of 2.45 GHz. The corresponding
energy is so low that such microwaves are incapa-
ble of rupturing molecular bonds directly, leading
only to rotational excitation of dipoles and molec-
ular motion associated with the migration of ions.
No vibrational or electronic excitation occurs [25],
[26]. It is for this reason that the designation “mi-
crowave-assisted digestion” has been suggested.
Microwave energy introduced as radiation is dis-
sipated (converted into heat) by ionic conduction
and dipole rotation. Oscillating alignment and sub-
sequent relaxation of dipoles occurs about 5x10°
times per second at a frequency of 2.45 GHz, caus-
ing rapid heating of the sample.

Microwave radiation is generated by means of
a magnetron (microwave diode). The radiation 1s
then directed through a waveguide into the interior
of the oven. Even distribution of the radiation is
facilitated by a “mode stirrer” that prevents the
development of standing waves, as well as a turn-
table and perhaps a rotating antenna located be-
neath the oven floor.

Starting in the late 1980s, microwave-based
techniques became more and more available for
analytical purposes [27]-[30]. Today in trace
metal and non-metal analyses, microwave-assisted
digestion has been successfully applied to the de-
composition of broad range of organic matrix
components in geological and biological samples
as well as analysis and residue monitoring [22].

6.2.2.2. Safety Considerations

Necessary protective measures with respect to
the laboratory workforce must be implemented for
the handling of acids and other strongly oxidizing
or poisonous chemicals. This includes protective
clothing and an efficient fume extraction system.
Perchloric acid as a digestion reagent offers ad-
vantages due to its powerful oxidizing action, but
it should be used only when absolutely necessary
since it entails extensive safety precautions (e.g..
working in a special hood), and a definitive set of
regulations must be scrupulously observed.

Special statutory regulations apply to opera-
tions involving pressure vessels, and pressure di-
gestion techniques must be carried out with ex-
ceptional care and attention. Ashing an organic

matrix can cause the pressure to rise to extremely
high levels within a short period of time, and the
reaction may become uncontrolled. The cor-
responding risk of a ruptured pressure vessel can-
not be overemphasized. When developing a pres-
sure digestion method it is important to begin with
a small sample (< 100 mg dry mass; even less for
pure carbon).

Additional safety considerations apply to the
use of microwave technology. First, the equipment
should be operated in strict accordance with in-
structions to ensure that no detectable amounts of
microwave radiation will escape. Leak tests
should be conducted on a regular basis by a trained
technician. Vessels or other objects made of metal
should never be placed in the oven chamber. Mi-
crowave equipment must also never be operated
empty (i.e.. in the absence of a sample solution.
water, acid. etc.), since the magnetron might be
destroyed by reflected radiation. The behavior of
unknown samples should be tested on a small
scale (see above).

6.2.3. Wet Digestion Techniques

Wet digestion with oxidizing acids is the most
common sample-preparation procedure [31], [32].
This category can be extended to include proc-
esses involving bases or nonoxidizing acids as
ashing reagents. Concentrated acids with the req-
uisite high degree of purity are available commer-
cially, but they can be purified further by subboil-
ing distillation (see Section 6.2.1.3).

The most suitable acid for a digestion is a
function of the sample matrix, the analyte, and
the proposed determination method. Nitric acid
is an almost universal digestion reagent, since it
does not interfere with most determinations and is
available commercially in sufficient purity. How-
ever, nitric acid has a rather low boiling point
(122°C), and its oxidizing power is often insuffi-
cient under atmospheric-pressure conditions. Hy-
drogen peroxide and hydrochloric acid can use-
fully be employed in conjunction with nitric acid
as a way of improving the quality of a digestion.
Hydrochloric acid and sulfuric acid may interfere
with the determination of certain metals through
the formation of stable compounds. As noted pre-
viously (Section 6.2.2.2), safety considerations are
particularly important when using perchloric acid.
Silicate samples require the further addition of
hydrofluoric acid.
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6.2.3.1. Wet Digestion at Atmospheric Pressure

This category includes all the various ambient-
pressure wet digestion techniques involving con-
centrated acids (or bases). This very inexpensive
technique is of inestimable value for routine anal-
ysis because it can easily be automated: all the
relevant parameters (time, temperature, introduc-
tion of digestion reagents) lend themselves to
straightforward control [33].

Systems of this type are limited by a low max-
imum digestion temperature, which cannot exceed
the ambient-pressure boiling point of the cor-
responding acid or acid mixture. As noted pre-
viously, the oxidizing power of nitric acid with
respect to many matrices is insufficient at such
low temperatures. One possible remedy is the ad-
dition of sulfuric acid, which significantly in-
creases the temperature of a digestion solution.
Whether or not this expedient is practical depends
on the matrix and the determination method. High-
fat and high-protein samples are generally not sub-
ject to complete ashing at atmospheric pressure.
Other disadvantages relate to the risk of contam-
ination through laboratory air. the necessarily
rather large amounts of required reagents. and
the danger of trace losses. Nevertheless, systems
operated at atmospheric pressure are preferred
from the standpoint of workplace safety.

This category also includes the solubilizarion
of simple matrices with low carbon content using
special detergents or other solubilization reagents,
as well as the enzymatic digestion techniques that
are often used in food control and monitoring.
Enzymatic digestion in trace analytical chemistry
has been described in [34] for the example of the
non-specific protease enzyme (pronase). which
was used as an alternative sample preparation
technique for the determination of trace elements
in blood serum by ICP-MS. Using enzymatic di-
gestion, a higher degree of instrument stability was
achieved over 3 h period. The reported results are
in good agreement with the certified values of the
reference material [34]. Also “extraction—diges-
tion” techniques belong to this category. e.g.,
using aqua regia at relatively low temperatures
(e.g.. 70°C) over a long period of time (up to
5 d) as tool for the pseudo-total analysis of metals
in soil samples [35]. These techniques are some
importance as sample preparation techniques, but
one should be aware that they do not lead to com-
plete digestion of the organic matrix. Extraction -
digestion techniques have become standard meth-

ods for the examination of water, waste water.
sludge. and sediments using aqua regia for the
subsequent determination of the acid-soluble por-
tion of metals [36].

Thermally Convective Wet Digestion. The con-
ventional approach to wet digestion, which has
proven its worth over many years, entails a system
equipped with heating units operating either at a
fixed temperature or in response to a temperature
program. Commonly employed digestion agents
include nitric acid, sulfuric acid. hydrogen perox-
ide. hydrofluoric acid. and perchloric acid, as well
as various combinations of these [33]. Most ap-
plications of wet digestion involve aqueous or
organic matrices, such as surface waters, waste
water, biological samples (tissue. body fluids,
etc.), food samples. as well as soil and sewage
sludge, coal, high-purity materials, and various
technical materials [35].

Microwave-Assisted Wet Digestion. Micro-
wave-assisted digestion in open vessels (atmos-
pheric digestion) [37] is generally applicable only
with simple matrices or strictly defined objectives.
and the results are reproducible only if the speci-
fied ashing parameters are strictly observed.
Losses may be encountered with mercury and pos-
sibly also with organometallic compounds (e.g.,
those containing arsenic, antimony, or tin). Addi-
tion of sulfuric acid is essential in order to achieve
a sufficiently high digestion temperature in atmos-
pheric-pressure equipment, where the boiling
point of the acid establishes the maximum ashing
temperature, although it is important to remember
that the presence of sulfate interferes with many
procedures for metal determination (e.g.. graphite-
furnace atomic absorption spectrometry, GF-
AAS). Specific experimental conditions for micro-
wave-assisted digestions have been summarized in
[9], [22] as a function of the matrix to be ashed.

Ultraviolet Digestion (Photolysis). Ultraviolet
(UV) digestion is utilized mainly in conjunction
with uncontaminated or slightly contaminated
waters, such as sea water and surface water. Lig-
uids or slurries of solids are decomposed by UV
radiation in the presence of small amounts of hy-
drogen peroxide and acids (e.g.. beverages, waste-
water, soil extracts). The corresponding digestion
vessel should be placed in the closest possible
proximity to the UV lamp to ensure a high light
yield. In photolysis (see Fig. 3) the digestion
mechanism can be characterized by the formation
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Figure 3. Apparatus for the UV digestion (photolysis) of
liquid samples with Jow carbon content (with permission
from Kiirner, Rosenheim/Oberbayern, Germany)

a) UV protection glass: b) Lamp cooler: ¢) Lamp socket;

d) Sample vessel; ) Sample solution: £) UV lamp; g) Coolant
(water): h) Sample cooler: i) Lamp cooler; j) Lamp socket

of OH radicals from both water and hydrogen
peroxide that is initialized by the aid of the UV
radiation [9], |38]. These reactive radicals are able
to oxidize the organic matrix of simple matrices
containing up to about 100 mg/L. of carbon to
carbon dioxide and water. Effective cooling of
the sample is essential, since losses might other-
wise be incurred with highly volatile elements.
Contamination can be minimized by the use of a
nongas-tight stopper. Hydrogen peroxide addition
may need to be repeated several times to produce a
clear sample solution [39], [40]. Complete elimi-
nation of the matrix is of course possible only with
very simple matrices (e.g., slightly contaminated
water) or by combining photolysis with other di-
gestion techniques [41], [42].

6.2.3.2. Pressure Digestion

Pressure digestion offers the advantage that the
operation is essentially isolated from the lab-
oratory atmosphere. thereby minimizing contami-
nation, and digestion occurs at relatively high tem-

perature due to boiling-point elevation effects. The
pressure itself is in fact nothing more than an
undesirable—but unavoidable —side effect. The
principal argument in favor of this form of diges-
tion is the vast amount of relevant experience
acquired in recent decades. The literature is a
treasure trove of practical information with respect
to virtually every important matrix and a great
number of elements (see, for example [43]). Pres-
sure digestion is particularly suitable for trace and
ultratrace analysis, especially when the supply of
sample is limited.

Since the oxidizing power of a digestion rea-
gent shows a marked dependence on temperature.
a distinction must be made between “simple” pres-
sure digestion and high-pressure digestion. Simple
pressure digestions (< 20 bar) are limited to a
temperature of ca. 180 °C, whereas with high-pres-
sure apparatus (> 70 bar) the digestion temperature
may exceed 300 °C.

6.2.3.2.1. Thermally Convective Pressure
Digestion

Most sample containers for use in thermally
convective pressure digestion are constructed from
PTFE or PFA, although special quartz containers
with PTFE holders are available for trace-analysis
purposes. The sample container is mounted in a
stainless-steel pressure vessel (autoclave) and then
heated in a furnace to the desired temperature.
Pressure digestions based on apparatus of the
Tolg, Bernas, and Parr type are all feasible below
ca. 180°C, but above this temperature PTFE be-
gins to “flow”, rendering it unsuitable for use in
high-pressure applications. Investigations with or-
ganic matrices have shown that at 180 °C as much
as 10 % of the carbon present in high-fat and high-
protein samples remains unashed [44]. Such sam-
ples must be processed further prior to analysis
through evaporation of the digestion solution with
perchloric acid.

All thermally initiated digestions have the dis-
advantage that a considerable amount of time is
consumed in preheating the digestion solutions
due to the need for heating the autoclave and
sample vessels.

High-Pressure Digestion. The introduction of a
high-pressure ashing (HPA) technique by Knapp
[45] has not only reduced the effective ashing time
to ca. two hours but also opened the way to diges-
tion of extremely resistant materials [46]. High-
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Figure 4. Apparatus for microwave-assisted pressure diges-
tion

pressure ashing is conducted in quartz vessels,
with a maximum ashing temperature as high as
320°C at a pressure of ca. 100 bar. The quartz
vessel is stabilized during the digestion process
by subjecting it to an external pressure roughly
equivalent to that developed within. Even ther-
mally stable organic compounds undergo acid de-
composition at such high temperatures. Essentially
complete ashing can be accomplished with the
vast majority of samples so far investigated. Nitric
acid alone is a sufficiently powerful reagent in
many cases.

6.2.3.2.2. Microwave-Assisted Pressure Digestion

The digestion of lightly contaminated water.
many geological samples, and low-fat plant ma-
trices can be accomplished successfully with a
domestic microwave oven and relatively primitive
sample holders. The recent introduction of com-
plete commercial microwave systems specifically
designed for sample ashing has led to important
further developments. Such systems also offer spe-
cial safety features and improved facilities for con-
trolling and regulating the pressure and/or
temperature [47]. Moreover. the distribution of
microwave radiation inside the oven cavity tends
to be significantly more homogeneous than with
domestic devices, in part because the magnetron
control is subject to shorter switching cycles.

Nitric acid alone does not always lead to satis-
factory microwave-assisted ashing. Addition of
hydrochloric acid or hydrogen peroxide is often
helpful, and hydrofluoric acid must of course be
present in the case of silicate- containing materials
1391, [48]. The maximum attainable pressure sel-
dom exceeds 10 bar.

A serious disadvantage of this simple approach
is the frequent need for multistep ashing, in which
a preliminary digestion is followed by a second
treatment, perhaps with added hydrogen peroxide
[40].

High-Pressure Microwave Digestion. High-
pressure (or high-temperature) microwave-in-
duced processes are designed to support digestion
up to a pressure of perhaps 70 bar, opening the
way to substantially higher temperatures (e.g..
ca. 250°C) without a corresponding increase in
overall processing time. Temperature and diges-
tion time ultimately determine the effectiveness of
a digestion, with residual carbon content serving
as a useful measure for quantitative assessment.
The siriking advantage of high-pressure. i.e., high-
temperature (!) microwave digestion (see Fig. 4) is
that almost complete dissolution can be accom-
plished with a single-stage process, even in the
case of complex matrices. Examples found in
the recent literature consist of new successful de-
velopments in the technique and apparatus [49]
and applications to biological tissues [50] or tech-
nical products [51].

Examples of almost completely mineralizable
matrices include resistant inorganic and high-fat
organic samples. Nevertheless, limitations with
respect to subsequent use of electrochemical meth-
ods of determination (Section6.2.5.1) still rep-
resents a critical problem [52], and the results
are often inferior to those from a conventional
high-pressure asher (HPA).

6.2.4. “Dry” Digestion Techniques

The term “dry” digestion is intended to encom-
pass all processes based on gaseous or solid diges-
tion reagents. Such a distinction relative to wet
digestion processes is not absolutely essential,
but it does offer certain practical advantages [43].

6.2.4.1. Combustion in Air

Strictly speaking. “dry ashing” refers to the
oxidation (combustion) of a substance in air at a
temperature of several hundred degrees Celsius,
often in a muffle furnace or similar apparatus.

Dry Ashing in a Muffle Furnace. Carbon- con-
taining substances generally decompose satisfac-
torily under these conditions without the use of
auxiliary agents. It is advantageous that reasona-
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Figure 5. Wickbold combustion apparatus

a) Injection burner; b) Combustion chamber; ¢) Condenser;
d) Multiport stopcock: e) Absorption chamber: f) Flushing
port

bly large samples can be digested. In addition to
routine biological samples (plants, foods). coal has
also been subjected to dry ashing [53]. The impor-
tance of this technique has declined in recent
years, primarily because it is so time-consuming;
it also entails a high risk of contamination since
the samples are kept in open vessels [54]. Losses
must be anticipated in the case of volatile
substances [55]. However, the literature provides
numerous examples of decompositions that have
been optimized through the addition of “ashing
auxiliaries”™ (salt solutions or acids). Such addi-
tives often reduce the ashing time. especially for
organic substances, and they may prevent the vol-
atilization of element traces.

Dry Ashing in a Microwave Oven. The time
required for dry ashing in air can be reduced by
microwave heating of a special block containing
the sample [25]. This block is fabricated from a
material that is highly absorbent with respect to
microwaves (e.g.. silicon carbide). and is is sur-
rounded by quartz insulation. At maximum power
such a block can be heated to about 1000 °C within
ca. 2min. In addition to time saved during the
heat-up phase this system offers the further advan-
tages of a low energy requirement and a procedure
that spares the technicians from exposure to in-
tense heat when inserting and removing samples,
in sharp contrast to work with a conventional muf-
fle furnace [25].

6.2.4.2. Combustion in Oxygen

Combustion in oxygen is a decomposition pro-
cedure that eliminates many of the potential prob-
lems of sample contamination associated with di-
gestion reagents [56]. The sole reagent here is
gaseous oxygen, which is commercially available
in very high purity. Related combustion tech-
niques are based on the use of other oxidizing
agents (e.g., sodium peroxide) from which free
oxygen is released during the course of the oper-
ation. Analogous methods rely on oxidizing agents
other than oxygen (e.g.. chlorine [57], fluorine).
but these have not been widely accepted. in part
because they require working with very aggresive
materials, often not available with the required
level of purity and themselves capable of inter-
fering with the determination process.

Atmospheric-Pressure Combustion. Although
combustion in an open vessel is relatively easy
to accomplish, it has the disadvantage of possible
volatilization of element traces. Significant advan-
tages are associated with the compromise of a
quasi-closed quartz glass system consisting of a
central combustion chamber, an ignition device
(an infrared source). and a reflux condenser
charged with liquid nitrogen. The analyte, together
with inorganic combustion residues, is redissolved
by refluxing with a small amount of acid. Such a
system is applicable to almost all the elements,
and it leads to nearly complete decomposition
[56]. [58]. Applications have been described with
respect to a large number of organic matrices.
including petroleum products, coal, and soils.
Combustion systems also exist for analysis of non-
metals. SCHONIGER developed a particularly sim-
ple combustion process (now bearing his name)
for general elemental analysis [59]. A special
variant—combustion  in  an  oxyhydrogen
flame —is carried out in a Wickbold apparatus
(Fig. 5) [60].

Combustion in a Closed Vessel. The risk of
volatilization of trace analytes (e.g.. mercury)
can be reduced further by conducting the combus-
tion in a special combustion bomb (e.g.. a Parr
bomb) [61]. Oxygen gas is introduced up to some
predetermined pressure, after which the sample is
subjected to explosive combustion with the aid of
a detonation device (ignition wire). The analyte.
together with inorganic residues, is again collected
in a small volume of acid [62]. This technique is
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also applicable to the determination of nonmetals
[63].

6.2.4.3. Cold-Plasma Ashing

Decomposition by cold-plasma ashing is ac-
complished with excited-state oxygen under a
pressure of a few millibars. The plasma is formed
at reduced pressure (0.01-1 mbar) in a high-
frequency field established either with a mag-
netron (2.45 GHz) or with a semiconductor high-
frequency generator. In the simplest application
samples are ashed in flat dishes (e.g., Petri dishes)
arranged in trays [64]. A quasi-closed system with
a cold-finger condenser should of course be em-
ployed for trace analysis to minimize potential
losses [65]. Oxidation of organic matrices occurs
by way of reactive, short-lived radicals, leading to
more complete matrix decomposition relative to
most other approaches. This ashing technique is
therefore particularly recommended as a precursor
to electrochemical determinations (e.g., polarog-
raphy). The oxygen plasma is a ‘“‘cold plasma,”
which means that the sample temperature never
exceeds ca. 150°C. Risk with respect to the loss
of volatile elements is therefore restricted to mer-
cury. A reaction period of ca. 2—4h is usually
sufficient to disrupt the organic matrix to such
an extent that the residue can be removed from
the sample vessel and cold finger by refluxing
with a small volume of concentrated acid (2 mL).
The most important application of cold-plasma
ashing is the mineralization of biological
samples [66], although coal, graphite. and plastics
(including PTFE) can also be ashed by this
technique [65]. Samples as large as one gram or
more can be accommodated.

6.2.4.4. Fusion

Fusion is the traditional approach to sample
preparation for industrial and geological analyses
[67], especially for the analysis of mineral sam-
ples (e.g., lithium metaborate melts [68]). The
major problems associated with fusion include re-
stricted means for purilying the required (solid)
reagents and the presence of high salt concentra-
tions in the resulting analyte solution. Especially
for trace analysis, overloading of the matrix in this
way is inadvisable.

6.2.5. Illustrative Examples

The sections that follow highlight a few par-
ticularly interesting examples of sample prepara-
tion, taking into account both the analytical
method of choice and effective mineralization of
specific matrices.

6.2.5.1. Sample Preparation as a Function of
Analytical Method

In the case of atomic spectrometry [e.g..
atomic absorption (AA), inductively coupled plas-
ma—optical emission spectrometry (ICP-OES).
inductively coupled plasma-mass spectrometry
(ICP-MS)] matrix interference due to incomplete
digestion may manifest itself as differences in the
suction rates and aerosol yields for samples rel-
ative to calibrating solutions. Such differences
may also reflect differences in the bonding states
of the elements, which in turn leads to systematic
errors and problems with calibration.

Electrochemical determination methods are
particularly sensitive to incomplete sample miner-
alization. The result is matrix interference man-
ifested in the case of inverse voltammetry. for
example, as ghost peaks, signal suppression, and
an enhanced hydrogen signal. With simple,
aqueous samples such as seawater and river water,
voltammetric determination of zinc, cadmium,
lead. and copper can be effectively coupled with
UV decomposition [69], [70]. The same deter-
mination method is applicable to these heavy met-
als in simple plant products such as sugars pro-
vided decomposition (ashing) is effected by com-
bustion in a stream of oxygen (typical sample
mass: 1.5 g) [71]. Combustion is also appropriate
prior to the potentiometric determination of alu-
minum in organic samples [72]. Biological sam-
ples can be prepared for electrochemical analysis
by cold-plasma or high-pressure ashing [41], {45],
[56], [73].

An improved procedure has been described for
atmospheric-pressure combustion of samples from
high-purity metals [74]. High-pressure digestion
with nitric and hydrofluoric acids [75], [76] and
combustion techniques have both been shown to
be suitable for the decomposition of samples of
silicate- containing materials and fuels. Combus-
tion in this case is carried out either in a stream of
oxygen [77] or, to provide a closed system, in an
oxygen bomb [78]. Mercury can be satisfactorily
determined after prior Wickbold ashing [79].
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Table 4. A comparison of the time required for microwave pressure digestion versus thermally convective digestion (for one

sample and for six samples)

Operational step

Time. min

Microwave digestion (PMD)

Knapp digestion (HPA)

One sample Six samples One sample Six samples
Preparation for digestion 10 30 10 30
Ashing. including 10 30 * 90-150 90-150
warm-up
Cool-down 10 30 20 20
Preparation for analysis  5-10 30 5-10 30
Cleaning the equipment  10-20 20 10-20 20
Complete procedure 45-60 140 135-210 190 - 250

* Limited to two parallel samples.

The decomposition of inorganic substances can
be accomplished with a mixture of hydrochloric
and nitric acids in a closed vessel (pressure diges-
tion). Silicate-containing minerals and glasses re-
quire the addition of hydrofluoric acid, and the
presence of perchloric acid, phosphoric acid. or
sulfuric acid is sometimes useful as well [80].
The resulting metal fluorides can be redissolved
by adding a solution of boric acid. The same pro-
cedure is effective for ores and slags as well as
quartz [81].

Cold-plasma ashing is useful as a way of ex-
cluding matrix interferences in the detection of
elements with secondary-ion mass spectrometry
(SIMS) (82].

6.2.5.2. Combined Use of Multiple
Decompeosition Techniques

A single ashing procedure is often insufficient
for the complete decomposition of a complex ma-
trix, leading some authors to recommend a com-
bination of two or more techniques. One example
will suffice to illustrate the principle: pressure
ashing followed by UV photolysis. Thus, it has
been shown that analysis of olive leaves for heavy
metals by voltametric methods leads to distorted
results after pressure digestion alone. Reliable data
can be obtained only by supple-menting the diges-
tion with UV irradiation to ensure adequate de-
composition of the matrix [41].

6.2.5.3. Comparative Merits of the Various
Sample-Preparation Techniques

High-fat samples present special problems
with respect to decomposition due to the presence
of highly resistant components. The result is often

incomplete ashing. Moreover, there is always a
risk of explosive decomposition caused by the
formation of reactive radicals in the digestion so-
lution. Unlike electrochemical methods of deter-
mination, which require the complete degradation
of organic matrices, atomic absorption (particu-
larly the flame technique) is compatible with a
certain amount of residual carbon. Any digestion
solution that is colorless and free of particles is a
reasonable candidate for AAS analysis.

A systematic comparison of microwave-as-
sisted decomposition techniques with cold-plasma
ashing. conventional thermally convective pres-
sure digestion, and high-pressure digestion is pre-
sented in [40]. Generally speaking, comparable
results can be obtained with high-quality commer-
cial ashing systems of all the common types, with
the potential for nearly complete decomposition
[e.g., the Paar microwave-assisted pressurized mi-
crowave decomposition (PMD) system, the Biichi
high-pressure adapter. and the Knapp HPA sys-
tem]. Microwave ashing of high-fat samples in
an open vessel presents a serious risk of significant
analyte loss despite the use of a reflux condenser,
but losses with a microwave pressure-digestion
system have been found to be no greater than with
a corresponding convective heating system. Re-
sults also suggest that “memory effects” are less
noticeable with a microwave system than in the
case of a conventional heat source [40].

Table 4 provides a comparison of the time re-
quired for various steps in microwave versus con-
vective thermal ashing. taking into account all the
associated preparations. the cool-down phase, and
cleaning of the apparatus, which has the effect of
reducing somewhat the marked time advantage of
the microwave-assisted ashing period. The three-
fold time advantage of the complete microwave-
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Table 5. Overall ashing times associated with various procedures (for one sample)

Sample type

Ashing time, h

Pressure microwave * Open microwave Tolg ** Knapp ** Cold plasma
Plant matrix 0.75 092 4.5 3 10
Sunflower oil 0.75 0.92 4.5 3 20

* Single-stage digestion.
** Thermal convection heating.

assisted procedure is reduced even more if, for
example, six samples are digested, because the
PMD cannot process more than two samples at
once. Table 5 shows that microwave-assisted pres-
sure ashing is the most rapid of the techniques
investigated, faster than the frequently used Tolg
technique (Section 6.2.3.2.1) by a factor of six.
Cold-plasma ashing takes even longer. It should
be noted, however, that this comparison ignores
the advantages that might be derived from parallel
ashing of several samples, and it does not reflect
special requirements associated with particular
matrices or analytes.

Earlier investigations confirm these results.
According to [41]. however, complete degradation
of many samples is achieved only through cold-
plasma ashing or by a combination of wet ashing
and UV irradiation. In a determination of alumi-
num in dialysis liquids it was observed that mi-
crowave-assisted ashing produced results compa-
rable to those from conventional pressure ashing
[52].

Five different digestion techniques are com-
pared in [83] in an attempt to optimize the deter-
mination of mercury in soil via cold-vapor AAS.
Only with closed systems was loss-free digestion
assured. Open systems resulted either in mercury
losses or incomplete recovery due to incomplete
ashing. On the other hand, wet ashing in an open
system with nitric and sulfuric acids was found to
be preferable for the mineralization of biological
samples, since it was easier to accomplish and led
to lower blank readings [84].

Fusion with lithium metaborate is feasible for
geological samples provided the melt is sub-
sequently dissolved in acid in the course of a pres-
sure- or microwave-assisted ashing process [85].

6.2.5.4. Decomposition Procedures for
Determining Nonmetals

A pertinent example of an analysis for nonme-
tallic constituents is the digestion of water or food
samples with peroxodisulfate, according to the

Koroleff method [86). which was developed for
the determination of all bound nitrogen in sea-
water. inland waters, rain water, groundwater,
wastewater, or effluents. Measurable concentra-
tions are in the range 0.02 -4 mg of nitrogen per
liter. The nitrogen-containing sample is first sub-
jected to a pressure digestion in the course of
which organic nitrogen compounds, nitrite ion,
and ammonium ion are all oxidized to nitrate. This
oxidation proceeds quantitatively only under alka-
line conditions, achieved with the aid of a buffer
system consisting of boric acid and sodium hy-
droxide. Reaction commences at pH 9.7 and ends
at pH5-6, at which point the nitrate exists in
stable form in the acidic digestion solution. Ni-
trogen is not released in this way from certain
five-membered heterocyclic systems [87], but
the resulting error is probably negligible with most
of the samples subject to investigation. The total
nitrogen content in the digestion solutions can be
established by photometric or ion-chromato-
graphic methods. A Kjeldahl analysis can be used
as a standard for comparison, using either the con-
ventional technique or microwave-assisted heat-
ing. The accuracy of the results has been veritied
on the basis of standard reference material (IAEA
A-11, full-cream milkpowder, in the case of foods)
and by interlaboratory comparison (river water,
wastewater) [88].

The fluoride content of silicates can be estab-
lished after fusion with lithium metaborate {89].
where fluoride is subsequently separated with the
aid of superheated steam [90].

6.2.6. Evaluation Criteria

The maxim “one method is no method” is just
as applicable to sample preparation as it is to
quantitative determinations. A careful comparison
of several decomposition techniques is the only
way of assuring accurate results, particularly when
little experience is available with respect to the
decomposition of a specific matrix, or existing
reports are contradictory.
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6.2.6.1. Completeness

Decomposition in the strictest sense has as its
goal a complete elimination of the matrix. Never-
theless, many decomposition procedures fall short
of this ideal, permitting traces of the matrix to
remain. Residual carbon content can be estab-
lished with a total organic carbon (TOC) analyzer.
This decreases with increasing oxidizing power of
the decomposition reagent as well as with an in-
crease in the duration and temperature of the
digestion [43].

6.2.6.2. Uncertainty

As with all aspects of trace analysis. strict
attention to possible sources of error is important
in the successful application of a decomposition
technique. The best determination is rendered
completely worthless if the sample preparation
step leads to deviations from the true value that
exceed the reproducibility of the determination
itself by several orders of magnitude. The risks
are particularly great when one is working with
very low concentrations. Even very small amounts
of contamination introduced with the reagents, or
“memory effects” from previous experiments, can
generate utterly incorrect results. The laboratory
atmosphere and materials present in the sample
containers can also contribute to contamination
and loss, and the potential for trace volatilization
(of mercury, for example) at elevated temperature
must always be taken into account. Sample prep-
aration is an ideal place to apply the principles of
“Good Laboratory Practice” (GLP), — Analytical
Chemistry, Purpose and Procedures; even better,
“Good Analytical Practice™ (GAP). Construction
materials for the equipment used in sample prep-
aration must be selected very carefully, with ap-
propriate consideration of possible adsorption—
desorption effects. Steaming with concentrated
acid is the most effective method for cleaning
the equipment (Section 6.2.1.3).

The nature of any safety devices employed can
also play a role with respect to uncertainty in the
case of a pressure ashing system. For example.
serious losses may be incurred if sample constit-
vents are entrained during a pressure blow-off.
With an irreversible safety device like a rupture
disc such a problem may be immediately apparent.
but the activation of a reversible device like a
valve generally cannot be documented even
though major losses may be excluded by auto-

matic reclosure of the device. The optimal solution
is almost always a function of the particular ap-
plication in question.

6.2.6.3. Time Factors

Sample preparation is increasingly coming to
be regarded as the “bottleneck” in analysis. be-
cause the actual determination methods are be-
coming increasingly rapid and ever more stringent
demands are imposed with respect to precision and
accuracy. The only remedies available are accel-
eration of the decomposition process and simulta-
neous preparation of multiple samples. However,
the latter expedient inevitably leads to higher in-
vestment costs and increased operating expenses.
Decomposition can be accelerated by working at
higher temperature. In the case of wet and dry
decompositions, heating can be accelerated by
the use of microwave radiation. The subsequent
cool-down phase also consumes less time, because
the vessel walls are heated only indirectly via the
hot sample, and there is no metal autoclave
present. with its correspondingly high heat capac-
ity.

Finally, an important parameter 1o consider in
evaluating a routine sample preparation method is
the number of staff involved. Several manufac-
turers have for some time been making a deliber-
ate attempt to reduce staff requirements by intro-
ducing automation (or partial autornation) into the
regimen of sample preparation. The results have
been quite satisfactory in the case of apparatus
operating at atmospheric pressure, but the techni-
cal challenge is greater with systems operating
under pressure, especially high pressure (see Sec-
tion 6.2.8).

6.2.6.4. The Final Result

It is impossible to separate completely the con-
sideration of a specific decomposition process
from the subsequent analytical determination.
Every decomposition must be adapted to suit a
particular determination, which means therc can
be no such thing as an ideal decomposition method
appropriate to all situations and applications. The
preferred method must be established with refer-
ence to the following factors:

1) Nature of the analyte(s)

2) Concentration of the analyte
3) Matrix characteristics

4) Sample size
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5) Required completeness of matrix degradation
6) Amount of time involved
7) Proposed method of determination

If the greatest possible degree of attention must be
directed toward completeness in the trace range,
decomposition in a closed system is preferred.
Ensuring essentially complete decomposition re-
quires the application of high temperature over a
period of at least two hours. If sample preparation
must be accomplished more rapidly (as in the case
of food analysis. environmental studies. or quality
control) tests should be conducted on the feasibil-
ity of a microwave-assisted process or direct anal-
ysis (see Section 6.2.8.2).

An investigation into the accuracy of an anal-
ysis should never be restricted to optimization of
the determination itself: equal concern is war-
ranted with respect to sample preparation. The
key considerations listed above should be regarded
only as rough starting points.

6.2.7. Concentration and Separation of
Inorganic Trace Materials

Subsequent to any decomposition. but also in
the case of liquid samples such as water and urine,
the analytes of interest are generally present in
dilute solution together with a large excess of
foreign ions (e.g.. alkali-metal and alkaline-earth
cations). Separation and concentration of the an-
alytes may be necessary to improve the limit of
detection and exclude interference. Useful tech-
nigues in this regard include liquid -liquid extrac-
tion. solid-phase extraction, special precipitation
reactions, and electrolytic deposition.

Liguid - liquid extraction is a widely used tech-
nique for separating and concentrating traces of
various elements. For this purpose the analyte is
first complexed with a suitable chelating agent,
and the complex is then extracted into a water-
immiscible solvent. Generally speaking, any com-
plexing agent can be used provided it leads to
stable, extractable complexes of the analyte in
question. The complexing agent should be capable
of separating the analyte as selectively and quan-
titatively as possible from accompanying ions.
Such an extract can usually be used directly for
a determination based on AAS. For example.
nickel {91]. cobalt [92]. and cadmium [93]} can
all be separated and concentrated directly from
urine after chelation with hexamethylene ammo-
nium — hexamethylene dithiocarbamidate (HMA —

HMDC), using the solvent mixture methyl isopro-
pyl ketone —xylene (70:30). The separation and
enrichment of nickel and antimony in the form
of HMA - HMDC complexes from digestion solu-
tions of livers and kidneys has also been described,
where copper and iron are removed in a prelimi-
nary step as the corresponding cupferron
complexes [94]. Thallium can be extracted from
a digestion solution after complexing with HMA —
HMDC, diethyl dithiocarbamate, dithizone. and
8-mercaptoquinoline [95], or cupferron [96]. An-
timony in urine has been extracted after nitric acid
digestion as an ammonium pyrrolidine dithiocar-
bamate complex {97].

The advantage of this approach to concentra-
tion is that it permits very selective separation
provided a complexing agent is selected with suf-
ficient regard for accompanying ions. Its principal
disadvantage is that the potential concentration
factors tend to be rather small.

Metal complexes separable by liquid - liquid
extraction can also be concentrated on and sub-
sequently eluted from such adsorber resins as
XAD. a reverse phase (e.g., Cyg) [98]. activated
charcoal [99], or cellulose [100], leading to the
technique of solid-phase extraction. Numerous re-
ports describe the concentration of analytes on
ion-exchange resins [101].[113] and such chelate-
forming ion exchangers as Chelex [101], [114],
[115] or Hyphan {116}, [117]. Solid-phase extrac-
tion may result in concentration factors as high as
1000. particularly with dilute samples like drink-
ing water or rain water.

Separation of clement traces is also possible
with precipitation reactions. This technique per-
mits rapid and extensive concentration in a rel-
atively uniform matrix, but it is not very selective.
Aluminum hydroxide. magnesium hydroxide, iron
hydroxide, and hydrogen sulfide have all been
used for trapping trace amounts of various
elements [101]. [118]—[120], as have such organic
precipitating agents as thionalide, cupferron. and
dithiocarbamate [1017.[121]. [122]. A subsequent
determination is carried out either directly on the
separated precipilate or after restoring it to
solution [118].

The electrolvtic deposition of ions or com-
plexes has also been described with such elec-
trode materials as carbon, copper. or platinum.
For example. this technique is utilized in the
method of inverse voltammetric determination,
where analyte is concentrated at the cathode [101].

New techniques and strategies have been in-
troduced into sample preparation in the area of
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preconcentration of inorganic analytes and the
separation of such analytes from the matrix
[102])-[104]. Very recently MANSFELDT and
BIiERNATH [105] described a micro-distillation ap-
paratus (Fig. 6) for the determination of total cy-
anide in soils and sludge.

Another paper has suggested solid-phase ex-
traction (SPE) for the preconcentration and spe-
ciation of Cr in waste water samples prior to AAS
determination [106]. Interferences of di- and tri-
valent cations and diverse anions were studied.
The detection limits for these species are about
I pg/L. Other examples for SPE procedures are
given in [107] for seawater analysis using on-line
ICP-MS and in [108] for the separation and deter-
mination of precious metals.

New aspects of liquid - liquid extraction after a
complexation step have been discussed for noble
metals [109] and for rare earth elements [110].

Also, supercritical-fluid extraction (SFE) has
been used for analyte enrichment and matrix sep-
aration in metal determinations [111]. The solu-
bilities of metal dithiocarbamates in supercritical
carbon dioxide have been characterized [112].

As an additional step in trace analysis. precon-
centration techniques are resorted to only when
either the sensitivity of the analytical determina-
tion is inadequate or severe matrix effects worsen
the detection of the analytes [103].

6.2.8. Automation and Direct Analysis
6.2.8.1. Automation

Efforts have long been directed toward auto-
mation as a means of minimizing the labor and

time involved in an analysis. The introduction of
laboratory robots should make it possible to incor-
porate a significant degree of automation into the
time-consuming, labor-intensive area of sample
preparation as well. leading to more efficient, re-
liable, and reproducible sample work-up. An ex-
ample of an automated system for microwave-as-
sisted pressure ashing is presented in [123].

On-line procedures based on UV-photolysis or
microwave-assisted dissolution have been estab-
lished during recent years for the rapid digestion
of relatively simple matrices such as water and
waste water samples [130], [131]. In [124] on-line
UV digestion with a segmented-flow device was
applied for the determination of total cyanide prior
to amperometric detection. The detection limit
was found to be 0.2 pg/L. The throughput is about
30 analyses per hour.

Another example, that has been published re-
cently by SUR et al. [125], is the on-line micro-
wave and UV digestion of urine samples prior to
hydride generation AAS (Fig. 7). The authors
managed to determine as many as six arsenic spe-
cies quantitatively [As(IID), As(V), MMA, DMA,
arsenobetaine. arsenocholine)]. For more infor-
mation on species analysis see Section 6.2.9).

Ozone has also been used as a reagent with
high quality criterions. For the determination of
Hg in a batch cold-vapor system, ozone was used
instead of permanganate or peroxidisulfate. The
oxidation efficiency of ozone was found to be very
high and the digestion was complete in less than
2 min [126].

Microwave decomposition at atmospheric
pressure can also be used as an on-line technique,
e.g.. in a way that the sample passes through a
PTFE coil with an inner diameter of about
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Figure 7. Apparatus for micro-distillation

a) Sample vessel; b) Frit: c) Heater: d) Capillary; e) Absorp-
tion vessel: f)Cooler: g) Keyboard and display: h) Protection
hood: i) Syringe for reagent feeding; j) Septum (with per-
mission from Dr. Tim Mansfeldt. Ruhr-Universitiit Bochum,
Germany)

1 -2 mm which is situated in a focused micro-
wave-heated oven. A fully automated on-line sam-
ple pretreatment system which combines micro-
wave digestion with sample preconcentration and
matrix separation for heavy metals in blood sam-
ples is described in [127]. The digested sample
solution was transferred on-line to a column
packed with iminodiacetate resin for separation
of matrix elements (alkaline, alkaline earth, non-
metals) that might interfere with the analyte mass
signals in the ICP-MS detection method used. For
Ni and Pb the authors reached detection limits in
the upper ng/L range. for Fe, Cu, and Zn in the
lower pg/L range. The sample throughput is given
to be 6 samples/h.

PICHLER et al. [128] have shown that such an
on-line microwave procedure can also be adapted
to pressurized ashing. In this special case, the
sample is injected into a constant stream of nitric
acid which passes the microwave heating zone.
Expansion of the coil due to the high vapor pres-
sure is prevented by pressurizing its surroundings
with nitrogen at up to 35 bar. The temperatures
that can be reached in such a system may be as
high as 230 °C or even higher.

An on-line SFE/HPLC procedure for the deter-
mination of Rh and Pd via chelates has been de-
scribed in [129].

Flow-injection systems and continuous-flow
systems can also make a contribution at the con-
centration and separation stages as a way of en-
hancing the potential advantages of automated

atomic spectrometric determinations by the flame
and graphite-furnace techniques [132], [133].
Another possible application of flow injection is
in the conversion of an analyte into the particular
oxidation state called for in some sample prepara-
tion or determination procedure, as in hydride
generation or cold-vapor AAS [134], [135].

6.2.8.2. Direct Analysis

There are certain situations in which sample
preparation can be completely or largely omitted,
as in the case of graphite-furnace AAS analysis,
which permits the direct introduction of solid sam-
ples. Here the “ashing step” has been incorporated
into the determination itself, which is then referred
to as a “direct process.” This integration permits
an analysis to be carried out more quickly. and the
chance of errors is reduced by limiting the number
of individual operations [136]. On the other hand,
it is essential that the accuracy of such an analysis
be confirmed by comparisons with standard refer-
ence materials.

Examples of the AAS analysis of powdered
samples, as well as such solid foods as chocolate
and flour. are presented in [137], [138]. The direct
determination of mercury in soils, coal, and ash is
discussed in [139]. ICP-OES (and ICP-MS) can
also be transformed into a direct process through
solid sample introduction and electrothermal
pretreatment [140].

6.2.9. Analysis of Element Species

For the determination of the Hg species
methylmercury, phenylmercury and Hg(l1l). ozone
was used successfully in a batch cold-vapor
system [126]. The preconcentration and speciation
of Cr(llI) and Cr(VI) in water sample can be per-
formed using solid-phase extraction (SPE) [105].
An SPME (solid-phase microextraction) technique
has been used as the sample preparation system for
the innovative simultaneous multielement/multi-
species determination of six different mercury, tin,
and lead species in waters and urine with
GC/MS-MS [141]. [142]. The determination of
arsenic species |[As(1Il). As(V), MMA. DMA,
arsenocholine, arsenobetaine)] has also been
shown to work with an on-line digestion step prior
to hydride generation AAS [125] (see Fig. 7).
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6.3. Sample Preparation in Organic
Analysis

Recent decades have witnessed significant ad-
vances in the efficiency and productivity of instru-
mental methods in the field of organic trace anal-
ysis. Chromatographic and spectroscopic methods
in particular have improved greatly with respect to
sensitivity. There has also been constant improve-
ment in selectivity. to the point where some sam-
ples can now be subjected to analysis without prior
preparation, although this is certainly not true in
the majority of cases. The goal of sample prepa-
ration in organic trace analysis is to isolate the
analyte from the sample matrix and then concen-
trate it and convert it into a form suitable for
analysis by the selected method.

Microwave-based techniques have become
versatile tools not only for total digestion of or-
ganic and inorganic matrices for use in inorganic
analysis, but also in drying processes, solvent ex-
traction, clean-up steps and specific reactions such
as sample preparation steps in organic analysis
[143].

6.3.1. Sample Treatment after the
Sampling Process

6.3.1.1. Stabilization, Drying, and Storage

In the context of organic trace analysis. appro-
priate stabilization and storage precautions are a
function of the nature of the analyte and its con-
centration. To avoid contamination by ambient air
and dust. all operations should be conducted under
clean-room conditions (clean-bench environment).
It is of paramount importance to assure that con-
tamination from vessels, covers, septa. and sta-
bilizers is rigorously excluded.

Volatilization losses can pose a problem in the
case of analytes with high vapor pressure. Evap-
orative loss can be largely avoided by completely
filling each sample container and fitting it with an
air-tight seal (water samples, biological fluids).
This procedure ensures that there will be no oxi-
dative loss due to oxygen present in the vapor
space above the sample. For example, blood sam-
ples to be analyzed for volatile organic compounds
(VOCs) are first treated with an anticoagulant,
after which they can be stored for several months
at +4°C in Sovirel or Pyrex test tubes protected
only by screw-cap closures and PTFE seals [144].

Similarly, VOCs adsorbed from air samples onto
Tenax or activated charcoal can be sealed and
stored for several months prior to analysis. Losses
have been reported only with cyclic and aliphatic
ketones  (catalytic  oxidation) and esters
(hydrolysis) [145]. For these groups of substances,
losses approach a maximum of 20 % after a four-
week storage period. No losses were observed
with benzene. toluene, and xylenes over a
24-month storage period [146]. Samples contain-
ing analytes of lower volatility can be stored in
suitable containers for a few days at +4 °C, and for
several months deep-frozen at — 18 °C or lower.

If an analyte is to be separated by Soxhlet
extraction or supercritical fluid extraction, it is
essential that the sample ist first dried. Standard
practice is to add a drying agent like anhydrous
sodium sulfate. Freeze-drying has also been rec-
ommended, but care must be exercised to prevent
large nonreproducible losses of the analyte. For
example, freeze-drying of milk leads to some loss
of most PCB congeners. Losses may be as great as
50-74 % for monochlorobiphenyl. dichlorobiphe-
nyl. and trichlorobiphenyl [147], [148].

6.3.1.2. Homogenization and Aliquoting

It is best to avoid homogenization prior to the
determination of highly volatile analytes, since
this often leads to nonreproducible losses. Liquid
samples — preferably solids as well — should be
transferred immediately after sampling to gas-tight
sample vessels. followed by a direct determination
on the basis of headspace gas chromatography
(Section 6.3.3). If comminution is absolutely nec-
essary. this should be accomplished in the deep-
frozen state [149].

For relatively nonvolatile analytes, in such
solid matrices as tissues, foods, or soil, the sam-
ples should be homogenized prior to aliquoting.
This is often accomplished by trituration with sea
sand, although use of a drying agent instead results
in simultaneous removal of water. producing a
homogenate suitable for immediate liquid extrac-
tion in a Soxhlet extractor (Section 6.3.2.3) or for
supercritical ~ fluid  extraction (SFE: Sec-
tion 6.3.2.4). Small amounts of sample can be ho-
mogenized in an ultrasound bath after the addition
of water [150].
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6.3.1.3. Requirements with Respect to
Materials and Chemicals

Plastic containers are generally inappropriate
for storing organic samples. since losses may be
incurred through adsorption or migration through
the vessel wall. and interfering substances may
migrate into the sample from the container itself
(plasticizers, antioxidants, monomers, etc.). In the
case of analytes with high vapor pressures, vol-
atilization losses must also be anticipated with
plastic containers. Samples for organic trace anal-
ysis should always be stored in glass vessels with
appropriate PTFE-sealed screw-cap closures or
glass stoppers.

Materials and chemicals must be carefully
checked for contamination before use. and if nec-
essary cleaned and purified. Heating for several
hours [151] or several days [152] is absolutely
essential and very effective in the trace analysis
of volatile analytes. Precleaning with boiling nitric
acid may be necessary, as may a rinse with an
organic solvent like acetone. Equipment for use
in the determination of nonvolatile analytes is
most effectively cleaned by rinsing with solvents
that will be used subsequently in the course of the
preparation process [153].

Glass vessels may also contribute to loss of an
analyte, especially from aqueous solution, through
adsorption on the vessel surface. This can be
largely prevented by silanization of active sites
on the glass. Alternatively, the vessel should be
rinsed with solvent after removal of the sample.
with the rinse solution then added to the sample
itself [147].

Liquid-solid extraction procedures are ac-
companied by a serious risk of contamination.
For example, blank tests with commercial extrac-
tion columns have revealed traces of plasticizers
and antioxidants as well as various alkanes and
alkenes [154]. For this reason certain manufac-
turers now offer solid-phase extraction columns
made from glass. The extent of the po-tential con-
tamination depends on the manufac-turer, the ad-
sorbent load. conditioning steps, and the solvent
used for the extraction |154]. [155]. If no satis-
factory commercial column is available, one can
easily be prepared in the laboratory from a suitable
adsorbent and an appropriate glass tube. For ex-
ample, XAD can be purified to an extent sufficient
for this purpose by Soxhlet extraction{156],[157].
which reduces the level of impurities by a factor of
30. Silica gel and aluminum oxide can be purified

by washing with solvents, followed by activation
in a drying oven [152]. For example, unpurified
silica gel has been shown to release as much as
160 ng/g of PCBs [155].

The risk of contamination must also be consid-
ered when a diffusive sampler is used to obtain air
samples for determining volatile organic com-
pounds. Thus, benzene, n-tetradecane, n-pentade-
cane, n-hexadecane, n-heptadecane, and dioctyl
phthalate [158], along with trichloromethane,
1.1, 1-trichloroethane. trichloroethene, and
tetrachloroethene [159] have all been detected in
extracts from unexposed diffusive samplers. The
measured concentrations varied from batch to
batch, ranging from 0.005 pg to 0.14 pg per dif-
fusive sampler in the case of the chlorinated
hydrocarbons [159]. and from 0.1 -2.6 pg per dif-
fusion collector for the aliphatic hydrocarbons and
dioctyl phthalate [158].

Ultrapure water can be prepared in the lab-
oratory by filtration through an ion exchanger
and activated charcoal. According to the manu-
facturer, one commercial water treatment system
of this type reduces the residual hydrocarbon con-
tent of water to < 20 pg/L. Further reduction to
< 5 pg/L is possible through UV irradiation (as
with the ““zero-water unit” manufactured by Grint-
zel, Karlsruhe, Germany). If necessary, additional
purification can be achieved with a stream of ni-
trogen at 80°C [151], or by extraction with the
solvent that will be used for extracting the analyte.

Most solvents are available commercially in
sufficient purity, but blank test values should be
established on a regular basis to ensure the ab-
sence of contaminants.

6.3.2. Separation of the Analyte
6.3.2.1. Hydrolysis

Many of the harmful substances and pollutants
in biological samples, including their metabolites,
are present wholly or in part in a conjugated
(bound) form. This is the case. for example, with
pentachlorophenol and phenol, which are excreted
in the wrine as glucuronide or glucuronide and
sulfate. as well as with aromatic amines, present
to some extent in the blood as hemoglobin con-
jugates. In such a situation the first step must
accomplish release of the primary analytes. Con-
jugates can be cleaved by acid hydrolysis
| 160] - [163], basic hydrolysis [162], or enzymatic
hydrolysis [162], [164]. Hydrolysis with the aid of
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enzymes, such as sulfatase and glucuronidase, has
the significant advantage that bonds are cleaved
extremely selectively, and information can also be
obtained regarding the binding partners of the an-
alyte. A disadvantage is the considerable amount
of time required, typically several hours.

In many cases a portion of the matrix can be
removed or converted into some more easily re-
movable form before actual separation of the an-
alytes is attempted. Relatively involatile, chemi-
cally stable analytes |e.g., organochlorine pesti-
cides, PCBs, or polychlorinated dibenzo-p-diox-
ines (PCDDs)] can frequently be released from a
matrix by acidic or alkaline hydrolysis with con-
centrated acid or base. Proteins can often be pre-
cipitated from biological samples by addition of
acid, salt, or an organic solvent, or they can be
broken down by enzymatic  hydrolysis
[1651-[167].

6.3.2.2. Liquid - Liquid Extraction

Extraction with organic solvents is the most
common extraction technique for isolating an an-
alyte from a liquid sample. The technique is based
on distribution of the analyte between two immis-
cible liquid phases.

The decisive parameter with respect to extrac-
tion yield is the distribution coefficient for the
analyte between the particular phases involved.
A distribution coefficient can often be influenced
advantageously by establishing a specific pH,
thereby dividing the sample into strongly or
weakly acidic, neutral, or basic fractions [168].
An example 1s provided by the extraction of aro-
matic amines from blood and urine [169]. Further
possibilities include formation of ion pairs [170],
complexation with metal salts, or salting-out of an
aqueous phase.

If the distribution coefficient is sufficiently
large, the simplest approach to liquid - liquid ex-
traction is shaking the sample with an appropriate
amount of an organic solvent. With smaller dis-
tribution coefficients or large sample volumes,
continuous extraction or countercurrent extraction
is required to achieve a complete separation. The
apparatus for continuous extraction causes a liquid
immiscible with the sample solution to circulate
continuously and in finely divided form through
the sample [171]-{173]. Extracted analytes are
concentrated by distillation at appropriate times
between individual extraction cycles,

Disadvantages of liquid —liquid extraction in-
clude the high dilution of the extract. which must

subsequently be concentrated. and a high rate of
solvent consumption. Both problems can be mini-
mized by employing microextraction methods.
Devices for extracting aqueous samples as large
as 1 L with 200 pL of organic solvent have been
described [174], [175].

Another variant of liquid —liquid extraction
takes advantage of a liquid phase immobilized
on a solid sorbent such as kieselguhr, Celite, Chro-
mosorb W, or Chromosorb P [176). The immo-
bilized phase may be either aqueous or nonaque-
ous.

The formation of emulsions frequently
presents problems in liquid — liquid extraction. Of-
ten such emulsions can be broken by centrif-
ugation, freezing, or the addition of salt.

6.3.2.3. Soxhlet Extraction

Soxhlet extraction is chiefly applied to the sep-
aration of relatively nonvolatile analytes from
solid samples. For example, this technique is use-
ful for extracting pesticides, PCBs, and PCDD/
PCDFs from various matrices, including fatty tis-
sue. soil, and paper [177], {178]. The advantage of
the method is high yield, achieved by continuous
extraction of the sample with fresh extractant. Dis-
advantages include the considerable amount of
time required (typically several hours to several
days), the thermal stress to which analytes are
subjected. and the fact that the analytes are ob-
tained in very dilute form in a solvent, and must
therefore be concentrated in a subsequent step.
Any fat present in the sample is co-extracted.
and this must also be removed separately.

6.3.2.4. Supercritical Fluid Extraction (SFE)

Recently, an extraction method long practiced
in  industry —supercritical ~ fluid  extraction
(SFE)—has also been introduced into the analyt-
ical sector. As the name suggests. SFE employs
supercritical fluids for extraction purposes in place
of the organic solvents of conventional extraction.

A compound is said to be in a supercritical
state when the critical pressure and critical tem-
perature for that particular material are exceeded.
Critical parameters for several relevant com-
pounds are listed in Table 6. Supercritical fluids
exhibit simultaneously properties associated with
both gases and liquids (see Table 7). Thus, like
gases, they are compressible, but they also display
solvencies similar to those of liquids. Any increase
in temperature at constant pressure reduces the
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Table 6. Critical parameters for selected substances [179]

Substance Critical temperature,  Critical pressure.
°C MPa
Xe 16.6 5.83
CHF; 259 4.83
CCIF 28.8 3.9
CO; 311 7.37
N-O 36.9 7.24
NH; 132.2 11.27
CH:OH 2394 8.09
H;0O 374.1 22.04

solvent power of a supercritical fluid, but it also
leads to an increase in diffusion rate, which tends
to lower the minimum required extraction time.
Compared to conventional extractants, supercriti-
cal fluids have low viscosities and diffusion rates
that are higher by a factor of 10—100, both of
which contribute to reduced extraction times. With
supercritical CO; and N,O, which are gases under
normal conditions. the extractant is separated by
reducing the pressure to atmospheric levels, lead-
ing fo simultaneous concentration of the exiract.

Supercritical CO, is the most frequently used
extractant for SFE. It has the advantage of being
chemically rather inert, and its critical temperature
is low, so it is valuable for the extraction of such
thermolabile analytes as steroids and fragrances.
The low critical pressure for CO, opens the way to
a relatively broad range over which the solvency
can be varied through adjustment of the pressure.
Other advantages of CO- as an extractant include
low toxicity, high purity. and low cost. The prin-
cipal disadvantage of CO; is a relatively low po-
larity. Its solvent power with respect to polar an-
alytes can be improved, however. by adding such
polar modifiers as methanol, acetone. hexane, or
dichloromethane.

Extraction with supercritical CO; has been rec-
ommended for separating a wide variety of an-
alytes. including pesticides. PCBs, vitamins, and
fragrances from meat, fish. baby food, and animal
feed [180]-[185]. PAHs. PCBs, PCDO/PCDFs.
and other substances have been extracted from
soil. fly ash, sediment. air particles, polymers,
and plants using supercritical CO; together with
a modifier [186]-[196].

6.3.2.5. Solid-Phase Extraction (SPE)

Solid-phase extraction (SPE) is used for the
selective separation and concentration of analytes
from liquid samples. Extraction of the analytes is

Table 7. Typical characteristics of gases, liquids. and super-
critical fluids

Property Gas Liquid  Supercriti-
cal fluid

Density, g/mL 1072107 06-14 0.1-1

Diffusion coefficient. 10/ 107° 10" - 107

cm/s

Solvency no yes yes

Compressibility yes no yes

based in this case on the distribution of dissolved
substances between a solid-phase surface and the
sample liquid. Separation of various sample con-
stituents may be a result of differing polarities,
differences in molecular size. or differences with
respect to ion-exchange capacity.

Many of the comments above regarding lig-
uid - liquid extraction also apply to solid-phase
extraction. However, the latter has the advantages
that it can be accomplished more rapidly, requires
less solvent, provides more highly concentrated
extracts, and is relatively easy to automate. Lab-
oratory robots and suitable column arrangement
have rendered large parts of the sample prepara-
tion process automatic, thereby facilitating repro-
ducibility and efficient operation [197]. [198].

Many different adsorbents are applicable in
this context (see Table 8). The most common ad-
sorbents for solid-phase extraction are based on
silica gel, the surface of which has been modified
in some way.

Octadecyl surface phases (C,g) are used for the
reversed-phase extraction of nonpolar substances
from aqueous solutions. Typical applications in-
clude the extraction of organochlorine pesticides
[199]-[201], organophosphorus pesticides [202],
chlorinated and unchiorinated hydrocarbons,
triazines [200], [201]. PAHs and nitro-PAHs
[200]. carbamates [200], chlorophenols [200],
[203], aflatoxins [204], plasticizers [205],
vitamins [206], and medicaments such as barbitu-
rates and antibiotics [207], [208].

Shorter octyl phases (Cg) are used for extract-
ing substances of medium polarity. Substances
that bind irreversibly to C;y4 phases can often be
concentrated and re-eluted successfully with Cg
phases.

Normal phase materials, including unmodified
silica gel, aluminum oxide, and Florisil, separate
sample constituents into fractions of comparable
polarity. They are often utilized to separate and
concentrate pesticides [209]-[211], PCBs [147],
[209], and PCDD/PCDFs [212]-[216] from such
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Table 8. Important adsorption agents classified according to type

Nonpolar Polar Anion exchangers Cation exchangers
Octadecyl Cyano Primary amine Carboxylic acid
Octyl Kieselguhr Secondary umine Sulfonic acid
Buty] Silica gel Quaternary ammonium salt

Cyclohexyl Florisil

Phenyl Aluminum oxide

Amino

Diol

biological samples as blood, breast milk, fatty tis-
sue. and foods. Normal phases are also used to
extract polar sample constituents, such as amines,
alcohols, phenols, dyes. medicaments, or vitamins
[217].

Anion exchangers are mainly employed in the
extraction of carbohydrates, peptides, nucleosides,
and amino acids. Cation exchangers are useful for
extracting amino acids and nucleosides [217].

Apart from modified silica gel, the most
frequently used solid-phase adsorbents are acti-
vated charcoal. macroreticular resins (XAD). or-
dinary silica gel. aluminum oxide, and Florisil.
Activated charcoal is a universal adsorbent for
concentrating trace organic materials in aqueous
solutions and air. XAD resins are also commonly
employed for extracting organic trace constituents,
such as alkoxyacetic acids [157], organochlorine
pesticides [200]. [218], carbamates [198]. [202],
and triazines [218] from aqueous matrices.

The activity of these solids must be accurately
adjusted to ensure reproducible results and well-
defined fractions, and sample solutions must al-
ways be carefully dried prior to extraction.

Exceptionally low limits of detectability can be
achieved with automated on-line systems. Here
the complete eluate is analyzed rather than simply
an aliquot, which lowers the risk of evaporative
losses and sample contamination. Automated sam-
ple preparation through solid-phase extraction is
becoming increasingly important in extreme trace
analysis, as in the determination of PCDDs in
tissue or in the blood of uncontaminated persons
[219].

A recently developed variant of solid-phase
extraction is extraction with the aid of extraction
disks [220]. [221]. membrane filter plates on
which an appropriate solid-phase material has
been immobilized. Advantages of extraction disks
include higher flow rates and more rapid material
exchange. Another variant involves the use of SPE
for simultaneous extraction and derivatization. For
this purpose the analyte is adsorbed onto a solid

phase that has been impregnated with a derivatiz-
ing agent, permitting the separation and concen-
tration of analytes that would otherwise not be
adsorbed at all. Solid-supported reagents are use-
ful in such applications as the determination of
organic acids or cannabinoids in plasma [222],
[223].

6.3.2.6. Solid-Phase Microextraction (SPME)

A new technique. which is applicable for sam-
pling in air and liquids or in the headspace above a
liquid or a solid sample. is solid-phase micro-
extraction (SPME). The mechanism of SPME,
which has been developed by PawLiszyN et al.
[225], [226], is based on the partition equilibrium
of the analytes between the sample or the head-
space above the sample, respectively. and a fused
silica fiber coated with a suitable stationary phase.
The amount of analyte extracted by the fiber is
proportional to the initial analyte concentration in
the sample and depends on the type of fiber. After
sampling, the fiber can be thermally desorbed di-
rectly into the injector of a gas chromatograph.
SPME combines sampling. analyte enrichment,
matrix separation, and sample introduction within
one step {226]. Since its development, this inno-
vative technique has found widespread use in en-
vironmental analysis. It has, for example, been
applied in the determination of volatile organic
compounds  [227],  |228]. phenols [229],
pesticides [230], polyaromatic hydrocarbons, and
polychlorinated biphenyls [231] in water.

SPME fibers have been used as air sampling
devices for volatile organic compounds in ambient
and workplace air and give results that are in good
agreement with traditional sampling methods
[232]). Furthermore, grab sampling is used with
stainless steel canisters or glass bulbs in combina-
tion with SPME [226], {233]. The dependence of
the sampling rate on humidity and air temperature
can be eliminated by correction factors [233]. The
main drawback is the Jow storage stability of the
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samples. due to uncontrolled losses of analytes by
adsorption on the walls of the canisters or by
evaporation from the loaded fiber.

6.3.2.7. Miscellaneous Techniques

Microwave-assisted extraction (MAE) is an
upcoming trend in rapid extraction techniques. Is
has been applied recently, for example, to the
extraction and determination of polycyclic hydro-
carbons in marine sediments [234] and in wood
samples [235] prior to an HPLC/UV determina-
tion.

An alternative approach to separating volatile
compounds from liquid and solid samples is dis-
tillation. Simple distillation can accomplish the
isolation of a volatile analyte from a nonvolatile
residue. or separate multiple sample constituents
with widely differing boiling points. A further
application is separation of a sample into fractions
with different boiling ranges.

Steam distillation is an effective way to sep-
arate from a matrix such steam-volatile analytes as
phenol [224], alkylphenols [160], or formic acid
[236]. Steam distillation offers the advantage that
the analyte is recovered in a nearly matrix-free
condition, although it is diluted with a large
amount of water from which it must subsequently
be separated and concentrated. Solid-phase extrac-
tion is particularly useful for this purpose (Sec-
tion 6.3.2.5).

Another technique involving distillative con-
centration of sample constituents is sweep co-dis-
tillation. Here the sample is treated with a highly
volatile solvent introduced with the aid of a stream
of carrier gas. The solvent in turn transports sol-
uble components of the sample to a cooled dis-
tillation receiver. The method is useful for such
applications as the isolation of volatile pesticides
from animal and plant fats [237], [238].

Membrane technigues, including dialysis, ul-
trafiltration, and reverse osmosis, are also applica-
ble to sample preparation problems [239]—[241].
Dialvsis separates analytes on the basis of their
ability to diffuse through a membrane as a result
of a concentration gradient. It is most frequently
used for concentrating analytes in biological lig-
uids. Automation and on-line coupling with liquid
chromatography have both been reported [242],
1243]. Reverse osmosis is very similar to dialysis,
but in this case a pressure difference is used to
cause the solvent to migrate through a membrane
from a region of high analyte concentration to one
of low analyte concentration. Reverse osmosis is

frequently called upon for concentrating large vol-
umes of very dilute solutions. Ultrafiltration is a
method for concentrating large sample molecules
present in dilute solution. Separation in this case
depends directly on molecular size, and occurs
when a sample solution is filtered through a mem-
brane with an appropriate pore size. One possible
application is in the separation of free molecules
present in a biological fluid from similar mole-
cules that are bound to receptors [244]: another
is the desalination of a liquid sample.

6.3.3. Headspace Techniques
6.3.3.1. Static Headspace Technique

Highly volatile analytes can be separated for
subsequent quantitative determination by one of
several headspace techniques. All headspace tech-
niques are based on the Henry — Dalton law, which
states that, in a closed system, the vapor-space
concentration of an analyte depends exclusively
on the temperature and the corresponding analyte
concentration in solution or on a solid surface.
Consequently, raising the temperature causes vol-
atile analytes to separate from their matrix and
become concentrated in the surrounding vapor
space. In the static headspace technique. a gas
chromatographic determination is made of the an-
alyte once equilibrium has been established. The
separation efficiency characteristic of gas chroma-
tography and the virtual absence of matrix-derived
detector noise means that chlorinated, aromatic.
and aliphatic hydrocarbons. along with alcohols,
ketones. and esters, are all subject to determination
essentially free of interference regardless of the
matrix. Limits of detectability in the pg/L range
permit volatile organic compounds to be deter-
mined in body fluids from persons occupationally
exposed to contaminants [245],{246], as well as in
foods [247] and water [248]. Nevertheless, the
distribution coefficient does depend on the matrix.
so a relatively complicated and time- consuming
calibration is essential. Depending on the matrix,
calibration can be based on matrix standards,
standard addition, or internal standardization.

6.3.3.2. Dynamic Headspace Technique (Purge
and Trap)

In the dynamic headspace technique, a carrier
gas is passed continuously through the sample
under investigation. Constant contact with fresh
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carrier gas causes volatile analytes to be removed
gradually and almost completely from the sample.
These are then concentrated on an adsorbent such
as Tenax or Chromosorb. Quantitative transfer of
the analytes to a gas chromatographic column is
accomplished by thermodesorption, using either
on-line or off-line techniques.

The concentration that results (typically by a
factor of ca. 100) leads to limits of detectability in
the ng/L range, permitting the simultaneous anal-
ysis of environmentally conditioned concentra-
tions of as many as 48 volatile organic compounds
in water and such body fluids as blood and urine
[144]. [249]-[251].

6.3.4. Determination of Trace Organic
Materials in Air Samples

Air sampling for analysis of gases and vapors
is accomplished either with the aid of a pump and
subsequent concentration on a solid adsorbent (ac-
tive sampling), or with a collector. in which case
analytes reach the collecting phase via diffusion or
permeation ( passive sampling). Gaseous trace or-
ganic materials in air are often collected by ad-
sorption on activated charcoal, Tenax. or XAD
resin, although other adsorbents such as aluminum
oxide or Florisil can also be used.

Analytes are usually desorbed from the adsor-
bent by washing with appropriate solvents, after
which the eluates can be analyzed by gas chroma-
tography. Carbon disulfide is the most commonly
employed desorption agent [252]. For the desorp-
tion of polar analytes, small amounts of such polar
solvents as methanol. 2-propanol. or 2-butanol can
be added to the carbon disulfide as a way of in-
creasing the desorption yield [253].

Analytes can also be desorbed thermally and
analyzed on-line with a gas chromatograph. This
expedient results in a significant increase in sen-
sitivity, since the entire sample is utilized for the
analysis. One disadvantage is that the binding
power of activated charcoal (the most suitable
adsorption material for most analytes) is too great
to be overcome with conventional thermode-
sorbers, eliminating the possibility of using this
combination for quantitative analysis. Quantitative
desorption from charcoal can be accomplished
with a microwave thermodesorption device. how-
ever, and this microwave thermodesorption is a
mild process, suitable even for such labile analytes
as fragrances [254].

Particle-bound substances like polycyclic aro-
matic hydrocarbons (PAH) are determined by col-
lecting particulate air constituents on glass-fiber or
PTFE filters, or in impactors, followed by extrac-
tion.

6.3.5. Analyte Concentration

Subsequent to one of the aforementioned ex-
traction procedures (e.g., liquid - liquid extraction,
steam distillation, Soxhlet extraction) the analytes
are obtained in extremely dilute form in a large
volume of solvent. Various approaches to concen-
tration are possible depending on the nature of the
analyte, the solvent, the initial volume, and the
target volume.

Aqueous analytes, such as those from a steam
distillation, can be concentrated by either solid-
phase or liquid — liquid extraction (Sections 6.3.2.2
and 6.3.2.5). An analyte dissolved in a highly vol-
atile solvent (as with liquid-liquid or Soxhlet
extraction) is concentrated most effectively by
evaporation of the solvent in a gas stream (e.g..
nitrogen, helium), or with a rotary evaporator or a
Kuderna — Danish concentrator. Losses must be
anticipated with a rotary evaporator. however,
especially of volatile analytes, though even less
volatile constituents may also be lost through cod-
istillation. Recoveries of volatile analytes are
higher with a Kuderna — Danish concentrator. Con-
centrating an extract by solvent evaporation in a
gas stream is appropriate only with relatively
small volumes on account of the low vaporization
rate. Analyte loss is possible through aerosol for-
mation or evaporation.

6.3.6. Derivatization

Separation and concentration of an analyte
must often be followed by some type of derivati-
zation. Derivatization is conducted with one or
more of the following objectives:

1) To facilitate chromatographic separation
2) To increase selectivity
3) To improve the limit of detection

The first objective applies mainly to gas chroma-
tography, and involves the preparation of a more
volatile or less polar form of the analyte. Improved
selectivity is generally less important in this case
due to the large number of theoretical plates avail-
able with capillary gas chromatography columns,
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in contrast to HPLC. However. the limit of detec-
tion plays an important role in both gas and liquid
chromatography.

Most derivatizations for gas chromatography
are esterifications or etherifications. For example.
analytes containing carboxyl groups are often con-
verted into methyl [156],[161], pentafluorobenzyl
[255]—[258]. or triethyl esters [259]-[261]. An-
alytes containing acidic hydroxyl groups (phenols.
chlorophenols, glycol ethers) or amino groups
(e.g.. aniline) can be derivatized with such per-
fluorinated compounds as heptafluorobutyric an-
hydride, pentafluoropropionic anhydride {169]. or
pentafluorobenzoy! chloride [262].

Derijvatization with halogenated compounds
offers the advantage that the derivatives are sub-
ject to extremely sensitive detection with an elec-
tron capture detector (ECD). The disadvantage is
that excess derivatization agent remains in the
sample solution after the reaction, necessitating
its removal prior to gas chromatographic deter-
mination because of the potential for interference
during ECD detection.

Derivatizations for HPLC are designed mainly
to improve the limit of detection, permitting the
use of highly sensitive or selective detectors inap-
plicable to the analytes themselves. Enhanced ab-
sorption of UV/visible light is achieved by the
introduction of chromophoric groups. Analytes
can also be rendered fluorescent by the introduc-
tion of fluorophoric groups.

Carboxylic acids, including formic. acetic, lac-
tic, propionic, malic, tartaric, and citric acids. can
be transformed with benzyl. naphthacyl, phenacyl,
or bromophenacyl] bromides [263], [264]; p-nitro-
benzyl bromide [265]: p-nitrophenacyl bromide:
methoxyaniline; or
p-nitrobenzyl-N,N'-diisopropylurea [266]. [267]
into esters that absorb UV or visible light. a-Keto
acids (e.g., glycolic. glyoxylic acids) are detecta-
ble with UV light after derivatization with
phenylhydrazine [268], [269].

Fluorescent compounds are obtained by reac-
ting carboxylic acids with 4-bromomethyl-7-meth-
oxycoumarin [270]-[273] or 4-bromo-
methyl-7-acetoxycoumarin [274), [275].

Analytes containing hydroxyl groups, such as
phenols, glycols, and alcohols, can be converted
with 3.5-dinitrobenzoyl chloride [276] or dabsyl
chloride [277]-[279] into compounds that absorb
UV or visible light. Fluorescent derivatives can be
obtained with 7-(chlorocarbonyl) methoxy-4-
methylcoumarin [280].

Derivatizations for HPLC purposes are accom-
plished either off-line or on-line. An on-line proc-
ess may involve either pre- column or post-column
reaction depending on the objective.

6.3.7. Coupled Techniques

Various coupled sample preparation and deter-
mination processes are increasingly utilized in
trace organic analysis, whereby separated analytes
pass directly in an on-line way into a chromato-
graphic analysis system. The main advantages of
such on-line procedures reflect the quantitative
nature of analyte transfer from the sample prepa-
ration stage to the analytical determination. lead-
ing to an optimal limit of detection. This approach
also minimizes the risk of sample loss and con-
tamination. However, coupled techniques are rel-
atively difficult to imple-ment. since parameters
must be optimized not only with respect to sample
preparation but also for the subsequent chromato-
graphic separation. One of the most important
coupled techniques at the present time is LC-GC.
Automatic sample preparation is in this case ac-
complished via HPLC, permitting the separation
of a complex matrix, or even a concentration of
trace material. A subsequent capillary gas chro-
matographic analysis results in a high degree of
resolution (with isomeric materials, for example)
and the high signal-to-noise ratio essential for
trace analysis thanks to the availability of such
extremely sensitive and selective devices as elec-
tron capture detectors (ECD). flame photometry
detectors (FPD), phosphorus - nitrogen-selective
detectors (PND), and mass spectrometric detectors
(MSD) [281]~[283]. Coupling is achieved with a
sample loop (loop techmique). which is used to
transfer a small portion of the LC eluate to an
uncoated GC precolumn (retention gap) [284].
Determinations of pesticide metabolites from
maize [285] and organochlorine pesticides from
fat [286] constitute two examples of the wide-
spread application of this technique.

L.C —MS coupling is also becoming an increas-
ingly common analytical method now that effec-
tive interfaces have been developed (particle
beam, thermospray, electrospray). Determinations
of pesticides in sea water [220]. carbamates and
phenylurea derivatives in water samples [287],
and organophosphorus pesticides and chloro-
phenols [288] are just a few examples of the use
of this method.
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LC-TLC coupling constitutes one possibility
for carrying out multidimensional LC. Thus HPLC
(usually reversed-phase chromatography) is cou-
pled with thin layer (adsorption) chromatography
in such a way that the eluate from the HPLC
column is transferred via a capillary column to a
mechanically transported TLC plate [289], [290].

The coupling of SFE with gas chromatography
has also been described. as has chromatography
with supercritical fluids (SFC). Examples include
the separation and determination of PCBs, PAHs.
and pesticides in such environmental samples as
soil and sediments [291]-[294]. A frequently em-
ployed technique for determining traces of pesti-
cide in aqueous samples is the on-line coupling of
solid-phase extraction or dialysis with HPLC
[242], [243]. [295].
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f error probability (risk of second kind)
v degrees of freedom
4 “population” standard deviation

7.1. Subject and Scope

The determination of analytes in very low con-
centration (traces) plays a fundamental role in
many areas of science and technology.

A “trace” means a very small level of a sub-
stance that is present alongside a large excess of
other components. which causes certain etfects
and must be detected (with qualitative infor-
mation) and determined (with quantitative infor-
mation).

A distinction is made between organic and
inorganic “traces.” Examples of organic traces
are dioxins or furans in waste gases from refuse
incineration plants, fluorochlorohydrocarbons
(FCHCs) in the atmosphere, chlorinated hydrocar-
bons (CHCs) in water, and many others. Inorganic
traces are referred to as trace elements, a concept
that includes all elements (i.e., metals, semimetals,
and nonmetals). Despite the different objects that
mustl be monitored analytically, the methods and
instruments in this field have so much in common
that a spectal branch of analysis— trace
analysis — has developed [1], [2].

For trace analysis, analytical methods with ex-
treme powers of detection are required, which
must often be coupled with enrichment steps.
Another requirement follows from the fact that
the traces occur alongside a large excess of other
substances (matrix). The main components are
present in 107 — 10'°-fold excess. Therefore, meth-
ods must be developed that permit trace deter-
minations without interference by the main com-
ponent (i.e.. specific methods):; otherwise, sep-
aration of the trace and main components must
be carried out before the determination.

The possibility of determining traces of ele-
ments arose in the 1920s with the development
of spectrophotometry, spectroscopic methods,
and polarography. Trace analysis was carried out
very intensively and with great sophistication in
connection with the development and production
of the first atomic bomb. Later, it received an
important stimulus from the development of novel
materials, especially semiconductors.

Today, more areas than ever depend on the
results of trace analysis: Nuclear energy, produc-
tion of semiconductors and ultrapure substances,
metallurgy, materials research and production, ge-
ology. mineralogy, oceanography, medicine. an-

imal and plant physiology. criminology, ecology,
and environmental research.

Currently. ecological research and routine
analysis relevant to the environment provide trace
analysis with imporant stimuli. At the same time.
the centers of attention are shifting more and more
from element trace analysis to organic trace anal-
ysis.

7.2. Fields of Work

Modemn technology has many possibilities at
its disposal for solving problems in trace analysis.
A uniform characterization and assessment of
trace-analytical methods requires the clearest pos-
sible definitions: For reporting a content GG, mass
relations — of which the simplest is percentage by
mass —are unequivocal and independent of any
additional information. The contents of the com-
ponents to be determined can vary within wide
limits. Very diverse proposals for the boundaries
of these ranges are found. For practical purposes,
the following classification has been established:

100% - 10 %
10%-0.1 %
less than 0.1 %
1000-1 pg/g
1000-1 ng/g

Main fraction
Minor fraction
Traces

Micro fraction range
Nano fraction range

For nanofractions (contents below ng/g) the term
“extreme trace analysis” has become generally
accepted.

In addition to the specification of content
ranges in parts by mass w, parts by volume o. or
parts by amount of substance x, in trace analysis
the term ppm (parts per million: 1 ppm=
1:10°=107 %) is generally used for parts by
mass w. Still lower concentrations are expressed
in ppb (parts per billion): errors can arise because
the intended reference quantity 10°
(1 ppb=10""%) is called “billion™ mainly in the
United States, but “milliard” in Europe. This quan-
tity is sometimes represented as ppM (parts per
milliard).

In the literature, ppm by mass is still encoun-
tered occasionally, and the ppm term is then used
without further identification. Unfortunately, the
terms ppm and ppb, which preferably should be
used only for problems in solid analysis, are also
used. instead of mass concentration S (or C) in

~ milligrams or micrograms per liter, for specifying



Table 1. Specification of content units in trace analysis

Unit Designation Percentage
Parts by mass w

mg/kg ! ppm 107
pg/kg 1 ppb 1077
ng/kg 1 ppt * 107"
perke I ppg** 107"
Part by volume o

mL/m* ppm 107
uL/m* ppb 1077
nL/m* ppt* 107"
pL/m* ppq ** 10773

* ppt = Parts per trillion.
** ppq = Parts per quadrillion.

the concentration of trace contents in dissolved
samples.

The content of trace components in gases is
indicated as volume concentration ¢ or mass con-
centration 8. Useful units are milliliters per cubic
meter (ppm) and milligrams per cubic meter. The
conversion is carried out according to

molar volume [L/mol]

o{mL/m:’} = . /K[mg/ml‘}

molar mass [g/mol]

The molar volume is usually related to 25°C
and 101.3 kPa and is 22.47 L/mol. For dusts. the
mass concentration f§ (mg/m3) or the particle con-
centration C (particles/m” or fibers/m) is used.

Table | surveys the specification of content
data in trace analysis. Limiting factors for the
optimum choice of an analytical method for a
trace-analytical problem are the portion of sample
available and the expected mass concentration f§ of
the analyte.

The sample portions or sample volumes most
frequently used are in the range of a minimum of
grams or milliliters to micrograms or microliters.
Modern methods (e.g.. capillary zone electro-
phoresis, CZE) require sample volumes only in
the nanoliter range. This results in a high mass
sensitivity that leads into the range of detection
of individual molecules or atoms. By coupling
capillary zone electrophoresis with laser-induced
fluorescence detection, an absolute total of 600
molecules has even been detected.

Clearly distinguished from this is the “concen-
tration sensitivity” of the individual methods. The
current state of the art is ppm analysis of a wide
range of analytes in a variety of matrices. The
trend to ppb and in a few cases ppt (107'° %) (parts
per trillion. 107'?) without enrichment is expected.
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7.3. Methods of Modern Trace
Analysis

Modern trace analysis is characterized by two
different strategies, whose orientation is more
physical or chemical. respectively:

1) Application of instrumental direct methods
2) Development of chemical-analytical com-
pound methods

Instrumental Direct Methods. In instrumental
direct methods, after sampling and possibly sam-
ple preparation, the sample is analyzed directly.
Instrumental direct determination methods are
usually matrix-dependent relative methods. A
mathematical correction of the matrix effect is
possible only in particular cases (e.g., X-ray flu-
orescence analysis, XRF). To compensate for sys-
tematic errors, therefore, standard reference mate-
rials are required. which must be very similar in
composition to the sample to be analyzed (see
Section 7.4.5). However, an optimum power of
detection at high accuracy (freedom from system-
atic error) can be achieved only when the trace to
be determined is present in isolated form in the
highest possible mass concentration. In many
cases of trace analysis, therefore. more complex
multistage (compound) methods are required.

Compound Methods. In compound methods,
after dissolution or digestion of the sample, the
analyte is separated from the matrix, usually en-
riched, and then determined (Fig. 1). The calibra-
tion is relatively simple because the analyte com-
ponents have been isolated. The only standards
required are analyte solutions of known concen-
tration, since the matrix can no longer interfere
with the determination. The advantage of easy
calibration is lessened, however, by the fairly large
number of operations and the correspondingly
greater risk of systematic errors (Fig. 1). This re-
quires very careful and complicated optimization
of compound methods to reduce such errors,
which today are a central problem of extreme trace
analysis. Compound methods are therefore often
carried out in closed systems (digestion, enrich-
ment, and/or separation in one apparatus) to pre-
vent errors in the determination of trace contents
resulting from the sample environment and sample
preparation steps. The necessary trace-analytical
hygiene is as important for samples as for stand-
ards, solvents, reagents. vessels, instruments, and
the laboratory atmosphere. If the highest purity is
required, particle emission by laboratory person-
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[ Compound methodls) |

Systematic
errors

Blank values,
losses,
inhomogeneity

Sample
preparation

Blank values, N 0®o
losses Digestion .8 g
Ce0

Blank values,

Separation
losses
o
Measurement Determination
errors,
catibration
errors

Figure 1. Systematic errors in direct and compound methods

nel must also be considered. Work is therefore
carried out in clean rooms or clean boxes, through
which laminar flow of filtered air occurs.

New operating techniques (e.g.. flow meth-
ods). in combination with modern instrumental
methods. enable the separation and enrichment
processes to be automated in quasi-closed systems,
and have contributed substantially to the increas-
ing establishment of such composite methods in
trace-analytical practice [3].

Despite the recognizable advantages of com-
pound methods, work is increasingly being carried
out on the (further) development of multielement
methods with high powers of detection, especially
for micro samples. Table 2 shows a survey of
modern instrumental multianalyte methods.

Particularly for determining organic trace con-
tents, analytical methods are used that combine
systems with different measurement principles
and therefore different selectivity (coupled or hy-

Direct methodi(s)

Systematic
errors

Blank values,
losses,
inhomogeneify

AN
L A
AN\
~~mv~— (090 Q.O)JJ
h-v co o °
o.oo o]
33 s% Measurement
errors,
h-v calibration
errors

phenated techniques). Chromatographic methods,
particularly gas chromatography, supercritical
fluid chromatography (SFC), high-performance
liquid chromatography, and capillary electro-
phoresis (CE) are often coupled with spectrosco-
pic methods [7], [8). The most important coupled
systems in trace and environmental analysis are
the following:

GC -~ MS. FTIR, AES/AAS. FTIR - MS, ICP -MS,
SFC ~ MS. FTIR, AES/AAS, FTIR - MS, ICP - MS,
HPLC ~ MS, FTIR, AES/AAS,

CE - MS. UV

Coupling of Chromatographic Methods
HPLC -GC. HPLC -GC -MS, SFC-GC-MS,
HPLC -TLC-FTIR

The advantages of such coupled techniques lie
in a frequently effective separation of the matrix

* (improvement of the accuracy). an increased



Table 2. Multianalyte methods [4]-]6]
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Method Concentration Matrix effects “ Simultaneous  Sequen-
range, ppb tial

Mass spectrometry (MS) 1-10 ++ +

Spark ion source MS (SSMS)

Secondary ion MS (SIMS)

Inductively coupled plasma MS (ICP-MS)

Glow discharge source MS (GD-MS)

Laser-induced MS (LMS)
Neutron activation analysis (NAA) i-10 (+) +
X-ray fluorescence analysis (XRF) 10” - 1000 ++ +
Total reflection X-ray fluorescence (TRXRF) 10-100 +4+ +
Atomic emission spectrometry (AES) 1H0-100 (+)
Inductively coupled plasma AES (AES - ICP) 1-10 +++ + +
Atomic fluorescence spectrometry (AFS) 100 - 1000 ++ +
Gas chromatography (GC) 10-100° +
Capillary GC 1-10 ¢ +
High-performance liguid chromatography (HPLC) 10-100° +
Capillary zone electrophoresis (CZE) 100- 1000 +

" +=low ... +++=high.
» Wavelengih-dispersive XRF (WDXRE).
© Dependent on detector principle.

power of detection, and a contribution to specia-
tion analysis [9].

7.4. Calibration and Validation (see

also — Chemometrics)
7.4.1. Conceptual Problems

A fully defined trace-analytical procedure is
characterized by the concentration range. as well
as the calibration function, the precision and ac-
curacy. and the limits of decision, detection, and
possibly quantitation. The use of the three last-
mentioned terms in the literature unfortunately is
not uniform and requires international standardi-
zation.

The limit of decision is an important criterion
in the optimization of a trace-analytical procedure
and the comparison of methods. It depends greatly
on possible errors in individual steps. It can be
determined in many different ways, which may
vary in their complexity [10], [1]] and whose
general applicability on national level is still being
elaborated [11], [12]. The precise specification of
the means of calculating the limit of decision
should therefore be a part of the analytical instruc-
tions. Determination of the limit of decision and
determination of an analyte are based. except in
the case of absolute methods (gravimetry, cou-
lometry), not only on the actual course of the

analysis but also essentially on the results of the
calibration process.

7.4.2. Errors

Like any analytical procedure. trace analysis is
subject to sources of error that can lead to system-
atic and random falsification of the observed
values or test results. The reliability of results is
therefore determined by the accuracy and preci-
sion. Measures of the precision are repeatability
and reproducibility.

Observed values or results of measurement
means a set {v), ya, ..., vy} of N recorded values
v, (withn=1,2,....N)of a signal quantity ¥ (e.g.,
absorbance) that result from N given values x,
(n=1, 2, ..., N) of a concentration quantity X or
from which an analytical result xo can be derived
(calculated).

Svstematic errors lead to one-sided displace-
ment of results. Two cases exist. Case A: If the
trace component to be determined is absent from a
sample (v, =0). its presence can be simulated
(e.g., if the value y, of the signal quantity Y spe-
cific to the analyte exceeds a critical level yg.).
For case B, in the presence of the analyte (x5 >0),
two extreme situations are conceivable: The “com-
plete” loss of analyte (which leads 10 yo < Yeri).
or an analyte content that is no longer in the trace
range (va > Yer)-

The risk of a wrong decision (in case A to
accept the presence of the analyte. or in case B
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Figure 2. Illustration of problems in simultaneous consideration of the signal and calibration domains

to exclude its presence) can have quite different
importance in the two cases. This is not discussed
further here, since systematic sources of error can
in principle be recognized and eliminated (see
Section 7.4.4).

Unavoidable random errors cause a two-sided,
random deviation of individual observed values
from a particular value (target value, mean, medi-
an) and also result in different risks in the assess-
ment of the signal or the reporting of analytical
results.

7.4.3. The Critical Signal Value and
Limits of the Procedure

The critical signal value y.; plays a central
part in determining the characteristics of the pro-
cedure. Via an experimentally supported or calcu-
lated calibration relation (e.g.. Y=ap+a,X) it
leads to the limit of decision Xx.;j =Xgecision (S€€
Fig. 2).

The critical signal value is determined most
simply from repeated analysis of several blank

analytical portions or from repeated measurement
of one blank analytical portion. the Iatter, howev-
er. provides less real characteristic quantities. Al-
so, in the case of an absent analyte (x=0), a total
of N, randomly determined signal values y, (b=1,
.. .. Np). are measured, which must not be zero and
whose important characteristics can be calculated
easily.

Mean 1 N,
Folank = T Sopii ¥
Yolank 2ab=| Yi

Ny, 4

1

Variance > A - )
Stlank = N 1 Do % = Poa )’
=

Standard deviation . o
Splank = V/ Sitank

The upper limit of the confidence interval of
the mean of the blank value is then regarded as the
critical value y.;, of the response value.

1
Yerit = Volonk + -‘blunk’q(") \/ /7
h



It can be calculated by means of a tabulated value
for Student's ¢ distribution with v=N,, - | degrees
of freedom and order g=1-a (one-sided values)
(— Chemometrics).

The notation for the ¢ values is according to
[13]. This notation assumes a symmetrical distri-
bution of the observed value signals. However, for
trace determinations. this idea, and particularly
that of normally distributed values. are frequently
unjustified. A logarithmic transformation may be
necessary [14], [15].

If a signal value of any test portion falls above
this critical value. one can assume, with a certain
risk of error o, usually set at 5 % (o =0.05), that the
signal value is not a blank value but results from
the presence of analyte. At this point the qual-
itative decision about the presence of an analyte
is made with respect to the signal.

The corresponding critical concentration
Xerit = Xdecisions the limit of decision, is obtained
by combining the calibration relation with the ex-
pression for v . by assuming that Fyjank = do-

Sblank /

15" !
a; ? \/N/,

Xgecision =

Optimization of the limit of decision is thus
possible by reducing the standard deviation of
the blank value, increasing the sensitivity a,,
and increasing the number N, of blank value
measurements. The numerical value of the limit
of decision can also be improved by taking future
analytical steps into account (i.e., the number N,
of analyses of the analytical portion). If the stand-
ard deviation is assumed to be the same for the
actual analysis as for the blank value measure-
ments, then

Sblank 1 1
gy — +
a al Np Nq

Necision =

A more sophisticated way to obtain the critical
signal value is to calculate the upper confidence
limit of the intercept a, of the calibration relation
that was derived from N, measurements of analyt-
ical calibration portions [11]:

Yemr = o +5re\’q(" =N -2

(The residual standard deviation s of the calibra-
tion model and the sum of the squares of devia-
tions SSyy are defined in Section 7.4.4; %% is the
mean of the concentration in the calibration step.)
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By inserting this expression in the calibration
model, the limit of decision is again obtained. This
limit could be lowered if the mean of the calibra-
tion range lay as close as possible to the limit of
decision, In fact, the highest concentration value
should be lower than 10 X Xgecision- Figure 2 shows
that the statistical distribution of observed values
near the limit of decision provides values that fall
with 50 % probability within the spread of the
mean blank value. In other words, at this point
the risk of wrongly accepting a blank signal as
an analyte signal (an error of the first kind with
a probability of «) is very low, but the risk of still
rejecting an analyte signal as a blank value signal
(an error of the second kind with a probability of
f) is very high. An analyte signal is thus reliably
detected when the last-mentioned risk is as small
as possible. For o = f, therefore, the limit of detec-
fion is twice the limit of decision (— Chemomet-
rics).

As can be seen in Figure 2, for a particular
observed value Vguanimion @0 acceptable analyte
interval £Ax (for Xguamitation) can be indicated only
if Ax =~ s../a; is not too large. This quotient is a
critical quantity for the practical application of an
analytical method. In addition, the relative stand-
ard deviation of an analyte result must sometimes
not exceed a specified maximum. These two re-
quirements lead to the definition or pragmatic set-
ting of so-called limits of guantitation. Since such
limits depend on the particular value observed,
they cannot be regarded as meaningful character-
istics of the method.

Historically. the simple ko criteria used in Fig-
ure 2 are based on numerous simplifications. They
are usually based on the standard deviation ¢ of
blank value measurements: The limit of decision is
defined with & = 3, the limit of detection with k=6,
and as one possibility, the limit of quantitation
with k=10 [16]. (The k values take into consid-
eration the probability x of erroneous statistical
and, therefore, erroneous analytical decisions.
Thus, by fixing & or a, the purpose of the particular
trace-analytical procedure can be taken into ac-
count.) The basic considerations in such def-
initions of method limits extend back to
H. KAISER [14] and G. EHRLICH [17]. KAISER also
tried to define characteristic quantities of methods
for multicomponent analysis. For reasons of space,
simultaneous multicomponent analysis cannot be
discussed here [18]. [19]. The previous discussion
reveals how delicate results of trace analyses are in
general. To achieve a responsible discussion in
public it should be at least reported together with
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confidence limits (— Chemometrics) and single
values (means) should never be compared to crit-
ical target values.

7.4.4. Adequate Calibration Models

Calibration means the recording of observed
values of response feature Y (signal quantity) typ-
ical of the method as a function of the analyte
feature X (concentration or content) from N, solid.
liquid, or gaseous test portions. If possible. the
analytical calibration portions should originate
from different standard reference materials
(SRMs), whose residual composition (matrix) cor-
responds largely to that of the expected analytical
portions. If only one standard material or one
standard portion is available. the analytical cal-
ibration portions should be prepared by spiking a
blank test sample (standard addition) rather than
by dilution of the standard (see Section 7.4.5).
Here, analytical calibration portions for which
the sampling error is negligible are assumed. (For
nomenclature of sampling steps and of the aliquots
arising from sample preparation steps, see [20].)

The objective of the calibration is to set up and
statistically ensure the mathematical model of the
functional dependence of the signal quantity Y on
analyte content X. Linear models of the type

Y =uy + X

are most widely used.

Calibration in the narrower sense means deter-
mination of the sensitivity a,. If N, pairs of values
(x,. y,) are available (n=1, 2, ..., N_.), from which
the arithmetic means (%. ¥) have been calculated.
the sensitivity a, (regression coefficient, slope)
can be calculated easily with the sum of squares
of deviations from n=110 N, , SSxx = (x,—%)° and
SSyy= G, — i)z and the sum of products of devia-
tions SSyy= (x,—%) (v,—¥) where a;=5Sx/SSxx.

Since all straight lines of calibration pass
through the center of gravity of the data (%, ¥),
the constant g, is obtained from the model equa-
tion.

Strictly speaking, a, and a; are estimates of the
true but unknown characteristic quantities of the
calibration model, which represents an unknown
relationship between Y and X. For that reason. a,
and a, are used. The ¥, calculated by this model
for every given x,, generally differs from the meas-
ured v,, by the residual res, =v,—¥,.

This model is based on several assumptions:

1) The quantity X can be set at points .x,, without
error

2) The variance of Y (at points x,,) is constant in
the calibration range (“homoscedastic”, which
can be tested with the Cochran test[13],[21]: if
the assumption is not confirmed, weighted re-
gression models should be used)

3) The quantity Y (at the points x,) shows a nor-
mal distribution (see Fig. 2, left) and is outlier-
free (the latter situation is tested with the
Dixon test [13], [21]; if the assumption is
not confirmed, a robust regression method
can be used, for example)

4) The residuals res,, (see Figure 2) are normally
distributed and do not correlate with the values
of x, (which can be tested qualitatively by
simply plotting res,, against x,; if the assump-
tion is not met, a nonlinear analyte —signal
relation rather than linear may be valid)

In general, a linear model is naturally assumed
to be justified. If tests [for coefficients of deter-
mination, goodness of fit (GOF) and lack of fit
(LOF); see below} show this to be improbable, a
nonlinear calibration must be selected, in the sim-
plest case by using quasi-linear models (consid-
eration of higher powers of X; polynomials). or
piecewise linear calibration can be performed [22].
(A survey of various basic regression models can
be found in [23]).

In trace-analytical methods the nonconfirma-
tion of item 1 above must be reckoned with. The
characteristic quantities ap and a, can then still be
calculated within the framework of a linear model:

1) a; = sgn (corxy) v/SSyy/SSxx. if the error
ratio (corresponding to the long-term standard
deviations) of the two response features Y and
X is equal to the slope. .

2) ay = 4 + sgn(corxy) \/(4)" + 1  where
d = M if the errors of ¥ and X are
equal (orthogonal regression)

3) ay=SSxy/(SSxx—N. - 0°x). or

4) (l]=(SSyy—N(-'(72)')/SSXy, if the (long-term)
variances ¢~ of the response features are
known from previous experiments. For more
details and alternatives see [24].

The characteristic quantities obtained for the
straight lines must be tested for their statistical
significance and should be quoted with a con-
fidence interval. Their standard deviation is a
function of the residual standard deviation s, of
the regression model. This is defined as:



Sres =

and also determines the width of the confidence
band around the straight line of calibration.

If at the points x, of the calibration range. only
single measurements y, are available. the quality
of the calibration model can be evaluated only as a
whole (sum of systematic model errors and ran-
dom experimental errors) usually by testing the
goodness of fit and by testing the coefficient of
determination.

Only if replicate measurements of y, have been
made for at least one point x,, model errors and
experimental errors can be weighed against each
other by LOF and complete analysis of variances,
ANOVA (- Chemometrics). Replicate measure-
ments also reduce the width of the confidence
band.

Modeling, tests, calculation of the character-
istic quantities of the method, and graphical visu-
alization are supported by computer programs
(e.g.. [25]), which however usually consider only
certain aspects of the cualibration. An alternative
method of calibration for imperfect response fea-
tures and concentration quantities is to apply fuzzy
theory [26].

7.4.5. Quality Assurance and Standard
Reference Materials

Perhaps the greatest problem in trace analysis
is assurance of the accuracy of the results (i.e., the
avoidance of systematic errors). Systematic
sources of error are possible in every step of an
analytical process. The most reliable method for
detecting systematic errors is continuous and com-
prehensive quality assurance, particularly by oc-
casional analysis of (certified) standard reference
materials. Strictly speaking, an analytical method
cannot be calibrated if suitable (i.e., representa-
tive) standard reference materials adequately rep-
resenting the matrix of the expected test samples
are not available. However, internal laboratory
reference materials can then usually be prepared,
whose matrix largely resembles the matrix of the
test portions expected. If problems occur in the
preparation of such reference samples, the stand-
ard addition method (SAM) can be applied, in
which internal laboratory standards are added
stepwise to the test sample (analyte and matrix)
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and the sum of the two analyte contributions (from
sample and standard) is determined.

In these cases. however, the danger exists that
the speciation of the analyte in the added standard
and that in the real sample are not identical.

Internal quality assurance can also be carried
out by comparison of methods. In this case. two
methods or procedures that are completely differ-
ent in analytical principle should be applied to the
same analytical problem. Comparison of one's
own method with a certified method, is most vse-
ful. If the results of the two methods are plotted
against each other in a scattergram, in the ideal
case all values fall on a straight line with slope
ay =1 and intercept a,=0. Here again, depending
on the ratio of the random errors of the methods
being compared, the characteristic quantities of
the straight line corresponding to the actual data
can be calculated as shown above, and interpreted
and tested (statistically assured) as systematic ad-
ditive (ap) and multiplicative (a;-X) error contri-
butions.

External quality assurance, usually by partic-
ipation in interlaboratory (round robin) tests, also
contributes to the detection and avoidance of sys-
tematic errors.

However, the mere use of standard reference
materials offers no guarantee of accurate, error-
free calibration. Thus, many solid SRMs are use-
less for the calibration of solid microanalyses if
the danger of microinhomogeneities is not rec-
ognized and if the minimum amount of test portion
is not chosen accordingly {27].

This illustrates not only the difficulty of carry-
ing out “perfect” quality assurance but once again
the problems of reliable trace analysis in general.

7.5. Environmental Analysis

7.5.1. The Problem

The task of environmental analysis is the iden-
tification and quantification (screening and moni-
toring) of contaminants [28]. The analytical char-
acterization and evaluation of dangerous wastes
from the past are typical examples of applied en-
vironmental analysis. Traditionally, for the risk
assessments of old waste deposits. analytical
methods (in the form of costly laboratory analysis)
are used remote from the site of investigation [29].
At abandoned waste deposits and industrial sites.
contaminant distributions are extraordinarily het-
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Table 3. Some activities of the US EPA in field analytical
methods: number of sites by technology (EPA 542-R-97-011,
November 1997)*

Technology Number of Sites
Immunoassay 43

X-ray fluorescence 39

Cone penetrometer sensor 34

Gas chromatography 24
Fourier-transformed infrared spec- 3

trometry

Colorimetric test strip
Fiber-optic chemical sensor
Mercury vapor analyzer
Biosensor

02 W

* Some typical reports:

Cone penetrometer coupled with laser induced fluorescence
probe

EPA/600/R97/019 (SCAPS-LIF). EPA/600/R97/020 (ROST)
Field portable gas chromatograph/ mass spectrometer
Bruker-Franzen EM 640 (EPA/600/R-97/149)

Viking SpectraTrak 672 (EPA/600/R-97/148)

Ficld portable X-ray fluorescence spectrometer
(EPA/600/R-97-144.-145.-146)

Draft EPA Method 6200, March 1996: “Field Portable X-Ray
Fluorescence Spectrometry for the Determination of Ele-
mental Concentrations in Soil and Sediment”.

erogeneous in relation to surface, depth, and com-
position. As a result. by inexpert and not directly
verifiable sampling. errors of many hundred per-
cent are caused that are strikingly disproportionate
to the complexity of the analysis of the sample
material [30]. This inconsistency between precise
but cost-intensive single-sample analysis and an
incorrect sample can be avoided by applying on-
site measurement techniques with hand-held de-
vices, portable devices. or mobile devices with full
laboratory capability installed in a vehicle [31]. In
the case of on-site work, the analytical results are
mostly of limited precision, but since sampling,
sample handling, sample preparation, and analyt-
ical work are combined directly at the site the
information density is higher.

The cost of surveying and subsequent redevel-
opment has induced the EPA, within the frame-
work of its SITE program, to start a monitoring
and measurement technology program (MMTP).
Part of this is the Environmental Technology Ver-
ification Program (ETV). The objective of this
program is to organize the application of modern
analytical techniques for field capability, to create
new analytical methods for the field, and to apply
these methods in addition to standard EPA speci-
fications for contaminated sites [32].

The EPA has founded an online Field Analytic
Technologies Encyclopedia (FATE), available on

the Internet at http://fate.clu-in.org/. Summaries of
applications of field analytical and site character-
ization technologies are available at http:/clu-
in.com. Some activities of the EPA are listed in
Table 3. The newest results will be presented
yearly at ON-SITE ANALYSIS conferences
(http://www.infoscience.com). In Europe, too,
there is some activity to establish such field
screening methods [33].

7.5.2. Possibilities of Mobile Analysis
7.5.2.1. Definition and Requirements

Mobile analysis is a special form of on-site
analysis in the environmental sphere. For this pur-
pose the devices (sampling, sample preparation,
measurement devices) are transported in a vehicle.
The equipment can be integrated permanently into
the car or operated hand-held.

In the screening mode. it needs methods which
can identify unknown components and also quan-
tify them. In the monitoring mode. the contami-
nant is known but not its distribution. In this case
the analytical methods must be selective for the
quantification of the contaminant. A typical exam-
ple is the monitoring of organics (e.g., TNT, PAH)
with immunoassay kits accepted by the EPA.

Mostly the field methods have higher detection
limits than laboratory methods. Sample prepara-
tion and analytical procedure must be fast without
extensive clean-up and separation steps.

The large amount of analytical information
collected in the field is typical for mobile on-site
analysis. The analytical techniques enable imme-
diate analysis at the contaminated site, rapid
change of site, and the necessary flexibility (sur-
veying, site description, drill-core analysis, inci-
dent and damage analysis) in different measure-
ment positions and at different sites.

Requirements for the use of field measure-
ments are summarized below.

Analytical Parameter
Determination of field and sum parameters,
toxic metals, anions and cations,
Organics: volatile organic compounds (VOC),
total petroleum hydrocarbons (TPH), polynu-
clear aromatic hydrocarbons (PAH). polychlo-
rinated biphenyls (PCB), pesticides
in soil, water, and soil vapor



Process Conditions
Sample preparation without or with only little
chemical work
Linearity of the analytical signal over several
orders of concentration
Large range of variation with small response of
the analytical signal (robustness of the analyt-
ical method)
Multiparameter analysis with high selectivity
Simple procedures that require little knowledge
of analytical chemistry
Low cost of the analytical procedure

Equipment Technology
Rugged design toward mechanical and climatic
stress
Low-energy configuration
Minimum space requirement of the equipment
with high operating convenience
Autonomous electrical energy generation
Availability of working surfaces and techniques
for handling samples
Computer technique, modem connection,
global position system device (GPS)
Geo-Environmental software (visualization and
grid optimization)

Possible analytical methods for use in the field
(ppm range or higher) are listed in what follows:

Field and global parameters

Hand-held devices for the water field param-
eters [T, pH, electroconductivity (EC), dis-
solved oxygen (DO), oxidation —reduction po-
tential (ORP)]

Hand-held monitoring techniques for VOC and
gases: flame ionization detection (FID). photo-
ionization detector (PID), thermal conductivity
detector (TCD). infrared sensor (IR). see Fig-
ure 3,

Transportable equipment for measuring adsorb-
able organic halogen compounds (AOX),
chemical oxygen demand (COD), total organic
carbon (TOC)

Anions/Cations
lon-selective sensors, reaction kits. photometer,
voltammeter for the determination of ions in
water or leachates

Toxic Metals
EDXREF analyzer (hand-held or transportable,
X-ray tube or radioactive isotope source) for
elements in soils
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Organics
GC, preferably with MS coupling and sample
preparation [extraction, purge & trap,

spray & trap, solid phase extraction (SPE), solid
phase microextraction, headspace, thermode-
sorption, soil air trap]. nondispersive infrared
spectroscopy (NDIR). FT-IR, TLC, immunoas-
says and biosensors (for determination of de-
fined substances)

7.5.2.2. Example of Equipment

Only in some cases are devices designed for
work under field conditions. Generally, they are
applicable for the determination of inorganic
traces in water or leachate and also for the deter-
mination of gases and VOC in the soil air. Some
special instruments (NDIR) exist for the deter-
mination of TPH in soils under field conditions.
However, modern laboratory analytical devices
are generally so safely transportable that they
can be carried along, secured for transport, in ve-
hicles and installed at the site of application. Part
of the relevant technology has already been de-
signed for mobile application. Examples include
metal analysis by using EDXRFA (e.g., Spectrace
QuanX, SpecTrace 6000, SpecTrace 9000) and the
GC/MS EM 640 (membrane inlet and direct inlet)
from Bruker Daltonik Bremen and Viking Spec-
traTrak 573 from Bruker Daltonics. The equip-
ment is also fully suitable for work under lab-
oratory conditions.

The equipment plan of a vehicle is determined
largely by the planned task. For a widespread use
of mobile on-site analysis, GC/MS and EDXRF
are the base instruments. The devices work also
with autosamplers. In the case of EDXRFA, the
measuring results in the ppm range are obtained in
15 min, including sample preparation (drying.
milling). In the case of GC/MS studies it is a
function of the analytical problem and the quality,
the amount, and the composition of the organics.
The upper time limit for obtaining the analytical
information is not less than one minute.

7.5.3. Selected Applications of Mobile
Analysis

7.5.3.1. GC-MS Screening and IMS monitoring
A typical example of the application of

GC-MS is the field screening of soil gas composi-
tion because of its simple sample preparation tech-
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Figure 3. Typical example of the application of hund-held monitoring technigue for the soil gas emission of a landfill site (depth
of exploration of the drilling points: 1.50-1.80 m: visualisation by using SURFER software)
A) Determination of CH, distribution with an IR sensor: B) Determination of H>S distribution with an electrochemical sensor

nique. A case study was to determine the VOC
distribution, especially of tetrachloromethane
(TCM), in a housing estate in the neighborhood
of an old factory site. The first step of such studies
is the determination of the soil gas composition
and of the major components. The next step con-

sists of choosing a fast, simple, and inexpensive
measuring method for monitoring and controlling
the major risk component, in this case TCM. Pos-
sible methods of TCM detection are gas reaction
tubes, a hand-held photoionization detector (PID),
a mobile gas chromatograph, a hand-held ion mo-
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Figure 4. Presentation of some TIC runs of soil gas samples (garden, terrace; bore hole depth 2 m). gas standard and indoor air

samples (cellar)
TCM =tetrachloromethane; TCE = trichloroethylene

bility spectrometer (IMS), and a mobile GC-MS.
The application of gas reaction tubes is simple, but
time consuming and expensive with poor repro-
ducibility of results. The linear range of deter-
mination lies in an order of magnitude, and there
is a pronounced nonconformity between the dif-
ferent tube types. The PID with the typically used
10.6 eV UV lamp is not suitable for TCM deter-
mination. The IMS is the fastest instrument (over-

all analysis time < 2 min). It gives only a sum
signal for halogenated hydrocarbons in the neg-
ative operation mode (selective detection of a Cl
peak) with high sensitivity (< 0.2 vol ppm), but
with a small range of linearity of determination
and the possibility of extension by using a dy-
namic gas dilution. The mobile GC-MS system
is the best technique in all the cases of field
screening of nonpolar compounds with a high dy-
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Drifttime, ms ——»

Figure 5. CCl, detection in soil gas (sampling depth 1.80 m)
by using ion mobility spectrometry (8 bit IMS type RAID 1|
from Bruker-Saxonia in the negative mode, push injection of
1 mL soil gas, measurement of the Cl-peak

red peak: sample taken near a walnut tree; Green peak:
sample taken at the garden fence

Spectral range with two different sample injections (top) and
a typical single spectrum (bottom) with a Cl peak (green)

namic range of more than three orders of mag-
nitude under real field conditions and also allows
the detection and identification of other contami-
nants. The system is expensive and its operation is
not simple. A good compromise is to use GC-MS
as a master instrument and IMS as a fast monitor-
ing instrument. The accordance of results between
GC-MS and IMS is better then 20%. Figure 4
summarizes the application of GC-MS in this
field. After collection (indoor air and soil gas of
boreholes) of the volatile organic compounds on
TENAX TA the organics are thermodesorped and
separated by gas chromatography. The total ion
chromatogram (TIC) is analyzed with the aid of
a MS spectra data bank and analytical software
specially set up for the system (in this case Bruker
DataAnalysis software), and the substances are
identified. The system is also calibrated for quan-
tification and the concentrations of substances are
calculated with the aid of the software.

Figure 5 shows the detection of TCM by ion
mobility. The term ion mobility spectrometry
refers to the principles. practice. and instrumenta-
tion for characterizing chemical substances by
means of gas-phase ion mobilities [34]. Ion mo-
bilities are determined from ion velocities that are
measured in a drift tube with supporting electron-
ics. lon mobilities are characteristic of substances
and can provide a means for detecting and identi-
fying vapors. In practice, a vapor sample is intro-
duced into the reaction region of a drift tube in
which neutral molecules of the vapor undergo
ionization, and the resultant ions, i.e., product
ions, are injected into the drift region for mobility
analysis. Mobility K is determined from the drift
velocity attained by ions in a weak electric field of
the drift region at atmospheric pressure. The nor-
malized value K is a characteristic constant of the
product ion (in this case Kn=2.79 em?V7's! for
the CI peak).

By using a mass spectrometer with direct inlet
(e.g.. Bruker EM 640S) it is possible to inject
directly the soil air samples and to report only
the typical mass fragments of TCM in the SIM
mode (Fig. 6). In this way the analytical procedure
is faster and more sensitive. The TCM distribution
using all results of IMS and GC-MS measuring
can be visualized with special software (e.g.,
SURFER software from Golden Software Inc.).
An example of TCM distribution is incorporated
in Figure 6.

7.5.3.2. Elemental Analysis by Mobile EDXRF

Energy-dispersive X-ray fluorescence analysis
(EDXRF) has proven to be ideal for on-site
analysis [35]. With the availability of Peltier-
cooled semiconductor detectors in EDXRF. its
mobile application to field screening of toxic met-
als is unproblematic. In combination with geo-sta-
tistical methods or geographic information sys-
tems this technique provides important and mean-
ingful information about the distribution of con-
taminants on hazardous waste sites. In Figure 7
this is illustrated by the determination of the metal
distribution in a flood plain area in the neighbor-
hood of a landfill site. A radioisotope is used to
excite the characteristic fluorescent X-rays in a
sample in hand-held devices. The instruments
are rugged, fast, and easy to use. The sensitivity
is lower than that of instruments equipped with
adjustable X-ray tube sources. which have a de-
tection limit in the ppm range. EDXRF can simul-
taneously determine 20 or more elements from
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Figure 6. Selective detection of tetrachloromethane (TCM) contaminations by using SIM mode (measuring conditions: Bruker
Daltonik GC/MS EM 640S with direct inlet: split 1:10; direct injection of .2 mL gas samples, 30 m HP 5 ms. d;=0.25 mm.
fin=0.25 mm). The upper part of the figure incorporates the 3D visualisation of TCM distribution of soil gas (sampling depth
1.80 m: combination of IMS and GC-MS data) of part of the contaminated area in the neighborhood of the housing estate

sodium to uranium within only a few minutes. The
instruments are also applicable in the laboratory.
Some of these (e.g.. the QuanX from Spectrace)
also work with a 20-position sampler for auto-
matic operation. The sample preparation is simple
and fast and consists of drying and milling (par-
ticle size < 100 pm). The accuracy of the results
depends on the quality of the used standards and
the difference between the matrix of the standards

and the sample (Fig. 8). Therefore, the results
were calculated with the so-called Fundamental
Parameter algorithm supplied with the spectrom-
eter software. This algorithm corrects automati-
cally for interelement and matrix effects. For this
reason, no site-specific calibration is required,
which is an enormous advantage over empirical
calibration models.
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Figure 8. Reproducibility of the field screening EDXRF method [mean value, standard deviation (SD) and gaussian distribution of
Pb content in excavated material from a waste disposal site]: determination of the repetition accuracy over a time scale of two

months

Typical for the application of mobile EDRFA
is the fast determination of element distributions in
drilling cores or in finding hot spots in soil profiles
(Fig. 9).

7.5.4. Conclusions

Field screening methods are used to determine
the presence or absence of typical components at a
given site. Needs for screening methods exist not
only for site characterization, but also for deter-
mining the progress of remediation efforts. A driv-
ing force in mobile screening technology devel-

opment and commercialization is the ever-increas-
ing costs associated with environmental compli-
ance. For the different contaminants. there many
different field screening instruments. Many com-
panies offer field test kits and a variety of detector
tubes. Battery-operated spectrophotometers are
available to support field analyses. Gas chroma-
tography is one of the most mature technologies
being applied in this field. The most recent ad-
vances involve the use of kits based on immuno-
chemistry. GC-MS coupling, and XRFA. Attrac-
tive features include a high degree of analyte se-
lectivity and ppb to ppm sensitivity in most ma-
trices.
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Figure 9. On-site determination of waste enclosure in a {lood plain area in neighbourhood of a landfill site by using transportable
EDXRF spectrometer (sampling by digging in the depth, waste contamination in profile I)
A) Digging profile 1: B) Digging profile 2
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8.1. Introduction

8.1.1. Definition and Purpose

Radioanalytical chemistry covers the use of
radioactive nuclides and nuclear radiation for an-
alytical purposes:

1) In the analytical determination of any chemical
species or element
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2) In the development, improvement. and quality
assurance of analytical procedures for the ben-
efit of analytical principles

8.1.2. History

The use of radionuclide techniques in analyti-
cal chemistry was first reported in 1913 by
G. HEVESY and F. PANETH in a study of the solu-
bility of lead sulfide in water. using the natural
lead isotope 219py as indicator [67]. Isotope dilu-
tion analysis was introduced by O. HAHN in 1923
(68], using “*'Pa to determine the yield of 2py,
The development of radioreagent methods fol-
lowed, and further development of radioanalytical
chemistry has established a range of analytical
methods and techniques [1]-[4}, [61]. [65]. [87],
[93], [951, [97]. These include the use of artificial
radionuclides and labeled compounds, the princi-
ples of nuclear activation [4]-[10], [66] (— Acti-
vation Analysis), and absorption and scattering of
radiation [11], [12]. The most important pro-
cedures are shown in Table 1.

8.1.3. General Features

Radiochemical analysis is based on two out-
standing tfeatures of radioactivity:

1) The high sensitivity and ease of measurement
of radioactive radiation [13]. {14]

2) The possibility of labeling chemical com-
pounds with radioactive tracers [15]-]17],
[69]. [70]

Radionuclide techniques often have higher
sensitivity than other analytical methods. The
amounts of nuclides, correlated to an activity of
1000 Bqg (see Table 2), can be derived from the
law of radioactive decay. These amounts vary con-
siderably. corresponding to the wide range of ra-
dioactive half-lifes. For 90 % of the commonly
used nuclides [17]. half-lifes range from several
minutes to several years. so the corresponding
masses are extremely low.

Radionuclides are often diluted with inactive
isotopes, but specific activities (i.e., activity per
total mass of element) are still very high. Since the
background in nuclear spectroscopy is very low.
and sensitivity is high, activities as low as 0.2 Bq
can be readily detected CH. 1, "), and even
0.01 Bqg (several 7 emitters. e.g. *Na, *Cl, *K.
JOSC. SUFC. 60C0. 652“, l]()mAg' ]x:Til. lK7W,

'8 Au). Total activities of the order of 0.1 — 20 kBq
(3-500 nCi) are often sufficient in analytical ap-
plications. The precision of the final result can be
better than 2 %. if the counting error is kept below
1.5%. This can be obtained from counting times
between 100 s and 5 h.

Analytical applications of radionuclide tech-
niques rely on the assumption that different iso-
topes of the same element exhibit the same prop-
erties in any macroscopic physical or chemical
process, and that radioactive labeling does not
influence the other properties of a chemical spe-
cies. This is generally the case. with deviations
below 1% (with the exception of hydrogen iso-
topes) owing to isotopic fractionation or radiation
effects. For analytical purposes, the radiotracer
and the analyte must be present in the same chem-
ical form. This is usually to achieve, but special-
ized preparative techniques may be necessary for
radioactive labeling of more complex organic
compounds.

8.1.4. Importance and Current Trends

Radionuclides are used in many subdivisions
of analytical chemistry (see Table 1). Of major
importance are radiotracers in methodological
and pathway studies. isotope dilution analysis
(IDA), radicimmunoassay., and nuclear activation
analysis (AA) (— Activation Analysis) [66]. They
are all especially suited to analyze the extremely
small amounts of substances encountered in ultra-
trace analysis or in trace analysis of microsamples.

Over the past two decades, the emphasis has
shifted from high detection power in routine anal-
ysis toward an independent approach. applying
this high detection power to the development of
analytical procedures and reference materials.

Radiochemical methods for routine analysis
have lost ground to other, primarily spectroscopic,
methods (see Chap. 8.3) [18]-{21]. Nonradio-
chemical methods often yield highly reproducible
results, but may involve systematic errors.

The need for increased reliability and analyti-
cal quality control has emphasized the usefulness
of radiochemical methods for the certification of
standard reference materials (SRM) {9]. [22].]23].
Radioanalytical methods are often suitable for ho-
mogeneity testing and distribution analysis of
traces in SRMs. Activation analysis. radiotracer
techniques, and isotope dilution analysis are be-
coming increasingly important for assessment of
analytical quality.
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Table 1. The scope of radioanalytical chemistry

129

Division

Section

Examples

Tracer labeling in organic analysis

Tracer techniques in inorganic and
organic analysis (addition of ra-
dioactive compounds 1o the sam-
ple)

Activation analysis (AA), (pro-
duction of radionuclides in the
sample by nuclear reactions. their
separation and measurement)

labeling with tritium, "*C, and
heteroatoms (*2P, *°CI. *°S. '*[,
131 N

L. etc)
chemical methodological studies
and quality control of fundamen-
tal analytical processes (multi-
stage procedures)

kinetic studies

isotope dilution analysis

radiotracer- and radioreagent
based analytical methods and
pathway studies

discriminating types of AA

random molecular sites selective molecular sites spe-
cific molecular sites

combustion and decomposition

equilibrium constants
phase separation efficiencies
extraction
volatilization
precipitation
redissolving precipitates
coprecipitation
electrochemical separation
stability of solutions
evaluation of sources of errors in trace and
ultra-trace processes
adsorption
desorption
volatilization
contamination
yields of complex analytical procedures
diffusion and forced diffusion (including electromi-
gration) in solutions and gases
diffusion. forced diffusion, and self-diffusion
chemical reactions: from long reaction times down to
the ms regime (ps in special cases); macroscopic re-
action order and rate
reactive intermediate studies
reaction mechanisms
metabolism in organims and organelles
rates of emission, immission, and migration of chemical
species in environmental systems: natural, anthropo-
genic, and intentionally introduced radionuclides
stoichiometric
substoichiometric
sub- and superequivalence method
radiochromatography
radioreagent methods

radioreleasc techniques
radioimmunoassay
radiometric titration
isotope exchange
autoradiography
studies of metabolism
pathways of tracers in the environment (generally
short-lived. for safety reasons)
wear and wear protection in engineering materials
corrosion and corrosion protection in engineering,
construction. and biomaterials
Induced by

thermal neutrons (reactors)

epithermal neutrons (reactors)

fast neutrons (generators. cyclotrons,
isotope sources)

protons (accelerators)

2 particles (sources. accelerators)
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Table 1. (continued)

Division Section Examples

fast ions of low to mid-range Z (°Li. "Be.  '*C, "N,
and others from accelerators)
v-radiation (reactors, sources. cyclotrons,
synchrotrons)

delayed (ordinary) AA vs. prompt b (prompt nuclear
reaction analysis NRA) neutron- or charged particle-
induced reactions
fast® (spectroscopy of short-lived nuclides) vs. inter-
mediate ? and long lived AA
purely instrumental (mostly y-spectrometric) vs. radio-
chemical i.e.. group separations
or specific element scparations (including substoichio-
metric calibration techniques)

applications certification analysis of standard reference materials
basic research in analytical science and technology
routine control of high-purity materials
trace elements in biomaterials (including medicine)
routine production control of commercial high-per-
formance materials
on-line and in-line process control (e.g., bomb detec-
tion)
trace elements from cnvironmental materials (water.
dust, soil, sludge)
trace elements in plants (pollutants. uptake, storage,
mobilization paths)
trace elements in geochemical and cosmochemical

matter
Determination of natural (H. C, K, Th, U, Ra. etc¢.) and anthropogenic levels and distribution of activity in environmental
(Cs. Sr. Tc. Np, Pu, etc.) radioactivity materials (air. water, soil. etc.)

dating in archeology, fine art, historical. and environ-

232, 238
mental research (C, *H. "Be, '"Be. "°K. 2*Th, **U.
23

2381y
Nuclide radiation sources in analysis (on-line and remote sensing de- radionuclide-induced X-ray fluorescence analysis (on-
vices) line product flow control, outdoor and remote sensing)

resonance scattering of 7 rays

resonance absorption of  rays

absorption and backscattering of X. «, § and y radiation
(on-line control):

mass density monitoring

product mass flow control

monitoring of coatings and films

radiographic testing of materials and devices
detection of radiation induced radicals

radiation dosimetry

particle size distribution

absorption and moderation of neutrons for light element
detection

remote B- and Cd-sensing

humidity measurement of product flows

plasma desorption mass spectrometry (soft ionization
technique induced by fast heavy fission nuclei from
PCt-source)

prompt (n. ) reactions (for prospecting, oil and gas well
logging)

a- and fi-ionization detector devices (pressure gauges,
gas flow metering. smoke sensors. electron capture
detectors),

“ Diffusion of a compound or element in a matrix containing an excess of the same species: (active and inactive) isotopic tracer
methods are the only methods available. ” At < 10°s. * half-lifes 7 < 1 h.  “ half-lifes T < 3 d. * Half-lives 7> 20 d.
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Table 2. Mass corresponding to | kBq for carrier-free ra-
dionuclides

Nuclide Mass “. ng Half-live
Q1 820 3x10° a
He 6.1 5.8x10° a
“INi 0.57 120 a

S Kr 6.8x107° 10.6 a
| 1.6x40~ 60 d

*H 2.8x107° 1242
' 22x107 8.04 d
s 6.3x107° 87.2d
2p 9.5x107" * 143d
Mg 5.0x107° 6.02 h
*E 2.8x1077 1.83 h

* Commercially available with maximum specific activity of
2x10" Bg/g.

Radioanalytical methods are well suited to the
determination of basic analytical data, such as
equilibrium constants, or kinetic data (see Sec-
tion 8.3.1). These data are important for devel-
opment and optimization of new analytical
procedures [61].

The most frequent analytical use of tracers is in
the biomedical sciences. Radioimmunoassays. in
the form of rapid diagnostic test kits have led to
the development of nonradioactive assays based
on similar principles [2], [24].

Many important tracer applications can be sub-
stituted by other methods. Even IDA and tracer
applications in self-diffusion studies can be re-
placed by inactive isotope tracer methods using
mass spectrometry and other methods for isotope
ratio determination. However. because of the ex-
tremely high sensitivity of IDA, radioactive trac-
ers are of unique usefulness in radicimmunoas-
says. radiorelease reagents, radiochromatography,
AA, and for systematic studies in trace and ultra-
trace analysis, physiological chemistry, 1DA, dif-
fusion, isotope exchange, and physical chemistry
of solids.

Radioanalytical chemistry will continue to oc-
cupy an important position, despite increasing crit-
icism of nuclear technology.

Recently, there has been little innovative work
in the field of methodology, but the applications
field has continued to expand [7]. |25], [66]. High-
lights include application of isotope enrichment
techniques in environmental studies {26], [71],
[72], improved accuracy in the characterization
of SRM [23]. [27]. [28]. preirradiation chemistry
with high-purity reagents under clean room con-
ditions to permit speciation from AA [7]. [26]
(sometimes termed molecular AA [25]), derivative
AA [7). accelerator-based dating methods com-

bined with IDA, short-time and pulsed reactor
activation. extension of the sub- and superequiv-
alence method [73]-[75]. in-vivo analysis by
prompt-y neutron AA [7] and by short-lived AA
[8], [29]. and extended use of the single compar-
ator (ky) standardization method in neutron AA
[30].

8.2. Requirements for Analytical Use
of Radionuclides

8.2.1. Safety and Operational Aspects

Safety and operational aspects involve the haz-
ards of ingestion of radionuclides and exposure to
radiation [76].

8.2.2. The Labeled Substance

Aspects of the labeled substance involve the
following requirements [14],{20], [26], [31] - [33],
[66]:

1} Radionuclide and radiochemical purity are es-
sential. Radiochemical purity can be checked
by reverse IDA (see Section 8.4.2). The la-
beled substance must react identically to the
analyte.

2) Complete homogenization and isotope ex-
change must be achieved, requiring successive
transformation of the active tracer as well as of
the inactive analyte into all chemical species
that are considered to occur in the complete
system [20], [26], [34].

3) Isotope effects must be negligible.

4) For most elements, suitable radionuclides for
analytical use are commercially available.
There are only seven elements of interest (B,
He, Li, N, Ne, O, Mg), for which this is not the
case [17].

5) The preparation of a specific isotope. of an
isotopically modified (i.e., mixture of labeled
and unlabeled), isotopically substituted, or
even site-specifically labeled compound is of-
ten mandatory in analytical applications.

6) Svnthesis (including biosynthesis) of these la-
beled compounds often requires much more
effort than the actual radioanalytical
experiment [34]. A variety of labeled com-
pounds and pharmaceuticals are available
commerically from stock, and a further range
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of compounds will be prepared on request by a
number of suppliers [35]. In special cases,
doubly and triply labeled molecules have been
used to follow the reactions of different func-
tional groups.

7) Costs of radionuclides for analytical applica-
tions are typically in the range $ 150-400 per
40 MBgq (=1 mCi), and higher where prepara-
tion is difficult or time consuming (e.g.. >*Mn,
838r, *°CI: $ 700~ 4000 per 40 MBq). Labeled
substances from stock usually cost between
$ 2000 (**C) and $ 200 (*H) per 40 MBg; the
price depends on the cost of preparation.

8.2.3. Activity Measurements

Commercially available instrumentation is
generally used, with the exception of some re-
search work and highly specialized routine analyt-
ical applications.

Quantitative measurement of radioactive sub-
stances is generally straightforward with the usual
counting devices and relatively simple with 7 ray,
X ray, and hard 5 emitters. The detection limit DL
of the concentration of the analyte is given [36],
{77]) by:

pL="L+B (1

SN

where f=3 is appropriate for detection at the
99.9 % confidence level. B is the blank level. in-
cluding analytical blank and spectral background
of the detection device, and s is the analytical
sensitivity given by the slope of the analytical
calibration function, i.e., under idealized con-
ditions:

§ = L71a Mgumpie 2)

where ¢ is the detection efficiency. # is the emis-
sion probability, ¢ is the counting time, a is the
specific activity of the analyte, and mmpic is the
mass.

Specimen preparation for radioactivitv meas-
urements aims, in general, to obtain the analyte:

1) As completely as possible and with the highest
possible degree of purity from extraneous ra-
dioactivity and from excess matrix matter

2) Concentrated on the smallest possible area or
volume of a solid, liquid, or gaseous (for H. C,
S, Ar, Kr. Xe, Rn) target

3) On a specimen support that is compatible with
the chemical nature of the species analyzed,
with the specific radiation to be measured.
and with the detector system, e.g.. liquid scin-
tillation cocktails [37] for weak f§ emitters. or
aluminum trays for dried layers of hard B
emitters [13].

These preparation requirements are compatible
with the more general rules for specimen prepara-
tion in trace and ultra-trace analysis by any
technique [18]. [40], [45]. Requirements are dif-
ferent for measurements of: y radiation of energy
>50 keV; hard f radiation >200 keV; « radiation;
weak f radiation below 200 keV; and X radiation
below 70 keV. In this respect, specimen prepara-
tion follows the general outline of preparation pro-
cedures for small counting samples [13], [37].

8.2.4. Choice of Radionuclide

The choice of radionuclide involves:

1) Measurement, possibly including discrimina-
tion between different indicator nuclides or
indicator and interfering nuclides (e.g., from
byproducts or blank level impurities)

2) Suitable half-life

3) Chemical species

Yy Emitters are preferred for multitracer exper-
iments (most of all in nuclear AA) for applications
where the tracer is dispersed in, or shielded by a
material (e.g., in-vivo diagnostics in biology and
medicine, measurement from bulky solid materi-
al). but also from tracer solutions.

Pure f§ emitters are especially useful where the
shorter range of their radiation is utilized, e.g., for
autoradiography [39], and for surface and thin film
studies. including adsorption, corrosion. and catal-
ysis. Measurements of -emitting tracer solutions
are performed with high efficiency by liquid scin-
tillation.

a Emitters are only used as tracers in special
cases, either where their very low range is impor-
tant (e.g., surface and thin film techniques), or
where they represent the only available nuclides
of the element (e.g.. actinides).

Imperfect tracers are often used when labeling
of a specific chemical site is inappropriate with
isotopic nuclides. Imperfect tracers are widely
used to label gas streams with inert gases (85Kr.
‘AT, mXe), water with dissolved anionic tracers
(RZBr. ml, yNa). hydrocarbon fuels with dis-
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solved *’Co-naphthenate or 1.2-**Br-dibromoe-
thane. Similarly, loss of metal ions at ultra-trace
levels due to adsorption on the vessel walls and by
volatilization have been modeled by '**Au, ***Hg,
®Co [18], [20], [40]. [78). which are easily meas-
ured, and which are available at high specific ac-
tivity.

8.2.5. Appraisal of Radionuclide Use in
Analysis

8.2.5.1. Advantages

Utilization of radionuclides in analysis has the
following advantages:

1) Cost effectiveness {4], [9]. [40]-[44], [66]
(Section 8.2.2).

2) Element specificity and chemical site specific-
ity (Section 8.2.2).

3) High dynamic range in a single experimental
run. Radionuclide blanks are often extraordi-
narily low, far below detectability. Multiele-
ment analysis by simultaneous use of different
tracer nuclides, often without separation.

4) Quality and quantity of the signal-producing
decay are independent of influences such as
temperature, pressure. external fields, and the
chemical environment of the nucleus.

5) Locally resolved identification. Distribution
detection, e.g.. from within an analytical de-
composition apparatus, a growing plant, a thin-
layer chromatogram. or sections from biologi-
cal tissue or engineering materials. Lateral res-
olution as low as 10 um by autoradiography
[39].

6) Predetermination of counting precision [13],
[49].

7) Following reaction schemes or metabolites: in
vitro and in vivo with fast element detection,
often from outside the analytical system at
comparable levels of sensitivity and accuracy.

8) No interference with analysis by other methods
(nondestructive. conservative).

8.2.5.2. Disadvantages

Disadvantages of radionuclides in analytical
chemistry are as follows:

1) Synthesis of labeled compounds may be diffi-
cult

2) Safety considerations (see Section 8.2.1) are
required 1o avoid incorporation of radiotoxic

substances and radiation exposure, specialized
laboratory and equipment, qualified and skilled
staff, disposal of radioactive waste

3) Boron, aluminum, nitrogen. and oxygen are of
analytical interest, but no nuclides are avail-
able with half-lifes longer than 10 min

4) Specific sources of error due to radiotracers
(see Section 8.2.5.3) have to be controlled

5) No distinction between different chemical spe-
cies without additional separation

6) In general, sample material cannot be returned
to normal use after analysis. Safe handling may
restrict use of some analytical processes

8.2.5.3. Sources of Error

In analytical applications of radionuclides, spe-
cific sources of error can generally be ascribed to
either analytical and trace-analytical considera-
tions, or particular features of radionuclides and
their measurement.

Difficulties in handling sub-nanogram
amounts of analyte are well known [40], [45].
Because of the very low concentrations consid-
ered, chemical techniques such as solvent extrac-
tion, electrodeposition, volatilization, coprecipira-
tion, chromatography, and ion exchange may be
necessary. Additionally, surface adsorption on
vessel walls, colloidal matter, and dust particles
in the system may be a significant source of error.

Errors may be prevented by blank experiments,
high acid concentration above 1 mol/L (diminish-
ing adsorption), selection and preconditioning of
vessel materials |20], [40]. [44]—[46]. Since these
problems are not specific to radiotracers, they can
be most effectively reduced by addition of an
inactive isotopic carrier of the same chemical spe-
cies.

Difficulties in Obtaining Representative
Labeling. For a tracer experiment, it is necessary
to process the tracer so that it is chemically iden-
tical to. and in the same phase as the unlabeled
substance. Merely mixing the radiotracer with the
analyte sample is generally not sufficient (see
Section 8.2.2) [20]. [26], [33]. [34]. [47].

Radiation-induced effects in labeled molecules
occur with compounds of high specific activity,
labeled with weak f§ emitters or even x emitters.
Since autoradiolysis takes place mainly via sec-
ondary radical reactions of fragments formed from
solvents or major components, radiolytic damage
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can be reduced by cooling and by adding a radical
scavenger.

Impurities from decay products (i.e., from ra-
dioactive decay and from radiation-induced decay
of chemical compounds) can interfere with the
activity measurements, or with the chemical reac-
tions employed to process the sample. Radionu-
clide purity is a function of time.

Limited radiochemical purity may result in
detection of radioactivity from chemical species
different from the intentionally labeled one. This
is of prime importance in specifically labeled
enantiomers. Labeled compounds should be puri-
fied immediately before use. Chromatography and
reverse IDA (see Section 8.4.2) are important for
checking radiochemical purity.

Isotope effects are important in reactions where
tritium is involved in the rate-determining step
[48]. because it reacts more slowly than hydrogen.
Similar effects, but to a much lesser degree, are
reported for ¢, *2S. and other nuclides [4], [17],
[48].

Errors Due to Measurement Setup. Some
sources of error that are specific to radionuclides
result from the measuring technique:

1) Errors due to radioactive decay are generally
smaller than 0.2 % since half-lifes are accu-
rately known [3], [13], [30], [49].

2) Statistical uncertainty results rom counting a
limited number N of radioactive decay events.
Mostly, there is no problem in obtaining
N =~ 10" with precision at the 1 % level, as long
as background is low.

3) Geometric errors result from uncertainties in
the dimensions of the sample, detector, and the
distance between them. They are often difficult
to calculate on an absolute scale, and are there-
fore calibrated empirically. Depending on the
calibration precision, on the type of nuclide,
sample, and detector, the relative uncertainty
can range from 50 to 0.2 %. Calibration on an
absolute scale depends on the use of accurate
standards. which are rarely available with a
certified accuracy better than 2-3 %.

4) Errors from absorption and backscattering of
radiation are generally corrected empirically as
well.

5) Errors from instrumental sources, quenching.
and luminescence can be kept very low (ca.

0.1 %) by control of temperature and humidity,
uniform count rates from samples and stand-
ards to suppress differences in dead time and
pulse pile-up, and uniform matrix of samples
and standards in liquid scintillation counting
{37]. Otherwise, errors as high as 40 % [37],
[79] can be reduced to a few percent, either by
utilizing fast detectors and electronics, or by
empirically correcting for pulse pile-up losses,
dead time, and spectrum instability [5], [13].
[79]).

8.3. Radiotracers in Methodological
Studies

Radioanalytical chemistry offers a variety of
accurate and highly sensitive methods. Even with
the increased performance of other trace analysis
methods [18]-[21], including electrothermal
atomic absorption spectrometry, atomic emission,
and fluorescence spectrometry (— Atomic Spec-
troscopy). coupling methods, and high-perform-
ance sample introduction in organic and inorganic
mass spectrometry (— Mass Spectrometry). chro-
matographic separations (— Gas Chromatog-
raphy; — Liquid Chromatography). and neutron
AA (- Activation Analysis), there are still a
number of areas where radionuclide applications
are unsurpassed (see Section 8.1.4).

Picogram amounts of chemical species can be
traced through a complete chemical process, and
problems in process performance are often re-
vealed and overcome rapidly and simply {18],
[20]. [22]. (23], {28], [33]. [40], [41]. [45]. {47].
[50], [61]. [78]1. [93), [97].

Important information can be obtained rapidly
and cheaply by radioindicators. Specific pro-
cedures for quantitatie determinations based on
radiotracers (see Chaps. 8.4, 8.5) involve addi-
tional principles.

8.3.1. Principles and Importance

Radioactive tracer analysis is based on the
simple proportionality between the mass ni, of
analyte x and the radioactivity A; initially added
to the sample:

n, =k -A; (3)
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where & is a proportionality constant, measured for
an individual experiment. This is based on the
condition that the radioactive substance m; added
to the sample does not increase the mass of the
analyte, i.e., m,>> m,. Otherwise, for determina-
tion of m, from A; the formalism of IDA
(Chap. 8.4) is applied. but very often the simple
proportionality between mass (m, +m;) and A, is
sufficient for a methodological investigation.

By adding a radioactive tracer before the indi-
vidual process stage, and following it by radio-
activity measurements. the recovery. distribution,
and loss are measured independently of any addi-
tional risk of contamination. By means of nuclear
activation. radioactive tracers can be introduced
into solid samples and can be used to determine
the recovery and loss during decomposition of
solids, and separation from solid samples by vol-
atilization, leaching, and solvent extraction [9].
[10]. {40], [S1]-[64], [67]1-[80], [93], [97].

A variety of examples from the general analyt-
ical field [2], [7].]17).[25] and from trace element
analysis [20], [33], [44], [46] covers separate stages
of combined analytical procedures such as
decomposition [20], [44], [45], evaporation [81],
coprecipitation. adsorption, and washout of pre-
cipitates; contamination and adsorption |18]. [33].
separation by chromatography, ion-exchange, lig-
uid - liquid distribution, and electrodeposition [4],
[33]. [34]. [38]. [40]). |41]. [78].

Radioanalytical indicator methods (including
the radioreagent method. see Chap. 8.5) expe-
rienced a revival in the 1960s and early 1970s.
Modern direct instrumental methods [19] under-
emphasized the importance of radioanalytical
methods, which are necessary to establish the ac-
curacy of spectroscopic methods, to avoid system-
atic errors, and to assess trace content in SRMs.
An important advantage is the ability to reveal
accidental losses. even at the ultra-trace level.

The most common areas of analytical applica-
tions are:

1) Determination of equilibrium constants, in-
cluding solubility and complex dissociation
constants, phase distribution in solvent extrac-
tion, adsorption. ion exchange. coprecipitation;
and kinetic data, such as rate constants

2) Tracing the distribution of a chemical species
in an analytical system for decomposition,
chromatography, evaporation, and separation

3) Determination of recovery, yield. and loss of a
chemical species in a process

8.3.2. Control of Sampling

Inaccuracies in sampling procedures occur,
owing to contamination, loss, and nonrepresenta-
tive sampling. Sampling. pretreatment, storage,
etc., all affect the accuracy.

Extended radioindicator studies on trace ele-
ment sampling (e.g., of Al. Cr, Mn, Fe, Co, Zn, Sr.
Cs, As, Hg, Pb) have been reviewed [4], [5], [20].
[32]. In environmental analysis (e.g.. solids, water,
aerosols, biological tissue), adequate sampling and
sample treatment is of primary importance to ac-
count for variation in biological activity due to the
distribution of chemical species between different
phases and solid fractions [5].[16], [20], [22]. [26].
[32], [46]. Sample homogeneity may be a signif-
icant limitation to the quality of analytical results.
It is of increasing importance with decreasing con-
centrations from the pg/g to the ng/g level. and it
limits the amounts of subsamples and the number
of replicates. Studies on sample homogeneity. and
on sampling and storage of very dilute solutions,
are conveniently performed with radiotracers for
numerous trace elements | 16], [18], [20], [33].{44].
[45].

8.3.3. Control of Contamination and Loss

Contamination generally poses the most im-
portant problem in ultra-trace analysis. It causes
fluctuations of the blank values, thus defining the
lower limits of detection, but also introduces sys-
tematic inaccuracies. Tracer techniques can be
used to study the sources of contamination: rea-
gent blanks. vessel walls, airborne pollutants, etc.

Contamination cannot be overcome by radio-
chemical means. Purification procedures for rea-
gents and vessels and a clean working environ-
ment are required and SRMs should be used.
Tracer techiques are unique tools in its investiga-
tion and control (for reviews see [18]. [34], {40].
{44]). owing to the advantages mentioned in Chap-
ter 8.2 and Section 8.3.1 [18]. [44]. Radioindicator
studies have been conducted on reagent purifica-
tion by electrolysis, sublimation. sub-boiling dis-
tillation, liquid - liquid distribution, ion exchange,
and on vessel cleaning by rinsing. leaching. and
steaming.

In general, the same principles are applied to
radiochemical investigations of losses by adsorp-
tion (i.e., during storage, pretreatment. precipita-
tion, filtration). by volatilization (during decom-
position, ashing. storage. digestion, drying), and
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by chemical reaction (complexation, ion ex-
change. photochemical and redox reaction) using
radioindicators [20], [40], [45].

8.3.4. Separation Procedures

Separation stages and chemical reactions, e.g.,
for decomposition or phase transformations, are
essential components of combined analytical
procedures [52], [53]. They should be reproduci-
ble. quantitative, selective, and unequivocal.

Separation procedures are based on the princi-
ples of volatilization, liquid-Iliquid distribution,
adsorption, diffusion, chromatography, ion ex-
change, electrophoresis, precipitation, coprecipita-
tion, and electrodeposition. In all of these, radio-
tracers provide the best tool for methodological
investigations, determination of equilibrium con-
stants, kinetic data. and optimization of applied
analytical data (yield. interference levels, etc.)
[54]. Use of radiotracers in complex multielement
separation schemes is reviewed in [4], [17]. [20].
[41], [54]. radiochromatography is reviewed in
1551, 161]. 193], 197]).

8.3.5. Control of the Determination Stage

Radionuclides in methodological studies of de-
termination methods are sometimes useful. These
are the measurement processes associated with the
determination stage of a combined analytical pro-
cedure. Sources of systematic error in atomic ab-
sorption spectroscopy, optical emission spec-
trometry, and electrochemical methods. as well
as optimization of the determination procedures
have been examined.

Examples are the behavior of trace elements in
graphite furnace atomizers [81] and investigations
of the double layer structure on analytical elec-
trodes and its exchange reactions with the
solution |56].

8.4. Isotope Dilution Analysis

The principle of isotope dilution analysis
(IDA) [31]. 147]). [90]. [97]). [98] involves meas-
urement of the change in isotopic ratio when por-
tions of a radiolabeled and nonlabeled form of the
same chemical species are mixed. To perform a
radioisotope IDA. an aliquot of a radioactive spike
substance of known specific activity a;,=A/m; is

added to the test sample containing an unknown
analyte mass /m,. This analyte mass is then calcu-
lated from a determination of the specific activity
a, of the resulting mixture after complete homog-
enization. The important advantage of IDA is that
the analyte need not be isolated quantitatively.
This is often significant at the trace concentration
level. where quantitative separation is not feasible
or inconvenient, or if interferences occur. e.g.. in
the analysis of mixtures of chemically similar
compounds. Only a portion of the analyte is sep-
arated, so that the separation reagent is not used in
excess, and this generally improves selectivity
[31]. {541, [57]1-[59]. Selective determination of
chemical species in various states (e.g.. tri- and
pentavalent As, Sb. tri- and tetravalent Ru, Ir) by
IDA is favored by the supplementary selectivity
gained from the use of substoichiometric amounts
of reagent. Losses during purification and other
steps are taken into account. A suitable separation
procedure is needed to isolate part of the homog-
enized sample [2], {31].

In more advanced variants of IDA, measure-
ments of masses are substituted by volumetric and
complementary activity measurements.

The same principle is also applied to inactive stable
isotope IDA. Mass spectrometric determination of isotope
ratios then replaces the activity measurements {82] (— Mass
Spectrometry).

8.4.1. Direct Isotope Dilution Analysis

In this most frequently used version of IDA
(single IDA). the mass m, of inactive analyte sub-
stance can be determined by using the labeled
substance of mass m,, radioactivity A,, and the
specific activity a;:

@ = Ay/m 4

After homogenization with the analyte mass m,,
the specific activity has decreased to:

Aj Az
i = — = — (5)
my 4+ om, "o

The total radioactivity of the system is unchanged:
(m + ma> = mya (6)

The unknown mass m, is calculated from:

m, = (ﬂ — l> {7)
a>
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The specific activities ¢, and a, are obtained from
activities A; and A> and masses #, and m, of the
fractions isolated from the initial labeled substance
(Eq.4) and from the homogenized solution
(Eq. 5).

Equation (7) shows that IDA depends on the
relative change in specific activity due to isotope
dilution. Low-yield separations may be sufficient.
For high precision, a; should be high, with mass
my < m,. Then Equation (7) reduces to

4 (8)
R, — = —
T @ (8)

Equation (8) shows that the accuracy of m, is lim-
ited by the physicochemical determination of m-.

Example. Determination of glycine in hydrolyzed protein
[98]: 152.6 mg hydrolyzed protein homogenized with
5.07 mg "*C-labeled glycine of specific activity a, =(96.2+
1.2) counts min~ mg™' (relative activities are sufficient).
After separation of a portion of glycine from the mixture,
specific activity of a2 =(51.3+0.9) counts min~' mg™'. Equa-
tion (7) gives:

8

96.2
m, = 5.07mg 513 1) = (444 £ 0.17)mg

The percentage of glycine in the protein is:

4.44
152.6

S100 = (2.9) + 0.11)%

8.4.2. Reverse Isotope Dilution Analysis

Another application of IDA is the determina-
tion of the activity A, of a radioactive substance y
from a complex mixture of radioactive substances
by adding a known mass m,. of an inactive carrier
substance. This technique is also based on Equa-
tion (7). reversely solved for activity A;. Homog-
enization and separation of a portion m> (activity
A, specific activity a,) gives:

Ay = ax(m. + m‘) )

from the specific activity a, of substance y. If the
inactive carrier is used in significant excess (i.e.,
m.>> m,) the separation yield is:

me

Ay = A (10)

o

To obtain m,. the specific activity a, is required:
my=Aa,.

Reverse IDA (indirect IDA, or dilution with
inactive isotopes) is particularly important in or-
ganic analysis and biochemistry [24]. [32] to test
for radiochemical purity and stability of labeled
compounds. It is often used in radiochemical nu-
clear AA for the separation of activated element
traces from a variety of interfering radionuclides
in the analytical sample, for determination of the
isolated activity, in comparison with that of a ref-
erence sample (i.e., to determine the radiochemi-
cal yield according to Eq. 10).

In contrast to direct IDA, reverse IDA is not
limited by the sensitivity of the analytical deter-
mination of the isolated mass m,, but merely by
the specific activity a, of the radioactive sub-
stance. By adjusting the carrier mass m,., the sen-
sitivity and accuracy can be increased, so reverse
IDA is suitable for trace and microanalysis. Losses
by absorption from carrier-free solutions must be
taken into account. In separations from mixtures of
radioactive substances, high-quality purification is
important.

Double (Multiple) IDA. Since the specific ac-
tivity a, is often unknown, double IDA can be
used to determine . Two equal aliquots contain-
ing the same, but unknown mass m, are diluted
with different known carrier masses. m. and m’,..
After separation of portions m-. m’, and measure-
ment of specific activities a». a’> one obtains from
Equation (9):

A, aH,

a» = - = - (1)
me + m, n. +
aum,
= —1 (12)
m. +
Thus:
@.m. —daxm .
my = —C T (13)
dy — Uy
(m. —m )aza,
a, = Y TG (14)

4y ;e — dam,

Multiple (direct and reverse) IDA produces a cal-
ibration graph m, =f(1/a;).

8.4.3. Derivative Isotope Dilution Analysis
If the preparation of labeled substances is too

difficult, derivative IDA may be applied. This
technique combines a radioreagent and IDA. pref-
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erably of Jow selectivity, to react with one or more
analytes. It is mainly used with mixtures of com-
plex organic compounds. The basic stages are:

1) Reaction of analyte A with radioreagent B¥, of
known specific activity, to form a radioactive
product AB*. Excess B¥ may be removed in an
optional purification step:

A+B* — AB*+B%,, (15

2) The mass of AB* is determined by mixture
with a known mass of inactive AB by reverse
1IDA:

AB* +B*.x+ AB — (AB*¥ + AB)+B*,, (16)

3) Separation of diluted product (AB* + AB) and
determination of its specific activity.

The principal requirements for this technique are:

1) Reaction (Eqg. 15) should be quantitative or of
known yield.

2) Isotope exchange between substances AB and
B* must be prevented. Since inorganic sub-
stances are quite amenable to such exchange,
application of derivative IDA to inorganic an-
alytes is impossible.

3) Purification from excess reagent must be quan-
titative to avoid significant bias, even from
minor impurities.

As a variant, dilution with A* is applied prior
to the first reaction (Eq. 15) with radioreagent B*.

Determination of the reaction yield and analy-
sis of inorganic substances are possible with this
variant technique [2]. Its main importance is in the
determination of trace amounts in complex mix-
tures. 1t is routinely used in biochemistry and
physiological chemistry [2], |31]. [32], [75]). The
simpler approaches of radioimmunoassays are
generally preferred.

Further variants are based on combinations
with double derivative IDA, or addition of an
inactive derivative prior to direct IDA.

8.4.4. Substoichiometric Isotope Dilution
Analysis

Utilization of conventional IDA for trace de-
terminations is limited by the necessity to isolate
macroscopic amounts of the analyte substance for
determination of m; and m, by physicochemical
methods. The principle of substoichiometry devel-

oped by RuzZicka and STArRY [57] avoids this
limitation.

Exactly equal (low) masses m; and m1, are
isolated from the spike solution of initial specific
activity ¢; =A,;/m, and from the solution after ho-
mogenization with the analyte (a,=A,/m2). Equa-
tion (7) reduces to:

A .
m, :m,(;é — l) [S¥A)

The masses m, and m, are isolated using the same
amount of the separation reagent, which must be
stoichiometrically insufficient and consumed
quantitatively (or to exactly the same amount) in
this reaction. It must form a product which can
easily be separated from the excess of unreacted
substance. Separation reagents should have high
chemical stability, no tendency to adsorption at
very low concentrations, and sufficient selectivity
for the analyte. Separations with enrichment fac-
tors of 10*— 107 are typical. Since the mass m, of
the added radioactive substance must be accu-
rately known, reverse IDA can be applied.

Error propagation is comprehensively dis-
cussed by TOLGYESSY and KYRS[2]. At trace levels
below 1 g, standard deviations of ca. 3% and
accuracies of ca. 6% are typical; precision and
accuracy can be 1.5 % or better at higher concen-
trations.

8.4.4.1. Substoichiometric Separation by
Liquid - Liquid Distribution

The extraction of metal chelates is suitable for
separating equal masses of metals from solutions
of different concentrations. Extraction of a metal
chelate MA from a metal M™ by an organic rea-
gent HA is generally described by [47]. [57], [58]:

M™ 471 (HA)r, = (MA)or +0HY (18)
with the extraction constant K:

oo MAL, ) (19)
© [M)HAJL

org

where subscript org denotes the organic phase. In
trace element analysis by substoichiometric 1DA.
concentrations of 107°—107" mol/L are typically
extracted from aqueous samples of volumes V in
the range 10 mL to 100 pL into organic phases of
smaller volumes (typically one-tenth of the sample
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volume) of 107"~ 107 mol/L solutions of chelat-
ing reagent.

The dependence of Equation (18) on the pH value of the
solution makes it necessary to keep within an optimum pH
range. The substoichiometric principle requires a higher than
99 % consumption of the initial concentration ¢,y in Equa-
tion (18), so that [HA],,, < 0.0l¢ipa. Thus the solution must
satisfy the condition:

1
pH > —log (0.01ciya) — " logk (20)
1

With increasing pH. dissociation of acid HA (dissociation
constant Ky,) in the aqueous phase increases. This dissoci-
ation is negligible at:

Vorg
= 21
1 2n

pH < pKna + loggua + log

where gua is the distribution coefficient of the reagent. V is
the sample volume. and V,,, is the volume of the organic
phase. Hydrolysis of the metal at increasing pH must not
interfere with the separation.

The reagent (e.g.. diphenylthiocarbazone,
diethyldithiocarbamic acid (2-thenoxy)-3.3.3-tri-
fluoroacetone, 8-hydroxyquinoline) must be stable
to decomposition. even at very low concentrations
in acid and neutral media, and must form an ex-
tractable chelate with a sufficiently high value of
K (for further useful ligands see [38]. {40], (58],
[83]). Optimum conditions for substoichiometric
extraction are calculated from K, Kya, and gya.
Selectivity of the separation can be improved by
use of additional masking reagents [54], [57].

Substoichiometric extraction of ion-associa-
tion complexes is generally restricted to higher
concentration levels (e.g., determination of Na,
P). Water-soluble complexes of more than 20 met-
als with ethylenediaminotetraacetic acid can be
used for substoichiometric determination at con-
centrations below 1 ng/g. provided that the excess
of unreacted metal is separated by liquid - liquid
distribution, ion-exchange, carrier coprecipitation.
or other suitable means. Selectivity is high and can
be further increased by masking reagents.

8.4.4.2. Redox Substoichiometry

Oxidation or reduction by a substoichiometric
mass of reagent is followed by separation, extrac-
tion, coprecipitation, etc. [73]. KMnO,. K>Cr.O5,
and FeSO, have been used as substoichiometric
redox reagents.

8.4.4.3. Displacement Substoichiometry

Complete extraction of an analyte metal M,
with excess complexing reagent is followed by
removal of the excess and subsequent displace-
ment of M, by a substoichiometric amount of
another metal M-, provided that M, has a suffi-
ciently higher extraction constant K». Further vari-
ants are discussed elsewhere |2].

8.4.4.4. Applications

Applications include trace element determina-
tion in rocks. soils, biogenic samples, and pure
metals by direct IDA, i.e., added radiotracer [2],
[54]. [60]. Another field of increasing importance
is in radiochemical AA for assessment and im-
provement of accuracy at trace and ultra-trace lev-
els by determination of the radiochemical yield.
This applies primarily to biomedical samples,
high-purity materials. and environmental materials
71-191, [32]. [84].

8.4.5. Sub- and Superequivalence Method

The sub- and superequivalence method is
based on the isoconcentration principle. Three ver-
sions of this method exist: the direct method for
the determination of nonradioactive substances
[99]. the reverse method for the determination of
radioactive substances [100], and the universal
isotope dilution method for determination of
both [101].

Historically, the reverse method has been de-
veloped first [100]. In the reverse method, two
series of aliquots are formed from a solution of
the radioactive (labeled) analyte. The first series is
formed by equal volumes of the analyte solution
[containing x = (X,...X,....x) amounts of labeled
analyte] while the (identical) aliquots of the sec-
ond series contain & times higher volumes of the
same solution (x = &Xx,..., &x,..... &x). The
members of the first series are isotopically diluted
by successively adding fixed amounts of the same
substance in inactive form y = (y;.....yz,....Y,), and
so the members of the first series contain (x +y) =
(X+Yy ..., X+Ye...., X+y,) amounts of the sub-
stance. After establishing the same separation con-
ditions for all aliquots of both series, e.g.. by add-
ing masking and buffer solutions, and after dilu-
tion to the same volume, a fixed amount of reagent
is added to all aliquots. Then the separation is
performed at the same temperature and pressure.
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The added amount of reagent is fixed well in the
aliquot containing the highest total concentration
of analyte (substoichiometric regime). but it is in
excess in the aliquot containing the lowest total
amount of substance. The ratio of the activities of
the isolated fractions from the second series
(which are theoretically identical) and the activi-
ties of the isolated fractions of particular members
of the first series are plotted as a function of the
dilution increment and the mass of analyte is de-
termined from this plot [2], [73]. [89].

In the direct method two series of aliquots are
formed from a solution of the labeled counterpart
of the substance to be analyzed (which is not
radioactive). The first series is formed by increas-
ing volumes of this solution containing &y,. &y-.
...Ey, amounts of the labeled substance. The sec-
ond series is formed by increasing, but & times
lower amounts of the same solution. To the ali-
quots of the second series constant amounts of the
substance to be analyzed (in nonradioactive form)
are added. After establishing the same separation
conditions for all aliquots of both series. the sep-
aration is performed. The evaluation of the analyt-
ical results is identical to that in the reverse meth-
od.

The universal method (two partially different
procedures) is (are) the combination of both meth-
ods.

Besides a large variety of metals. several
chemical species of specific interest, e.g.. cyclic
3',5-adenosine monophosphate, thyroxine and
3.5.3'-trioiodothyronine have been determined by
sub- and superequivalence IDA and the results
show higher accuracy of the method over that of
radioimmunoassay [102], [103]. The principle of
the method also allows the determination of cer-
tain physicochemical characteristics, e.g.. estima-
tion of the stability constants of complexes and the
solubility of precipitates.

The method is a calibration curve approach. It
does not require that all the separated amounts of
the aliquots mentioned are exactly the same, as in
substoichiometric 1DA (Section 8.4.4). This 1s the
reason why separation reactions can be used that
are not quantitative, a sufficient prerequisite is
reproducibility [2], [24], [74].

An alternative calibration curve approach for
nonquantitative reactions is to determine the dis-
tribution coefficient by a concentration-dependent
distribution method |2]. [75], which is a variant of
the radioreagent method (Section 8.5.1).

8.5. Radioreagent Methods

Radioreagent methods (RRM) are based on the
use of a radioactive species in a quantitative reac-
tion, and measurement of the change in activity of
that species in the course of the reaction. The
radioactive species may be a labeled reagent, the
analyte. or a substance able to undergo an ex-
change reaction with some compound of the an-
alyte.

After separation from cxcess reagent (by lig-
uid-liquid distribution, chromatography, precipita-
tion, etc.), the mass or concentration of this prod-
uct is determined from activity measurement. The
determination is based on a radioactive substance
chemically different from the analyte substance (in
contrast to IDA), therefore the chemical reaction is
of prime importance. By variation of this key re-
action, the principle can be adapted to various
procedures. The superiority of radioreagent meth-
ods over classical separation techniques arises
from the use of an inactive carrier and the high
sensitivity of the activity measurements. which are
not subject to interference by the carrier or other
substances [ 1], [16],[24].[34]. [60].[87],[92], [94].
[95]. [97]).

Depending on the type of chemical interaction
and relationship of the analyte to the radioactive
substance measured, RRM can be divided into
three basic group:

1) The radioactive substance is a typical reagent
which is able to react with the compound to be
determined.

2) The method is based on “nonequivalent” com-
petition; i.e., the radioactive substance is able
to exchange with the analyte.

3) The method is based on “‘equivalent”™ compe-
tition; i.e.. the labeled substance is chemically
identical with the substance to be determined.

From the practical point of view, it is conven-
ient to divide RRM into the following groups:

1) Simple RRM in which the reactions take place
quantitatively, i.e.. either the analyte or the
reagent is completely consumed and com-
pounds of definite composition are formed.

2) Methods of concentration-dependent distribu-
tion utilizing reactions where products of un-
stable composition are formed, but in which
the extent of reaction is determined by the
corresponding equilibrium constant or reaction
time.
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Table 3. Useful concentration regime of the radioreagent method

Analyte Radionuclide Labeled reagent Separation Concentration regime
H* e Kl extr.l» into pyridine/chloroform > 0.1 pg/mL
H:BO; '*E HF extr. HBF, into 1.2-dichioroethane” ~0.1 pg B

NaLS* PFe [Fe(ID(phen)]" extr.Fe(phen)z(LS), into ChCl; 5-300 ng/mL Na
CI.Br.I 2 Hp CeHsHg" extr.C4HsHgCl into benzene 0.5-15 mg/mL
cr.r Y AgNO; ppin.AgCl: Agl 0.4-250 pg/mL

cr Ry HgNO; pptn.Hg,Cl- 0.8-13 pg/mL

Bi 13y K¢ extr.HBil, into n-butylacetate 0.04-4 pg

Cationic deter- 1 Rose Bengal extr. ion-associate into CHCl;

gents

“Extr. = solvent extraction: pptn. = precipitation. " In presence of methylene blue. “ LS = lauryl sulfate; phen = 1.10 phenanthroline.

“In presence of ascorbic acid +Na>SO5 in 0.6 mol/L H-SO,.

3) Isotope exchange methods based on the ex-
change of isotopes between two different com-
pounds of one element, with a radioactive iso-
tope in one of the compounds and a nonradi-
oactive isotope in the other, usually the an-
alyte.

4) Radiorelease methods comprising procedures
in which the analyte reacts with a radioactive
reagent, thus releasing an aliquot of the reagent
activity, in most cases into the gas phase.

5) Radiometric titration usually involves use of
radioactive reagents to determine the equiv-
alence point. but there are variants that do
not use a radioreagent; instead they are based
on a change in the intensity of radiation caused
by its absorption or scattering in a medium
containing the analyte [2]. [32]. [87], [92].
[95], 196]. [97].

8.5.1. Simple Radioreagent Methods

Simple radioreagent methods (SRRM) utilize a
reaction with a suitable reagent, and sometimes
with a third substance: one of the reagents is ra-
dioactive and the reaction is quantitative {2], [32],
187], [95]. SRRM can be classified into the fol-
lowing three groups:

1) Determination with labeled reagents,

2) Determination with labeled analyte,

3) Determination with labeled competing sub-
stance

8.5.1.1. Determination with Labeled Reagents

An excess of radioactive reagent solution of
known analytical concentration is usually used.
The active product is separated from the excess
of radioactive reagents by precipitation, formation
of extractable chelates, or sorption.

The substance to be determined (n, mol) reacts
with a radioactive reagent (ng mol), forming a
precipitate, extractable compound. or other sep-
arable substance. After the separation of the prod-
uct, the radioactivity of the product (Ap), that of
the excess of unreacted reagent (Ag), or both are
measured. The following relationship is valid:

AR o AP _ AE
nR I MR-,
Thus

ng Ap HR ) Ag
n, = = — -
2 AR N AR

where Ay is the radioactivity of the reagent and z
denotes the stoichiometric ratio in the compound
formed (the number of moles of the reagent inter-
acting with 1 mol of the test substance). If n is not
exactly known, a calibration curve approach can
be used. Quantitative isolation of trace amounts of
the reaction products poses another important
problem (Table 3, [2], [41], [47], [60]).

In this way, the concentration of chloride in
water was determined by precipitation with silver
labeled with ””'"Ag 1*CO was used for the deter-
mination of hemoglobin in blood; and **'I for the
determination of bismuth in the presence of an
excess of iodide ions using extraction separation

12].

8.5.1.2. Determination with Labeled Analyte

The first step involves labeling of the analyte.
To this end, the radioactive indicator is added to
the unknown sample and isotope exchange is al-
lowed to take place; then the reagent is added in a
substoichiometric but known quantity. After the
reaction is complete, the phases are separated
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and their respective activities determined. In those
cases where the activity of the equilibrium solu-
tion 1s measured, the unknown concentration can
be calculated from:

¥4 x = _AL
(e —

where x is the quantity of analyte (equivalents). x,
the amount of added radioactive indicator (equiv-
alents), B the amount of unlabeled reagent (equiv-
alents), and Aj,; and Acquinn represent the total
activity of the initial and equilibrium solutions.
respectively. In this variant of the RRM, solvent
extraction is frequently used.

8.5.1.3. Determination with Labeled
Competing Substances

Analyte M- competes with the radioactively
labeled substance "M, in the formation of a com-
pound with a reagent R, where the compound
precipitates from the solution

‘MIR]+M: = MsR |+ M,

"MjR and MR occur in a different phase than
either substance M; or M. The equilibrium con-
stant of the reaction. as a rule is >1 so that a
significant change takes place.

This method is used when the labeling of rea-
gent R cannot be applied or when the reagent and
its compound with the analyte are transferred into
the same phase. Generally, a relatively soluble
precipitate with one radioactively labeled compo-
nent (eg.,“CaCO;) is brought into contact with a
solution containing the analyte (Pb>*), which dis-
places the radioactive component (45Caz+) from
the precipitate into the solution, and a less soluble
precipitate (PbCO;) is formed. The resuiting ra-
dioactivity of the solution is proportional to the
initial amount of lead.

8.5.2. Method of Concentration-Depend-
ent Distribution

Concentration-dependent distribution (CDD) is
based on the utilization of a calibration graph that
shows the dependence of the distribution ratio of
the substance to be determined in a two-phase
system on the {otal concentration of the
substance 2], [32], [87].(92], (95]. {96]. Character-
istic features of the method of CDD are as follows:

- The analysis is based on the distribution of a
radioactive substance between two phases or
between several parts of the systems used
(paper chromatography. electrophoresis),

— The ratio of the activities in both phases or parts
of the system depends strongly on the initial
concentration of the unknown substance,

— The distribution is not given by the stoichio-
metric ratio of the reacting substances, i.e., not
by total saturation of one phase or a nearly
complete consumption of the reagent. but is
given exclusively by the corresponding equilib-
rium or kinetic constants.

Example. Determination of chloride in water samples.
The sample is shaken with an excess of labeled AgCl pre-
cipitate and the radioactivity of silver is measured in the
equilibrium solution. The higher the chloride concentration
the lower is the concentration of silver in solution (owing to
the constancy of the AgCl solubility product). The CI™ ions
determined do not react with the AgCl precipitate, they only
suppress its dissolution. The amount of chloride in the pre-
cipitate has no direct relationship to the concentration of C1~
ions in the sample solution.

In CCD is useful to define two extreme types
of determination: saturation analvsis and nonsat-
uration analysis.

In saturation analysis. the cause of the change
in the distribution of the radioactive substance
between the phases is an increase in the total sat-
uration of the reagent by the given substance. This
term originally appeared in the literature in con-
nection with the determination of biochemically
important substances (steroids, hormones, vitam-
ins) and is equivalent to the term radioimmunoas-
say.

In nonsaturation analysis, the cause of the
change in the distribution coefficient is the shift
of the chemical equilibrium due to an increase in
the concentration of the substance to be deter-
mined, irrespective of the extent of saturation.
The determination of some extractants can serve
as a typical example. The number of procedures
described that use nonsaturation analysis is limit-
ed.

8.5.3. Isotope Exchange Methods

Isotope exchange methods (IEM) are based on
the exchange of isotopes between two different
compounds of the element X, one of which (XA)
is nonradioactive, the other (XB) being labeled
with a radioactive isotope [2]. [61]. [871, {97].

* After isotopic equilibrium is reached
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XA+'XB = "XA+XB

the specific activities of the element X in both
compounds are equal

Ay/m = As/m,

where A, and A- are the equilibrium radioactivities
of XB and XA, respectively. and m, and m are the
amounts of X in XA and XB, respectively. The
value of m, can be computed from:

m, = mA:2/A;

or from the calibration graph of m, = f(A./A)).
m, = f(AZ) orm, = f(AI)

Isotopic exchange can be carried out in either a
heterogeneous or a homogeneous system.

Example. Methylmercury and phenylmercury are determined
down to 10 pg/mL by liquid-liguid extraction from 3 mol/L
aqueous HC!Y into benzene, and addition of K'*'I 1o the sep-
arated organic phase. Inactive chloride is completely dis-
placed by "*'I:

(CHZHEC o, + '1 — (CHaHg D, + CF

The method has been used for determination of methyl-
mercury species in fish and in drinking water [61].

8.5.4. Radioimmunoassay

Radioimmunoassay is the widely used radio-
reagent method.

8.5.5. Radiorelease Methods

In radiorelease methods the analyte substance
A reacts with a radioactive reagent. so that radio-
active R” is released into a second phase, without
being replaced by an inactive analyte [62]. Appli-
cations involve either release of radioreagents
from solids or liquids into the gas phase. or release
from solids into a liquid. Radiorelease methods
may be classified according to the type of the
radioactive reagents employed. i.e. (1) radioactive
kryptonates, (2) radioactive metals, and (3) radio-
active salts and other substances.

8.5.5.1. Radioactive Kryptonates [2].|87],[92].
[94]. [95]

The term radioactive kryptonates is used for
substances into which atoms or ions of krypton-85
(**Kr) are incorporated (by diffusion of 8Kr; by

bombardment with accelerated krypton ions: by
crystallization of the kryptonated substances from
a melt, or by placing the solution in an atmosphere
of ¥Kr, etc.). The radionuclide can be released
from the solid lattice by any chemical or physical
reaction that breaks down the lattice at the solid
surface. The released inert gas is conveniently
measured from its main 3 radiation (0.67 MeV).
The half life of 10.27 a is suitable for long-term
remote sensing devices.

Applications of Radioactive Kryptonates [32],
192]. 194]-[96]. The determination of oxygen is
performed by surface oxidation of copper or pyro-
graphite kryptonate, at elevated temperature, re-
sulting in destruction of the surface layer and re-
lease of **Kr proportional to the oxygen mass.
Detection limits are at the 10 ng/m’ level. Ozone
oxidizes copper Kryptonate at temperatures below
100 °C. whereas reaction with oxygen starts well
above 200 °C, so this detector can detect Oz and
O, differentially. Determination of ozone in air is
feasible over a concentration range of
1077- 10" ¢/m* with hydroquinone kryptonate:

[CeHa(OH), 13 Kr] + 03 —— 3 CeHy0-+ 3 H.0+%Kr 1

Sulfur dioxide has also been determined by a
method based on the mechanism of double release.
In the first stage, sulfur dioxide reacts with sodium
chlorate to release chlorine dioxide which is a
strong oxidizing agent. The chlorine dioxide then
oxidizes radioactive hydroquinone kryptonate and
gaseous “Kr is released. The following reactions
are invoved:

SO+ 2NaClO; — 2ClO-+Na,S0,
ClO5 + [CeHAORY1:[¥Kr] — PKr1

A radioactive kryptonate of silica has been
suggested for the determination of hydrogen flu-
oride in air. Oxygen dissolved in water can be
measured by the use of thallium kryptonate

ATIKr)+ 0. +2H.0 — TI"+40H +%Kr1

Thallium is oxidized by oxygen. and the
amount of *Kr released or the decrease in the
activity of kryptonated thallium is proportional
to the dissolved oxygen concentration in the sam-
ple (at constant pH) down to 0.3 pg/mL.
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8.5.5.2. Radioactive Metals

Oxidizing agents in solution can react at the
surface of a labeled metal, releasing radioactive
ions into the solutions which are used for deter-
mination of the oxidants. The decisive factors in
the choice of the metal are the following: the metal
should not react with water, but with oxidizing
agents to yield ions which do not form precipitates
in aqueous media. The metal should have a radio-
nuclide with suitable nuclear properties. These
conditions are met by thallium (***Tl) and silver
("'O"Ag) [54]. 160, [61].

Dissolved oxvgen has been determined in sea-
water, drinking water, and wastewater down to the
ng/g level with metallic thallium labeled with
29471, Selectivity requires removal or masking of
other oxidizing agents. The vanadate ion 1s as-
sayed by acidifying the corresponding sample
(pH = 3) and passing it over a column containing
radioactive metallic ''"Ag. The labeled silver is
oxidized, dissolved, eluted from the column, and
detected. The measurement of dichromate ion
concentration in natural waters can be carried
out similarly.

8.5.5.3. Radioactive Salts and Other
Radioactive Substances [2], {32]. [92], [96]

Sulfur dioxid is determined on the basis of the
reaction:

550, +2K"10:+4H,0 — K,S0,+4H.80,+'*'121

This reaction takes place in an alkaline solu-
tion through which air containing sulfur dioxide is
bubbled. After completion of the reaction, the so-
lution is acidified and the iodine released is ex-
tracted. Active hydrogen in organic substances
may be determined by reaction with lithium alu-
minum hydride labeled with tritium (*H). The ac-
tivity of released tritium is measured using a pro-
portional counter.

A number of determinations are based on the
formation of a soluble complex between the an-
alyte in solution with a radioactively labeled pre-
cipitate. In this way it is possible to determine
anions forming soluble complexes (e.g.. CN",
S,03, I, F). The principle of the determination
are given in the following equations:

20N +Hg(103):] —» *Hg(CN); + 2103
(>0.50 pg/mL, £ 55 %)

2CT + 7 Hg(104):] —- *“HpCl.+2103 (> | pg/mL. =
5%)

18,03 +m""""AgSCN |
mSCN™

N I l(‘ﬁmAgm (S:O_—:,)(QZ'F,”F +
21 +2Hgl, | —- “"Hgli (>25 pg/mL. +5%)

8.5.6. Radiometric Titration

Radiometric titrations follow the relation be-
tween the radioactivity of one component or phase
of the solution under analysis and the volume of
added titrant. The compound formed during the
titration must be easily separable from the excess
of unreacted ions. This separation is directly en-
sured only in the case of precipitation reactions. In
other types of reactions, the separation can be
accomplished using an additional procedure. The
endpoint is determined from the change in the
activity of the residual solution or of the other
phase.

According to the type of chemical reaction
used, methods based on the formation of precipi-
tates and methods based on complex formation
can be distinguished. Because of the necessity
for handling precipitates, precipitation radiometric
titrations are difficult to apply to less than milli-
gram amounts and, therefore, have no special ad-
vantages over other volumetric methods. The sen-
sitivity of complexometric titrations is limited by
the sensitivity of the determination of the end-
point. However, the use of radiometric detection
can substantially increase the sensitivity of this
type of determination. For the separation of the
product from the initial component, liquid-liquid
distribution. ion-exchange, electrophoresis, or
paper chromatography are most often used (2],
[63], [88], {93], [97].

This application of radiometric titrations has
declined over the past three decades [64]. Their
main advantage is where classical methods for
detection of the endpoint are either impossible or
subject to interference from the titration medium.

Radiopolarography offers highly increased
sensitivity and selectivity over polarographic cur-
rent measurement, without interference from ma-
jor components of the solution. It measures the
amount of labeled ions deposited in single drops
in a dropping mercury electrode as a function of
potential [85].
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9.1. Enzymatic Analysis Methods
9.1.1. Introduction

Many analyses in biological and clinical chem-
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plex multicomponent sample matrices. Moreover.
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provided by biomolecules with very specific ac-
tivities. This article surveys two groups of meth-
ods, those based on the activities of enzyme and of
antibodies (the latter methods are normally called
IMmunoassays).

The catalytic activity of enzymes provides for
an enormous range of analytical techniques. An-
alytes are not restricted to conventional organic
molecules, but include virtually all chemical spe-
cies, including gases and metal ions. The ability of
a single enzyme molecule to catalyze the reaction
of numerous substrate molecules also provides an
amplification effect which enhances the sensitivity
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of the analyses. A further advantage is that most
enzyme-catalyzed reactions can be followed by
simple, widely available spectroscopic or electro-
chemical methods. Enzymes are normally active
only in mild conditions—aqueous solutions at
moderate temperatures and controlled pH—and
this restricts the circumstances in which they can
be used, but some enzymes have proved remark-
ably robust to, e.g.. mixed aqueous—organic sol-
vent systems or elevated temperature; immo-
bilized (insolubilized) enzymes often show en-
hanced stability compared with their solution an-
alogs (see Section 9.1.7).

Antibodies have been used in analysis for over
60 years, and offer an unexpectedly wide range of
techniques and applications. In some cases, the
specific combination of an antibody with the cor-
responding antigen or hapten can be detected di-
rectly (e.g., by nephelometry). but more often such
reactions are monitored by a characteristic label
such as a radioisotope, fluorophore, etc. Since an-
tibody reactions do not have a built-in amplifica-
tion effect, these labels are frequently necessary to
provide sufficient analytical sensitivity. Anti-
bodies of different classes vary greatly in stability,
but some are relatively robust proteins, and this
contributes significantly to the range of methods
available.

Enzymes and antibodies are proteins, with the
ability to bind appropriate ligands very strongly
and specifically. Enzymes frequently need cofac-
tors or metal ions for (full) activity. Antibodies are
multifunctional molecules. whose ability to bind
to cell surfaces and to other proteins, at sites dis-
tinct from the antigen/hapten-binding sites. ex-
tends the range of labeling and detection methods
available in immunoassays.

The analytical potential of enzymes and anti-
bodies can be combined. Enzyme immunoassays.
in which enzymes act as label groups in antibody-
based analyses, are very well established; they are
probably the most widely used immunosassay
methods. An important development is the produc-
tion of single molecules which combine antibody
and enzyme activities. A critical feature of enzyme
activity is that the transition state of the substrate
binds very tightly to the enzyme at a position near
the amino acid side-chain groups that participate
in the catalytic reaction. It is thus possible, by
using haptens which are analogs of substrate tran-
sition states, to generate antibodies with catalytic
activity. These “catalytic antibodies” are of great
research interest, and their potential is emphasized
by the possibility that they might be used to de-

velop catalytic activities not present in living or-
ganisms.

This article can only attempt a general survey
of enzyme and immunoassay methods, with refer-
ences to more detailed reviews and books in spe-
cific areas. Many important clinical, veterinary,
and forensic analyses in which enzymes them-
selves are the analytes are not discussed; this ar-
ticle considers only those methods where enzymes
(and antibodies) are analytical reagents.

9.1.2. Enzymes: Basic Kinetics

The fundamental features of enzyme catalytic
activity are described in detail in textbooks [1].
The simplest mechanism. outlined by MICHAELIS
and MENTEN, proposes that the enzyme E reacts
reversibly with the substrate S to form a complex,
which subsequently decomposes to release the free
enzyme and the product molecule P:

E+S —ES — E+P [8))

in this model, the combination reaction of E
and S. with a rate constant k;, occurs at the active
site of the enzyme. This is a relatively small region
of the E molecule; often a cleft or depression
accessible from the surrounding aqueous solution.
Its conformation, polarity, and charge distribution
are complementary to those of the S molecule. The
reverse process, dissociation of the ES complex,
has a rate constant k,, and the decomposition of
ES to give E and P has a rate constant k;. These
three rate constants can be used to calculate the
Michaelis constant Ky

Kv = (k2 +&3)/k 2)

The Michaelis constant clearly has units in
mol/L, and in practice values between 107" and
1077 mol/L. It is also convenient to definc the turn-
over number of an enzyme. k., which is the
number of substrate molecules converted to prod-
uct per unit time by a single enzyme molecule. in
conditions where the enzyme is fully saturated
with substrate. From the kinetic model k., =43,
but if more complex models are used k., depends
on several rate constants. Depending on the
enzyme and the reaction conditions (see Section
9.1.3) k., varies between ca. 1 s~ and 500000 ™"

The kinetic model outlined above is clearly
oversimplified (e.g.. it should really include an
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Figure 1. Relationship between reaction velocity V and
substrate concentration |S] at different levels of enzyme
concentration, [Et] and 2 |Et]

intermediate complex EP, in which the product
molecule is bound to the enzyme), but it describes
adequately the kinetic behavior of most enzyme-
catalyzed reactions. If the steady-state hypothesis
is applied to the ES complex in this model. the
initial velocity of the enzyme- catalyzed reaction
is:

V = is[Ex][S)/([S] + Km) (3)

where squared brackets indicate concentrations,
and [Eq] is the total enzyme concentration, irre-
spective of whether it is combined with S. When
[S]>> K. i.e.. when the enzyme active sites are
saturated with substrate. V is simply k3 [Ey ]. This
is commonly called V., so Equation (3) be-
comes:

V = vmu\[S]/([S] + KM) (4)

Equations (3) and (4) show that, when V is
plotted against [S] at constant [Et] (Fig. 1), the
reaction rate is approximately proportional to [S]
at low substrate concentrations, but eventually
reaches the plateau level V... So provided
[S} < < K. substrate concentrations can be de-
termined directly from reaction rate measure-
ments. Such analyses are widely used (Section
9.1.4). Equation (4) also shows that, when
[S]=Km. V=V,./2. This provides a method of
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Figure 2. Double-reciprocal enzyme rate plot

estimating Ky. In practice, Ky and V., are
usually determined by one of several transfor-
mations of Equation (4); the most common is
the Lineweaver — Burk double-reciprocal method,
in which 1/V is plotted against 1/|S] (Fig. 2) to
give a straight line of slope Km/V .« and x- and
y-axis intercepts — 1/Ky; and 1/V,,,. This leads to
the following:

(]/V) = (I/me) + (KM/!S]Vnm,\) (5)

An important feature of enzymes is that their ac-
tive sites can often be occupied by, or react with,
molecules other than the substrate, leading to in-
hibition of enzyme activity. Several inhibition
mechanisms are known. but it is necessary only
to distinguish between irreversible and reversible
inhibition. Irreversible inhibition arises when the
inhibitor molecule 1 dissociates very slowly or not
at all from the enzyme active site. The best-known
examples occur when 1 reacts covalently with a
critical residue in the active site. Inhibition of
cholinesterase enzymes by the reaction of organo-
phosphorus compounds with a serine residue is a
case in point. This type of inhibition is said to be
noncompelitive—enzyme activity cannot be re-
stored by addition of excess substrate. So although
addition of I reduces V.., Kv is unatfected. The
double-reciprocal plot in such cases has the same
x-axis intercept as the plot for the uninhibited
enzyme, but greater slope.

Reversible inhibition occurs when the EI com-
plex can dissociate rapidly. just as the ES complex
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does. The most common examples arise when S
and 1 are chemically or sterically similar, and
compete for the active site (competitive
inhibition —but note that not all reversible inhibi-
tion mechanisms are competitive). Thus, alcohol
dehydrogenase enzymes oxidize ethanol to acetal-
dehyde; but other alcohols, e.g.. methanol or eth-
ylene glycol. can act as competitive and reversible
inhibitors. The extent of inhibition in such cases
depends on the relative concentrations of I and S:
if the latter is present in great excess, inhibition is
negligible. In these cases, V.. is not affected, but
Kwm may be increased; the double-reciprocal plot
has the same y-axis intercept, but greater slope
than the plot for the uninhibited enzyme.

When steady-state theory is applied to these
mechanisms, in both types of inhibition the initial
rate of the enzyme- catalyzed reaction is inversely
related to [I]. provided that the latter is small.
Again, the possibility of a simple quantitative
analysis of 1 by rate measurements is apparent.
Such analyses are not so numerous as determina-
tions of substrates, but some are very important
(Section 9.1.5).

A number of enzymes are inactive or weakly
active in the absence of activators. The best known
examples arise with metalloenzymes, whose ac-
tive sites include a main-group or transition metal
ion. When the active holoenzyme, i.e., the com-
plete molecule, including the metal ion. is treated
with a complexing agent to remove the metal ion,
the resulting inactive apoenzyme may provide a
sensitive reagent for determination of the metal.
enzyme activity being directly proportional to the
concentration of activator at low levels of the
latter (Section 9.1.6).

9.1.3. Enzyme Assays: Practical Aspects
9.1.3.1. General Considerations

All enzymatic analyses of substrates, inhibi-
tors, and activators involve the determination of
reaction rates: since initial rates are required, ex-
periments are usually quite short. It is possible in
principle to mix the reactants and measure the rate
directly, by recording an optical or electrochemi-
cal signal at regular intervals, the rate being the
slope of the resulting signal plotted against time.
When many samples are to be analyzed, such an
approach is impracticable, and pseudo-rate meth-
ods are used. The reaction is allowed to proceed
for a fixed time after the initial mixing; it is then

stopped abruptly by a large change in pH or tem-
perature (see below), or by addition of a specific
enzyme inhibitor, and the extent of substrate de-
pletion or product formation is measured. The
signal recorded is then compared with the resuits
of matching experiments on standard analyte so-
lutions, and the test concentrations calculated by
interpolation. In simple enzymatic assays. the cal-
ibration graphs are usually linear (see above), but
in complex systems such as enzyme immunoas-
says, curved calibration plots are usual. requiring
more complex statistical evaluation.

9.1.3.2. Spectrometric Methods

UV - Visible absorption spectrometry is the
most commonly used method in modern enzy-
matic analysis. Suitable spectrometers are found
in every laboratory, and many analyses use simple.
robust, relatively cheap instruments. The availabil-
ity of disposable polystyrene or acrylic cuvetles is
a further advantage for conventional solution
studies, but many analyses now use microtiter
plates, the individual wells of which can be exam-
ined in a simple spectrometer. Continuous flow
systems are also simple to set up. Most spectrom-
eters are interfaced with personal computers,
which offer a range of control and data handling
options.

Several generic applications of UV —visible
spectrometry are common in enzymology (Section
9.1.4). Many oxidoreductase enzymes involve
NAD/NADH or NADP/NADPH as cofactor sys-
terms. Such reactions are readily followed by ab-
sorption measurements at 340 nm, where the ab-
sorption of NADH and NADPH is strong, but that
of NAD and NADP negligible (Fig. 3). This ap-
proach is so convenient that it is often applied in
the form of a coupled enzyme reaction: if neither
substrate nor product in the main reaction of inter-
est is readily determined, one of them may be
transformed via a second enzyme- catalyzed reac-
tion involving NAD(P)/NAD(P)H, with detection
at 340 nm. This principle has been extended so
that three or more reactions occur in sequence,
the final one either generating or consuming the
readily determined NAD(P)H. Such indirect detec-
tion of the primary reaction is much less complex
than it seems: often, all the enzymes. and any other
reagents needed, can be included in the initial
reaction mixture, the specificities of the of
enzyme-catalyzed reactions is the sequence ensur-
ing that they do not interfere. Extra sensitivity, and
the opportunity to work in the visible region. is
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Figure 3. Absorption (A) and fluorescence (F) spectra NAD[PIH (—— ). and NAD|P] (- - -) (absorption only)

provided by using NAD(P)H to reduce colorless
tetrazolium salts, in the presence of phenazine
methasulfate (PMS), to intensely colored form-
azans. which absorb at ca. 500 nm. This further
step is of particular value when a very rapid qual-
itative or semiquantitative result is required.

A further approach using UV —visible spec-
trometry involves colorigenic substrates. These
molecules change color when hydrolyzed in the
enzymatic reaction under study. A good example
is provided by p-nitrophenol esters, which are col-
orless, but are hydrolzyed by appropriate enzymes
to yellow p-nitrophenol, which can be determined
at ca. 405 nm. Many substrates of this type are
readily available, e.g., p-nitrophenyl phosphate
as a phosphatase substrate, the corresponding sul-
fate as a substrate for aryl sulfatases, N-carboben-
Zoxy-L-tyrosine-p-nitrophenyl ester as a substrate
for proteolytic enzymes such as chymotrypsin, etc.

Several analytically important enzymes catal-
yze reactions in which hydrogen peroxide is gen-
erated. Such reactions are easily followed color-
imetrically, hydrogen peroxide being used in the
presence of a second (peroxidase) enzyme to ox-
idize leuco-dyes to colored products. The same
reactions can be used to monitor peroxidases
themselves when they are used as labels in enzyme
immunoassays; in modern systems, the enzyme-
catalyzed reaction is halted by a large pH change,
which simultaneously generates a distinctive color
in the dye reaction product.

Fluorescence spectrometry is widely used in
enzymology, usually because of its extra sensitiv-

ity compared with absorption methods. Fluor-
ophores are characterized by two specific wave-
lengths, absorption and emission. The latter is the
longer of the two, excited molecules having lost
some energy between the processes of photon ab-
sorption and emission, and this allows the fluores-
cence to be determined (at 90° to the incident light
beam in most instruments) against a dark back-
ground. This provides limits of detection unattain-
able by absorption spectrometry. A second impor-
tant characteristic of fluorescence spectrometry is
its versatility; it is just as easy to study concen-
trated solutions, suspensions, solid surfaces, flow-
ing systems, etc., as it is to measure dilute solu-
tions.

The generic approaches in absorption spec-
trometry are mirrored in fluorescence. Thus,
NAD(P)H can be determined at an emission wave-
length of ca. 460 nm with excitation at ca. 340 nm
(Fig. 3). For work at longer wavelengths,
NAD(P)H reduces nonfluorescent resazurin to
the intensely yellow-fluorescent (ca. 580 nm) re-
sorufin (this can also be determined colorimet-
rically at ca. 540 nm). Fluorigenic substrates are
available for many hydrolytic enzymes, the best-
known being those based on resorufin esters, and
on esters of 4-methylumbelliferone; the esters are
nonfluorescent, but are hydrolyzed to fluorescent
products. Peroxidase activity can be monitored via
the conversion of a resorcin derivative to a fluo-
rescent product with hydrogen peroxide.

Recent years have seen an explosion of interest
in chemiluminescence (CL) and bioluminescence
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(BL) methods in enzymatic analyses. As in flu-
orescence, these methods measure photon emis-
sion from excited molecules, but here the latter
are generated chemically, as reaction products.
The reactions concerned are oxidations, often in
mildly alkaline solutions in the presence of a cat-
alyst. The advantages are:

1) No exciting light source is needed, so scattered
light phenomena are minimized

2) It is usual to collect as many as possible of the
emitted photons without the use of optical
filters or monochromators. Screening devices
using photographic detection have been devel-
oped. Sensitive Polaroid films allow the con-
venient qualitative or semiquantitative moni-
toring of chemiluminescent reactions.

3) Extreme sensitivities are possible

4) The reagents are generally free of hazard. de-
spite offering limits of detection similar to
those secured by radiochemical methods

Since the intensity of luminescence is propor-
tional to the rate of generation of the excited re-
action product, the principal precautions to be ob-
served are those that apply when reaction rates are
measured (control of temperature, pH. etc.). with
the important additions that the order and the re-
producibility of mixing of the reagents are critical,
especially in conditions which yield short bright
bursts of light. In such cases. fully automated
CL/BL methods, such as those using flow injec-
tion analysis, are of obvious value. The common
CL/BL techniques mirror those in UV -visible
and fluorimetric measurements. Processes involv-
ing NAD(P) and NAD(P)H can be followed with
the aid of coupled reactions (in which two or more
enzymes catalyzing consecutive reactions are in-
volved), and reactions in which hydrogen peroxide
is generated are readily monitored by using the
peroxide to oxidize a well-known luminescent
compound, such as luminol. Luminogenic sub-
strates, e.g., for phosphatase enzymes, have been
developed. and these find particular use in CL
immunoassays. Sensitive microtiter plate readers
are now widely available for both fluorescence
and chemiluminescence detection, so these spec-
troscopic methods are proving ever more popular
in the monitoring of enzyme catalyzed reactions.

9.1.3.3. Other Methods

Although spectrometric methods still dominate
the measurement systems used in biospecific anal-

yses, other methods are important. Some of these
are applied in specialized areas. The optical activ-
ity of saccharides can be used to follow reactions
such as the inversion (hydrolysis) of sucrose, ca-
talyzed by invertase. The products (D-glucose and
fructose) have a combined optical rotation (e.g.. at
589 nm) quite different from that of sucrose, so a
simple polarimeter provides a good method of
determining sucrose, the enzyme's substrate, and
of other species which inhibit invertase activity.
Radiolabeled substrates are often employed in re-
search ("C and *H are the most common iso-
topes). but safety precautions preclude the routine
use of this approach. Since the radioactivity of the
label is not changed in the enzymatic reaction.
physical separation is necessary before the radio-
labeled reaction product (or residual substrate) can
be determined (see Section 9.2.4).

Electrochemical methods of following
enzyme- catalyzed reactions are rapidly growing
in popularity. mirroring the growth of these meth-
ods across analytical science in general. Particu-
larly important are electrochemical enzyme sen-
sors, portable or disposable devices which com-
bine the specificity of an enzyme reaction with the
simplicity and compactness of an electrical trans-
ducer. Selective electrodes have been adapted to
form such sensors: for example, oxygen electrodes
can monitor any enzyme-catalyzed reaction in
which oxygen is consumed or produced. Other
potentiometric and amperometric methods have
achieved impressive successes, exemplified by
the variety of glucose sensors now available.
These devices use the glucose oxidase reaction
(Section 9.1.4). and a variety of coupled reaction
systems which provide an electrochemical re-
sponse. In early applications, the hydrogen perox-
ide generated in the oxidation of glucose was used
to oxidize hexacyanoferrate(ll) to hexacyanofer-
rate(IlI), this second reaction being followed am-
perometrically. More sophisticated methods are
now applied, and are generally applicable to all
reactions in which peroxide is produced.

The rates of enzyme- catalyzed reactions can
be followed, not only by a wide range of instru-
mental techniques, but also with the aid of a va-
riety of chemical principles. In favorable cases.
reaction rates can be determined directly by ob-
serving consumption of the substrate or appear-
ance of the product, but if these compounds lack
distinctive  physical properties, indirect ap-
proaches, especially coupled reactions, can be
used (see Section 9.1.3.2).
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Figure 4. Effects of temperature (A), and pH (B) on the
activity of a typical enzyme

The maxima and widths of the curves vary from one enzyme
to another.

9.1.3.4. Effects of pH, Buffer, Composition,
and Temperature

Virtually all enzymatic assays are carried out
at 20-50°C in aqueous buffers of known pH and
controlled composition. Both temperature and
buffer properties affect the rates of enzyme- catal-
yzed reactions markedly. The effects of temper-
ature can usually be summarized by a bell-shaped
curve (Fig. 4 A). At lower temperatures, reaction
rates increase with temperature, but beyond a cer-
tain point, denaturation (unfolding) of the enzyme
molecules begins, so they lose their ability to bind
the substrate, and the reaction rate falls. The tem-
perature giving maximum activity varies from one
enzyme to another, according to the robustness of
the molecule. In some cases, it may be convenient
to use a temperature rather below this maximum,
otherwise the rate becomes too high to measure
precisely. The rates of many enzyme-catalyzed
reactions increase by a factor of ca. 2 over a range
of 10°C in the region below the maximum of the
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curve; it is thus necessary to control the temper-
ature to within ca. £0.1°C.

The pH of the buffer solution in which the
analysis takes place must also be controlled. Most
enzymes have a pH dependence of their activity of
the type shown in Figure 4 B, and pH should be
controlled to within £0.02. The optimum pH, and
the range over which the enzyme is active, vary
widely from one enzyme to another. These phe-
nomena arise from the effects of pH on the struc-
ture of the enzyme itself, on the affinity constant
between the enzyme and the substrate, on V.,
and also on any coupled indicator reaction that is
used. The choice of buffer recipe for any given pH
may be important. The ionic strength of the buffer
and the salts contained in it can influence the rate
and mechanism of the main and coupled reactions,
sometimes with unpredictable results. It may be
necessary to choose a buffer whose properties rep-
resent a compromise between the ideal conditions
for the main reaction, and the ideal conditions for
the indicator reaction(s). Immobilized enzymes
(Section 9.1.7) often have pH (and temperature)
dependence significantly different from their sol-
uble counterparts. This all points to the value of
establishing and maintaining a well-defined buffer
system for enzymatic analyses.

9.1.3.5. Sources and Activity of Enzymes

A wide range of enzymes is commercially
available from numerous suppliers, so it is rarely
necessary for the analyst to prepare such materials.
Enzymes with the same name. but isolated from
different species, may be quite distinct in their
chemical and biological properties, and their ac-
tivity (e.g., their requirements for cofactors).
Enzymes are normally supplied as freeze-dried
or crystallized proteins, and should be stored care-
fully at 4°C or —20°C. Repeated freezing and
thawing of protein solutions is not advisable, so
it may be necessary to divide the dissolved
enzyme into small aliquots, each of which is
frozen and used just once.

The specificity of many enzyme- catalyzed re-
actions is a major reason for their use. Many or-
ganisms. or separate organs from a particular spe-
cies. contain only one enzyme capable of catalyz-
ing a given reaction. Thus. it may be unnecessary
to use high-purity enzyme preparations; quite
crudely purified material is often sufficient. In
some cases, however, it is essential to ensure re-
moval of a particular contaminant: enzyme prep-
arations used in reactions involving hydrogen per-
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oxide should be free of catalase, the enzyme which
decomposes H>O, to oxygen and water.

In practice many enzymatic analyses are per-
formed with the aid of pre-packed kits. Such kits
contain a number of vials which incorporate opti-
mized mixtures of enzymes, cofactors, buffer salts,
etc., as required, often in a dried form. Each vial
provides a single analysis. The analyst needs only
to reconstitute the reagents by the addition of
water, add the sample, and perform the measure-
ment after a given time period, recommended by
the kit manufacturer.

Since an enzyme used as an analytical reagent
may be quite impure, it is essential to know how
much substrate a given weight of the enzyme prep-
aration will convert to the corresponding product.
This information can be derived from the activity
of the material, given in International Units (I1U).
Unit enzyme activity converts one micromole of
substrate to product per minute at 25 °C and opti-
mal pH. Commercial enzyme preparations are de-
scribed in terms of IU/mg or, in the case of an
enzyme supplied in solution or suspension, 1U/
mL.

9.1.4. Enzyme Assays: Determination of
Substrates

9.1.4.1. General Considerations

As shown in Section 9.1.2, the rate of an
enzyme- catalyzed reaction is proportional to the
concentration of substrate, if the latter is small
compared with Ky,. (The guideline [S] < 0.2 Ky
is often used.) This provides a simple approach to
substrate determinations, which certainly rep-
resent the largest class of enzymatic analyses in
modern practice, e.g., the measurement of blood
glucose or blood cholesterol. In many instances,
the analyses are highly selective, but not abso-
lutely specific for the target substrate.

9.1.4.2. Determination of Glucose

Several different enzymes have been used to
determine B-p-glucose, but by far the most popular
approach uses glucose oxidase. Enzymes are often
known by their Enzyme Commission numbers:
glucose oxidase is E.C. 1.1.3.4. The first digit
defines the enzyme as an oxidoreductase, the sec-
ond as an oxidoreductase in which the hydrogen or
electron donor is an alcohol, and the third as one in
which the hydrogen or electron acceptor is molec-

ular oxygen. As there are several enzymes exhib-
iting these three characteristics, the fourth digit
purely acts as a means of differentiating between
similar substances. This enzyme. normally ob-
tained from Aspergillus niger, has a molecular
mass of ca. 80000, uses flavin adenine dinucleo-
tide as cofactor, and catalyzes, at pH 7-8, the
reaction:

D-Glucose + 0> — D-Gluconolactone + H,O,

This reaction is highly specific (a-p-glucose is oxidized at
only 1% of the rate of the B-anomer), but not perfectly so, as
2-deoxy-p-glucose (which does not ocur at significant levels
in blood) 1s also readily oxidized. Scores of different methods
have been used to follow the rate of this reaction, almost all
based on the properties of the very reactive product, hy-
drogen peroxide. (Many of these methods can also be used
to determine other substrates which are oxidized by oxidore-
ductase enzymes to yield, among other products, H,0,, e.g..
cholesterol. xanthine, L- and p-amino acids, p-galactose etc.).
Colorimetric methods are based on conversion of a chro-
mogen [e.g.. 2.2-azino-di(3-ethylbenzothiazolinsulfonate)
diammonium salt (ABTS)] to a colored product (for ABTS,
Amax =405 nm) with the aid of a second enzyme, horseradish
peroxidase. Analogous fluorimetric methods, such as the ox-
idation of nonfluorescent resorcin derivative to a fluorescent
product. have also been used. The optimum pH for the cou-
pled peroxidase step is ca. 10, but both enzymes show ad-
equate activity at pH ca. 8.5. an example of a compromise
pH. Glucose oxidase reactions can also be monitored by the
chemiluminescence from luminol stimulated by peroxidase
in the presence of hexacyanoferrate (I1I). Numerous electro-
chemical methods have also been developed. Many glucose
tests are available which use the enzyme in immobilized
form. A typical dipstick test for urine samples uses a cellu-
lose matrix which contains immobilized glucose oxidase and
peroxidase along with a chromogen. In the presence of glu-
cose, the initially colorless matrix develops a color within a
few seconds. (An exactly similar test is available using ga-
lactose oxidase to test for p-galactose.)

With such methods, glucose is routinely determined in
blood (normal level ca. 5 mol/L) and foodstuffs. In all these
analyses. it is assumed that molecular oxygen is present in
excess, but it is also possible to use the enzyme in an excess
of glucose to estimate levels of dissolved oxygen in agueous
or mixed aqueous —organic solvents. This unexpected appli-
cation exemplifies the broad range of enzymatic analyses.

9.1.4.3. Determination of Ethanol

Ethanol can be determined with the aid of al-
cohol oxidase (E.C. 1.1.3.13), but a more usual
approach uses alcohol dehydrogenase (ADH. E.C.
1.1.1.1.—the third digit indicates that this oxi-
doreductase has NAD(P)" as its hydrogen or elec-
tron acceptor). In neutral buffers, this zinc metal-
loenzyme, normally obtained from yeast, but also
from mammalian liver, catalyzes the reaction:

CH;CH-0OH + NAD* — CH3CHO +NADH+H"*



The oxidation can be followed by monitoring the
appearance of NADH by UV-absorption spec-
trometry, colorimetry, fluorimetry. or CL/BL
methods (Section 9.1.3.2). Common sample ma-
trices are blood plasma or various foods and bev-
erages; as in the case of glucose. their analyte
levels are often quite high, so few sensitivity prob-
lems arise. The catalytic action of this enzyme is
not very specific: n-propanol and s-butanol. iso-
butanol, allyl alcohol, ethylene glycol. glycerol,
and methanol (oxidized to formaldehyde, hence
its toxicity) are among other alcohols that may
interfere. This lack of specificity is one reason
for the interest shown in alcohol oxidase as an
alternative. The importance of routine alcohol de-
terminations has encouraged the development of
many methods using immobilized ADH in the
form of “alcohol electrodes” or continuous flow
analyzers.

9.1.5. Enzyme Assays: Determination of
Inhibitors

9.1.5.1. Inhibitors of Cholinesterase Enzymes

Enzyme assays based on inhibition effects are
not as commonly employed as substrate deter-
minations, but one or two are very important.
Preeminent is the determination of organophos-
phorus compounds by using their inhibitory effect
on cholinesterase enzymes (E.C. 3.1.1.8 —the first
digit signifies a hydrolase enzyme. the second that
the compounds hydrolyzed are esters, and the third
that they are phosphoric monoesters). The latter
catalyze the conversion of acylcholines to choline
and the corresponding acid:

Acylcholine + H-O — Choline + Acid

This reaction is crucial to many living systems.,
so the organophosphorus compounds (pesticides,
chemical warfare agents) that inhibit it by irrevers-
ible binding to the active site are often highly
toxic. A range of cholinesterase enzymes is avail-
able, the most common being the enzyme isolated
from horse serum, which is a pseudocholinesterase
or butyrylcholinesterase. The specificity of such
an enzyme is broad, and a wide range of esters
can be hydrolyzed. This is of value in inhibitor
analyses as the “‘normal’ substrate can be replaced
by. e.g., a fluorigenic substrate to facilitate detec-
tion. Thus, resorufin butyrate, a nonfluorescent
ester of resorufin, is hydrolyzed by the horse se-
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rum enzyme to the intensely fluorescent resorufin.
In the presence of an inhibitor, the expected
growth in fluorescence intensity is reduced. Since
a free acid is produced in the hydrolysis reaction,
electrochemical methods provide viable alterna-
tives, and enzyme reactors using immobilized cho-
linesterases are commercially available.
Organophosphorus compounds are often used
as mixtures in pesticide formulations, and an in-
genious application allowed the identification of
such mixtures by combining the fluorigenic
enzyme assay with thin layer chromatography
(TLC). The sample was separated using TLC,
and the plate treated sequentially with the enzyme
and the fluorigenic substrate. The result was a
mostly fluorescent TLC plate, with dark areas
marking the positions of the enzyme inhibitors.
In addition to organohosphorus compounds, car-
bamates (also used as pesticides) and the calabar
bean alkaloid physostigmine act as inhibitors of
cholinesterases, and can also be determined.

9.1.5.2. Other Inhibition Methods

The literature on enzyme inhibition assays is
very large, but many of the methods are of limited
value because they lack specificity, and/or do not
compete with other techniques. Thus, many
enzymes are inhibited to a greater or lesser extent
by transition metal ions, but the lack of specificity
for individual ions and the preference for alterna-
tive techniques, e.g., ion chromatography, has re-
duced the value of such approaches.

One area of great current importance is the
search for enzyme inhibitors, especially inhibitors
of proteolytic enzymes, in high-throughput screen-
ing programs for new drugs. Combinatorial chem-
istry methods can generate candidate inhibitors at
the rate of thousands per working day, so rapid and
efficient screening procedures are essential. Most
currently used methods employ microtiter plate
formats with fluorescence detection.

9.1.6. Enzyme Assays: Determination of
Activators

9.1.6.1. Determination of Metal Ions by
Metalloenzymes

Activator analyses are the least common appli-
cation of enzymatic methods. but, as in the case of
inhibitor analyses, a small number of methods are
extremely valuable. Of great interest are methods
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where incorporation of metal ions in the active site
of an enzyme is critical. Removal of the metal
from the holoenzyme (e.g., by mildly acidic solu-
tions of EDTA) generates the apoenzyme, which
lacks enzyme activity. This apoenzyme then be-
comes the reagent in the subsequent analysis,
along with its natural substrate and any indicator
reagents that may be required. In a sample con-
taining the appropriate metal ion, the activity of
the enzyme is wholly or partially restored. In con-
trast to the metal ion inhibition effects mentioned
above, these analyses are often highly selective. as
the active sites of metalloenzymes accommodate
(with generation of activity) only a very few metal
ions (ionic radius may be as important as ionic
charge).

An example of such analyses is provided by
isocitrate dehydrogenase (E.C. 1.1.1.42), normally
isolated from pig heart. This enzyme catalyzes the
oxidation of isocitrate ions to a-oxoglutarate ions;
the reaction is NADP dependent, and results in a
decarboxylation:

Isocitrate + NADP — NADPH + CO; + H* + 2-Oxoglutar-
ate

The usual methods for following NAD(P)-de-
pendent reactions are available here. The enzyme
requires the presence of Mg?* ions for activity,
and extensive studies show that, apart from
Mg™*. the only other ions that combine with apo-
ICDH (apo-isocitrate-dehydrogenase) to restore its
activity are Mn”* and to a lesser extent Zn** and
Co™*. This approach has been successfully applied
to the determination of Mg®* in blood and other
samples at concentrations below 1 pmol/L, and to
the analysis of Mn™* at concentrations as low as
5 ppb. The advantage of this method of trace metal
determination is that only a single oxidation state
of the metal is determined—in the manganese
analysis, only Mn(1l), with no interference from
Mn(VID) or other oxidatton states.

9.1.6.2. Other Activator Analyses

The most obvious activator assays are those in
which cofactors are analyzed: all the common co-
factors can be determined in this way. and in many
cases their own properties provide simple means
of measuring reaction rates. The analyses are
usually very selective. ATP in red blood cells
and many other samples is often determined by
using its specific participation in the well-known
firefly bioluminescence reaction:

Luciferin+ O, + ATP — Oxyluciferin + ADP + PO + Light

This reaction is catalyzed by firefly luciferase,
which requires Mg®*, and can also be used to
determine this ion. Even in simple instruments,
ppb levels of magnesium can be detected.

9.1.7. Immobilized Enzymes
9.1.7.1. Introduction

Analysts have attempted to use immobilized
enzymes for over 30 years. The original motiva-
tions were two-fold: to conserve enzymes that
were expensive and difficult to isolate, and to
incorporate enzymes in reusable sensors, such as
enzyme electrodes. During such researches, other
advantages and applications of immobilized
enzymes were found, and immobilization technol-
ogies were extended to other areas of biospecific
analysis such as immunoassays (see below) and
affinity chromatography. Immobilized enzymes
have also been used extensively in manufacturing
processes and for therapeutic purposes.

Several distinct approaches to the problem of
immobilizing an enzyme in or on a solid or gel,
with optimum retention of biological activity, are
available. These include covalent binding, surface
adsorption, gel entrapment, encapsulation within a
semipermeable membrane, and chemical cross-
linking. The first is by far the most popular. and
many enzymes are commercially available in cov-
alently immobilized form. Common solid phases
include particles of well-known chromatographic
media, e.g., agarose, glass and silica, polystyrene,
polyacrylamide and cellulose. modern perfusion
chromatography phases, and nylon in the form
of flow tubing or membranes. The best-known
covalent linkage methods include the use of cy-
anogen bromide (CNBr) to bind -NH- groups to
hydroxylic matrices such as agarose or cellulose.
chloro-sym-triazinyl derivatives to perform a sim-
ilar function, and carbodiimides to link amine and
carboxylic acid functional groups between
enzymes and solid phases. Such covalent linkages
are not infinitely stable: even the best immobilized
enzyme reactors suffer slow leakage of the
enzyme molecules into solution. However, many
derivatives remain stable on storage and in use
over periods of several months.

The idea of entrapping enzyme molecules
within a polymeric matrix of known (average)
pore size is attractive and has been frequently



studied, polyacrylamide gels being widely used.
However the outcomes have often been dis-
appointing. The polymerization process, carried
out in the presence of a solution of the enzyme,
may generate sufficient heat to denature some of
the enzyme; leakage may occur from within the
polymer matrix: enzyme activity with respect to
large substrates may diminish sharply because of
the molecular sieving effect of the polymeric gel:
and even the activity to small molecules may be
diminished because the enzyme molecules are less
available than they are on the surface of a solid
particle.

However, interest in this approach to enzyme
immobilization has recently been renewed by the
application of silica-based sol-gel entrapment ma-
trices. These provide mild hydrophilic environ-
ments with controlled pore sizes. Moreover sol-
gels can be formed into optically clear monoliths
of varying dimensions, thin films, and fibers. Sev-
eral applications including the determination of
metal ions and of peroxidase have already been
described.

Enzymes are readily adsorbed to the surfaces
of ion exchange matrices. plastic microtiter plaies,
hydroxyapatite, even charcoal. Such immobilized
molecules may be suitable for one-off assays (i.e..
not for repeated use), but they are often readily
desorbed by quite small changes in their environ-
ment, and enzymes immobilized in this way have
not found great application in routine analyses,
despite the ease with which adsorption is achieved.
However, the adsorption of antibodies on plastic
surfaces is routinely used in many immunoassays.
including enzyme immunoassays (Section
9.2.4.3.1).

Bifunctional reagents, such as glutaraldehyde,
can cross-link enzyme molecules to produce insol-
uble aggregates that retain at least some activity,
but these cross-linked enzymes often have unsuit-
able mechanical properties, and they have found
little practical use.

Microencapsulation of enzymes (and other bi-
omolecules) has been extensively studied. The mi-
crocapsules have semipermeable walls that allow
small substrate and product molecules to pass
through freely, while large enzyme molecules
are retained in solution within the capsules. How-
ever, the polymerization process used in forming
the capsules generates heat that may damage the
enzymes.
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9.1.7.2. Properties of Immobilized Enzymes

Many experiments have shown that the advan-
tages of (usually covalently) immobilized
enzymes extend beyond their reusability; their
physicochemical properties are often significant-ly
different from those of the corresponding enzyme
in free solution. The immobilized enzyme usually
has somewhat less activity than the same mass of
enzyme in solution. But unless activity losses are
severe, this disadvantage is not serious. and can be
compensated by using more of the immobilized
preparation, knowing that it can be used repeat-
edly.

A significant advantage of immobilization is
the increased thermal stability conferred on many
enzymes, allowing their use for longer periods at
higher temperatures than would be possible for the
soluble molecule. An early experiment showed
that immobilized papain (a protease derived from
papaya latex) retained over half its room-temper-
ature activity at 80 °C in conditions in which the
soluble enzyme was almost entirely denaturated.

Also interesting and valuable are the changes
in the pH —activity curves that often accompany
immobilization. A common result is broadening of
the curve, i.e., the enzyme is active over a wider
pH range than its soluble counterpart. This is nor-
mally ascribed to the range of microenvironments
of different enzyme molecules in or on the solid
matrix. Depending on the charge properties of this
matrix, the optimum pH may undergo significant
shifts. The optimum pH for an enzyme bound to a
negatively charged carrier such as carboxymethyl-
cellulose is shifted to higher values, while immo-
bilization on a cationic matrix such as DEAE-cel-
lulose (diethylaminoethyl-cellulose) has the oppo-
site effect. These effects are ascribed to the change
in the enzyme's microenvironment brought about
by neighboring charged groups. Inmobilization on
a neutral carrier is not expected to change the pH
oplimum. Since these pH effects can be controlled
to some degree. immobilization of an enzyme may
confer significant advantages, e.g.. using two or
more enzymes with different pH optima in solu-
tion (Section 9.1.4.2) may be facilitated.

9.1.7.3. Application of Immobilized Enzymes

Since most of the enzymes routinely used in
analytical science are now commercially available
in immobilized form. it might be expected that
many analyses conventionally carried out in solu-
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tion are also performed with the immobilized
products. In practice, many of the important ap-
plications of immobilized enzymes are those in
which the enzyme preparation is incorporated into
a more specialized analytical system, such as an
enzyme electrode or continuous enzyme reactor.

One of the first applications of immobilized
enzymes was the construction of an enzyme elec-
trode for glucose, in which a thin layer of glucose
oxidase entrapped in a polyacrylamide gel was
placed over a conventional Clark oxygen elec-
trode. When the enzyme electrode was immersed
in glucose solution, the glucose penetrated the
enzyme layer, consuming oxygen and reducing
the potential of the Clark electrode. Apart from
concerns over the long-term stability of the
enzyme layer, the principal drawbacks of this
and many other similar devices were their re-
sponse times (often minutes rather than seconds).
and their recovery times, i.e., the rates at which the
electrodes could be used with different samples.
Some modern devices have largely overcome
these problems, but although enzyme electrodes
(most based on platinum, oxygen, or other estab-
lished sensors) have been developed for numerous
analytes (amino acids, urea, sugars, simple alco-
hols, penicillin, cholesterol, carboxylic acids, inor-
ganic anions, etc.), only a very few seem robust
enough to survive routine laboratory use over long
periods.

On the other hand disposable “one-shot™ sen-
sors based on immobilized enzymes are now of
major importance in several biochemical and en-
vironmental application areas.

A second obvious area of application is in
continuous flow analysis or flow injection analysis
systems, in which the immobilized molecules
form reactors that can be readily inserted and re-
placed in a flow analysis manifold. The physical
form of the enzymes varies widely; packed-bed
reactors are often used, but open-tube wall reactors
and membrane reactors have also been investigat-
ed. A principal advantage of all such systems is
that they can use all the optical or electrochemical
detectors routinely used in flow analysis. Howev-
er, the problems of producing stable and robust
immobilized enzyme reactors have proved more
intractable than many researchers hoped, and other
advances (e.g.. the use of more sensitive detectors,
improved availability of low-cost soluble
enzymes) have minimized the advantages of using
solid phase enzymes.

Nonetheless, much research continues in this
area, particularly work on thin layers or mem-

branes to which enzymes are attached. In such
cases, the enzyme kinetics may be favorable, and,
of the available detection procedures, fluorescence
spectroscopy is particularly suitable for the study
of solid surfaces, and is highly sensitive.

9.2. Immunoassays in Analytical
Chemistry

9.2.1. Introduction

In recent years, analytical chemistry has grown
tremendously, especially in the fields of environ-
mental and process analysis. Modern measurement
techniques have led to lower limiting values in the
areas of water, soil, and air analysis. This has been
followed by legislation requiring environmentally
compatible production processes under constant
control. As a result, less expensive (and often
faster) monitoring techniques are necessary. The
search for “chemical sensors,” which, similar to
optical and electrical sensors, can be integrated
into production monitoring and quality control,
is a logical consequence of this ecological and
economic pressure.

Immunoassays (IAs) are based on the for-
mation of a thermodynamically stable antigen—
antibody complex. These methods play an impor-
tant role, especially in clinical chemistry, being
used for the fast and safe detection of proteins,
hormones. and pharmaceutical agents. These tech-
niques promise to close the gap between the
cheapest chemical sensors and conventional, ex-
pensive, slower analytical methods.

On the other hand, classical analytical chem-
istry is just starting to accept immunoassays; the
reasons for this hesitancy are to be found in the
necessity of:

1) Synthesizing an immunogen and coating an-
tigen (hapten linked to different carrier pro-
teins)

2) Isolating an antiserum after immunization,
usually of a vertebrate

3) Development, optimization, and synthesis of a
labeled analyte (hapten) derivative after isola-
tion and characterization of the first antibodies
(AB)

4) Validation of both the antibodies obtained. and
the entire test



5) Possibly having to start the immunization all
over again, if the antibodies do not fulfill the
selectivity and affinity requirements

Every analytically usable method must fulfill
the criteria of selectivity, sensitivity, calibration
ability. and reproducibility.

The development of immunoassays 1is
frequently based on empirical findings which are
an obstacle to certification. In particular, despite
the fact that polyclonal antibodies often permit
better detection tests, they are not reproducible
in any given laboratory. Even the production of
monoclonal antibodies, which in principle is easily
reproducible, does not aid worldwide acceptance
and recognition of immunoassays because of their
extremely complex production processes, which
are increasingly being patented.

Nevertheless, a steady rapid development of
immunotests can be observed, especially in the
field of environmental monitoring [1]-{3], where
the question of costs has become so important that
the establishment of an immunotest can be worth-
while in spite of all the facts mentioned above. In
the development of chemical sensors, efforts are
also being made to utilize the biochemical rec-
ognition principle by coupling with optical, elec-
trochemical, or other transducer (signal transfer)
[4]-[6]). However. the slower kinetics involved in
molecular biological processes require stricter
maintenance of the experimental protocol. e.g.,
the time of reaction between the antibody and
the tracer molecule or analyte (hapten) should be
set up in an exactly reproducible manner by means
of flow-injection analysis [7].

Immunoassays become important when:

1} Fast measurement and evaluation are required

2) Highest possible detection strength is required

3) Large numbers of samples are to be expected

4) Only complex and expensive analytical meth-
ods are otherwise available

The greatest potential for the use of immuno-
assays in environmental analytical chemistry is in
screening, i.e., for the selection of contaminated
and uncontaminated samples for further validation
analysis.

9.2.2. Polycional, Monoclonal, and
Recombinant Antibodies

The isolation of highly selective (specific).
high-affinity antibodies is the primary requirement
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for the successful development of an immune test
(8], [9}

In analytical chemistry, especially in the envi-
ronmental field, analytes of molecular mass
< 1000 are often of interest, but molecules of this
type (haptens) cannot alone induce the generation
of antibodies.

For this reason, it is necessary to produce an
immunogen by coupling the hapten to a high mo-
lecular carrier protein. The possibilities for immu-
nogen synthesis are restricted by the structure of
the hapten. The presence of amino or carboxyl
groups, which can be directly coupled to the car-
rier protein by a peptide bond, is most favorable. If
the hapten contains no reactive group, it must be
introduced. An example is the reaction of haptens
containing hydroxyl groups, which are converted
to hemisuccinates with succinic anhydride or N-
bromosuccinimide. Haptens with keto groups can
be converted to oxime derivatives.

Modified haptens or haptens containing reac-
tive groups are then coupled to a high molecular
carrier protein. High yields and no interfering side
products are usually obtainable from reactions at
room temperature in aqueous media and at near-
neutral pH. The carrier proteins commonly used
are keyhole limpet hemocyanin human or bovine
serum albumin, bovine gammaglobulin, or thyro-
globulin. Coupling reactions comprise: (1) the car-
bodiimide-mediated conjugation, (2) the mixed
anhydride procedure. (3) the NHS (N-Hydroxy-
succinimide) ester methods, and (4) the glutaral-
dehyde condensation [10]. The degree of coupling,
i.e., the number of hapten molecules per protein
molecule, should be determined, using either ra-
diolabeled hapten, UV and visible spectroscopy.
matrix assisted laser desorption time-of-flight
mass spectrometry (MALDI TOF MS). or indirect
methods.

The choice of a suitable position of attachment
to link the hapten to the carrier is important be-
cause it is responsible for recognition by the anti-
body produced. Especially in the case of parent
substances which are rich in isomers, only some of
which are of toxicological interest, e.g., PCBs or
dioxins, the reactive positions used for conjugate
synthesis must be carefully selected.

For the generation of polyclonal antibodies. the
immunogen is applied to a vertebrate (rabbit,
sheep, etc.). usuvally with the aid of adjuvants
which enhance immunogenicity, by a mechanism
that is not fully understood. The production of
polyclonal antibodies is not very reproducible.
For this reason, antibody concentration (titer),
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specificity (selectivity of the antibodies). and af-
finity must be continually monitored, and the abil-
ity of the isolated antiserum to bind to the hapten
must be determined. Further, the cross-reactivity
of the antibodies should also be determined as
early as possible. Cross-reactivity refers to the
reaction of an antibody with molecules which
are structurally very similar to the desired analyte
(hapten): it determines the sensitivity to interfering
substances in the final test.

Polyclonal immune sera from an immunization
of this type consist of a spectrum of antibodies,
which are active against the diverse epitopes of the
same antigen and. therefore, possess various affin-
ity constants.

The acceptance of immunoassays depends on
the availability of antibodies. Since the amount of
polyclonal antibodies is always limited. and even
repeated immunizations of the same experimental
animal species results in nonreproducible charac-
teristics (specificity, affinity), the production of
suitable monoclonal antibodies (they are product
of a single cell alone) is most important. The
method was developed by KOHLER and MILSTEIN
and encompasses the immortalization of a single-
antibody producing cell (B-lymphocyte) by fusion
to a myeloma cell [11]. The resulting hybridoma
produces just one species of antibody which can
be grown indefinitely and, therefore. offers a
means to advise a consistent product in unlimited
quantities. Up to now, compared to polyclonal
antibodies monclonal  antibodies are less
frequently applied in environmental analysis.

In recent years, genetic engineering processes
have entered the field of antibody production. A
number of functional recombinant single-chain an-
tibody fragments (scAbs. recombinant antibodies)
which recognizes and binds to small compounds
has been expressed and characterized in microor-
ganisms and transgenic plants [12]-[14]. Howev-
er, these techniques are still at the development
stage.

9.2.3. Sample Conditioning

Sample preparation is of tremendous impor-
tance in the application of an immunoassay. Apart
from the usual criteria for representative sampling,
special attention should be paid to the following
influences:

1) pH value

2) Humic substances
3) Surfactants

4) Heavy metals

5) Organic solvents

If enzymatic tracers are used, the actual detec-
tion reaction is frequently disturbed by influences
exerted on the reactive center of the enzyme, espe-
cially those due to interactions of the antibody
with polyfunctional groups, e.g., with the humic
substances in natural water samples [15]. This
should be taken into account, especially in the
use of immunoassays for soil screening. In com-
petitive immunoassays, analytes that are sparingly
soluble in water can be solubilized by the addition
of surfactants [16]. On the other hand, the surfac-
tant can alter the tertiary structure of the antibody,
and possibly of the enzyme involved. The use of
organic solvents is being intensively studied [17].
In some cases, immunoassays are known to tol-
erate more than 10 vol % of solvent.

The separation or complexation of humic sub-
stances and/or heavy metals is successful in favor-
able cases, e.g., by the addition of bovine serum
albumin (BSA) in a trinitrotoluene enzyme-linked
immunosorbent assay (ELISA) [18]. In the screen-
ing of soil samples for pesticides, persistent cen-
trifugation at 17 000 rpm, and simple dilution with
bidistilled water in the ratio 1: 10 was sufficient
[19].

In each application, the appropriate measure-
ment must be established by independent val-
idation analysis. Nonspecific interactions are very
frequent in immunoassays. and usually lead to a
slight overdetermination of the analyte.

9.2.4. Immunoassays
9.2.4.1. Radioimmunoassay

The development of radioimmunoassays
(RIA), based on studies by YaLow and BERSON,
has opened up an area of application especially in
clinical chemistry [20], [21].

In RIAs, a radioactive label is used for detec-
tion of the formation of an antibody —antigen com-
plex. Thus, a simple, specific, sensitive, and pre-
cise determination of the radioactive isotope is
available. At present, however, immunoassays
are increasingly carried out with nonisotopically
labeled antigens or antibodies because of the legal
restrictions on the use of radioactive material.



9.2.4.1.1. Isotopic Dilution Radicimmunoassay

In this classical RIA. a variable amount of
unlabeled analyte (hapten) competes with a con-
stant amount of a radiolabeled substance for a
limited number of antibody binding sites:

Ag* AB(s) + Ag(b)
Ag* + Ag:
Ag AB(s) + Ag*(b)

where Ag is the antigen (hapten or analyte); Ag*
the radiolabeled antigen; AB the antibody; and (b)
and (s) indicate species bound or in solution.

The more analyte in the sample, the more la-
beled antigen is found in solution. To quantity this
amount, a separation step must be carried out,
usually by subjecting the adsorptively bound anti-
bodies (e.g.. on a microtiter plate) to a washing
step.

In principle, standard and analyte should have
the same ability to displace a tracer molecule from
the binding site on the antibody.

9.2.4.1.2. Immunoradiometric Assay (IRMA)

This process uses radioactively labeled anti-
body AB*. Two antibodies are required which
recognize different binding sites on the antigen:
the first is fixed on a microtiter plate or in a test
tube, and the second is labeled, e.g., with '*L.
Sequential incubation is carried out, first with
the sample or the standard analyte, followed by
a separation washing step. Subsequent incubation
with radiolabeled antibody AB* shows the antigen
binding density through sandwich coupling:

AB(s)+Ag — AB-Ag(s)
AB-Ag(s)+ AB* — AB-Ag-AB*

Small analyte molecules (haptens) cannot be
detected by this technique because of the lack of
several binding sites (epitopes), so it cannot be
used for environmental analysis.

9.2.4.2. Nonisotopic Homogeneous
Immunoassay

For diverse reasons. such as restrictions on the
use of radioactive substances, nonisotopic immu-
noassays have gained general acceptance, espe-
cially in trace analysis and environmental analysis

1-[3].
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Consequently, a sensitive measuring principle
other than radioactive decay is required. Further-
more, a distinction must be made between tests
that require a separation step to determine the
bound component and those that do not. Nonisoto-
pic, homogeneous immunoassay allows the direct
observation of the hapten bound to the antibody.

9.2.4.2.1. Latex Particle Agglutination
Immunoassay

A large number of latex agglutination immu-
noassays have recently been adopted from clinical
chemistry. These assays are based on the visuali-
zation of antigen —antibody complexes by the at-
tachment of latex particles or gold colloids. Enti-
ties of this type with dimensions in the nanometer
or micrometer range can be quantified by turbi-
dimetry, nephelometry, light scattering tech-
niques, and particle counters [22]-{25].

9.2.4.2.2, Enzyme-Multiplied Immunoassay
Technique (EMIT)

In the EMIT (26], [27]. the analyte is cova-
lently bound to the enzyme in spatial proximity to
the active site and, consequently, the formation of
the antibody —antigen complex inactivates the
enzyme; addition of hapten results in a reduction
of this inactivation.

9.2.4.2.3. Apoenzyme Reconstitution
Immunoassay System (ARIS)

If, however, the antigen is covalently bound to
the prosthetic group of an enzyme such as glucose
oxidase (E.C. 1.1.3.4) and an aliquot of the cou-
pled antigen to flavin-adenine dinucleotide) is
added to determine an analyte, free antibodies
prevent the reconstitution of the enzyme. The con-
centration of the free antibody naturally depends
on the analyte concentration in the sample. Similar
to the EMIT technique. the ARIS is used in auto-
matic analyzer systems in clinical chemistry [28).

9.2.4.2.4. Fluorophore-Labeled Homogeneous
Immunoassay

At first glance, fluorescent labeling appears to
have a much higher detection strength compared
to colorimetric detection, but this is not the case.
First, the affinity constant generally limits the de-
tection strength of a process. Second, fluorophores
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are exposed to many influences, such as quenching
by impurities. or even adsorption of the fluor-
ophore molecule. However, the fact that the de-
tection can be repeated is advantageous, whereas a
chemical reaction is irreversible [29].

The best-known variant is the substrate-labeled
fluorescence immunoassay (SLFIA) test [30]. Ga-
lactose is linked to the antigen and to the fluor-
ophore, methylumbelliferone. B-Galactosidase
(E.C. 3.2.1.23) is capable of hydrolyzing and re-
leasing the fluorophore. as long as the antigen
linked to galactose is not stabilized in an anti-
body —antigen complex. If free antigen is present,
the formation of galactose—antigen— fluor-
ophore — antibody complex is reduced. The meas-
uring signal is conveniently proportional to the
concentration of free antigen.

In pesticide trace analysis, efforts have been
made to observe directly the coupling of antigen—
antibody in the quenching of the fluorophore
bound to a tracer molecule, by the use of time-
resolved. laser-induced fluorescence [31]. On for-
mation of an Ag*—AB complex. a significant
change in the fluorescence lifetime is observed.
However, the fluorescence quantum yield suffers
drastically, and this test has never been used.

9.2.4.2.5. Homogeneous Fluorescence
Polarization Immunoassay (FPIA)

Direct observation of the formation of a hap-
ten — (fluorescently labeled) antibody complex is
also possibe in polarized light [32]. The presence
of free hapten reduces the antibody-tracer complex
concentration, and the degree of polarization is
lowered. The detection strength of this test is in
the umol/L range and thus not yet high enough for
environmental analysis.

9.2.4.2.6. Homogeneous Liposome Immunoassay

Owing to “cell wall formation™ by multilayer
membranes, liposomes may encapsulate up to sev-
eral hundred fluorophore molecules.

The measuring principle is based on the fact
that hundreds of hapten molecules are incorpo-
rated into the cell membrane of liposomes, e.g..
by linkage of phosphatidylethanolamine (a func-
tional part of the multilayer membrane). In the
presence of an antibody for the formation of an
immune complex, destabilization of the entire ves-
icle occurs. The contents of the liposome, e.g.,
fluorophores dyes. spin-labeled molecules, or

enzymes, are released. Liposome stability is a gen-
eral problem associated with this method [33].

9.2.4.3. Nonisotopic Heterogeneous
Immunoassay

The most common type of immunoassay is the
nonisotopically labeled heterogeneous test [1}.
Either the antibody or the hapten (analyte) to be
detected is fixed to a solid interface via a covalent
bond or by adsorption. The other significant dif-
ference lies in the fact that no radioactive labeling
is used for signal production.

9.2.4.3.1. Enzyme-Linked Immunosorbent Assay
(ELISA)

This assay is the most important in trace and
environmental analysis. First, antibodies are im-
mobilized on a solid carrier. For this. it may be
necessary to take suitable measures, such as *°Co
radiation, to make the carrier sorption active.
Standard 96-well microtiter plates, polystyrene
beads. or test tubes can be used.

In a typical ELISA test on a microtiter plate
(Fig. 5). the carrier is first coated with analyte-
binding antibody. The sample or standard is added
after washing off excess antibody with a surfactant
solution. The volume added is typically
100-200 uL. After (optional) preincubation, a
constant quantity of tracer, e.g., enzyme-labeled
hapten, is added to the sample or standard. This
initiates a competitive reaction, because only a
limited number of antibodies are available for
binding. After the tracer incubation period. sample
(or standard) and excess reagents are washed
away. The bound tracer concentration is inversely
proportional to that of the analyte. The amount of
bound tracer can be determined via an enzyme
substrate reaction with a chromogenic substrate.
After a reaction time long enough to produce suf-
ficient dye, the enzyme is denatured (enzyme re-
action stopped) by addition of acid. Subsequently,
the depth of color formed in the individual cavitics
of the microtiter plate can be automatically deter-
mined with a “plate reader” (photometer).

The application of a competitive heteroge-
neous immunoassay is very common. Some im-
portant immunoassays for trace amounts of envi-
ronmentally relevant compounds are presented in
Table 1. Especially for agrochemicals. a large
number of determination procedures have been
established, because of legislation on drinking



Table 1. Selected ELISA tests in environmental analysis

Substance Detection Refer-
limit ence
Pesticides
Alachlor 1 ppb  [34]
Aldicarb 300 ppb  [35)
Atrazine 50 ppt  {36]
Benomyl 250 ppb  137]
Bentazon 2ppb  138]
Diflubenzuron 1 ppb  [39]
Endosulfan 3 ppb  [40]
Fenpropimorph 13 ppt  [41]
Hydroxyatrazine S0 ppt  [36]
Metazachlor 10ppt  [42]
Methabenzthigzuron 50 ppt [43]
Molinate 30 ppb  [44]
Norflurazon 1 ppb  [45]
Terbuthylazin 60 ppt  [46]
24-D 100 ppb 147}
Aromatic compounds
Benzo[u)pyrene 100 ppt  |48]
|-Nitropyrene 50 ppt  [49]
Pyrene 35 ppt [50]
Trinitrotoluene 50 ppt 151]
Halogenated aromatic hydrocarbons
Pentachlorophenol 30 ppb  [52]

2.3.7.8-Tetrachlorodibenzodioxin 5ppb  [53]
Heavy metals
Mercury(11)
Surfactants
Triton X-100 2 ppb [55]

500 ppt  [54]

water which stipulates (as a precautionary meas-
ure) a limiting value of 100 ng/L for a single pes-
ticide; this is not based on toxicological findings.
The demand for sampling and pesticide analysis
has given a sudden worldwide impetus to the de-
velopment of immunoassays as a fast and cost-ef-
fective method of analysis.

The use of indirect competitive heterogeneous
immunoassays (Fig. 6) is also common. Here, the
hapten is bound to the surface of the carrier. Since
hapten alone cannot be bound very reproducibly to
a solid support by adsorption, a protein-linked
hapten is used (e.g.. to BSA). In principle. how-
ever, a conjugate (coating conjugate) different
from the immunogen should be employed.

The advantage of this ELISA variant lies in the
fact that (1) synthesis of a coating antigen is easier
than that of a hapten-enzyme conjugate, (2) inter-
fering matrix constituents are washed out before
the addition of the enzyme-labeled second anti-
body, and (3) a prepared microtiter plate contains
only slight amounts of a possibly toxic analyte
[important when working with 2,3,7,8-tetrachlo-
rodibenzodioxin (2.3,7.8-TCDD)]. After a wash-
ing step. sample and analyte-binding antibody are
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Figure 5. Principle of a direct competitive enzyme immu-
noassay (ELISA) with photometric detection

Absorption measurement

added. If larger amounts of free analyte are present
in the added sample, only a few adsorptively
bound analyte molecules react with AB1. The
AB - Ag complexes in solution are removed by a
further washing step. The AB | molecules bound
through hapten — BSA. which contain the analyti-
cal information, are detected by means of an
enzyme-labeled second antibody. For this purpose,
it is possible to use AB, that recognizes antibodies
(IgG) from rabbits. from which AB1 originates;
these antibodies are commercially available. Sig-
nal production is again inversely proportional to
the concentration of analyte. Enzymes commonly
used are horseradish peroxidase (E.C. 1.11.1.7)
and alkaline phosphatase (E.C. 3.1.3.1).

For environmental analysis, enzyme-labeled
tracers are predominantly used because increas-
ingly lower limiting values demand maximum
sensitivity. The reason for this choice is based
on the enormous turnover rate in chromophore
or fluorophore formation by enzymes. In the most
common tests, photometric evaluation predomi-
nates.

There has been no lack of attempts to reduce
the detection limit further by the use of liposomes
filled with enzymes [56] or fluorophores [57].
Unfortunately, liposomes are not very stable, and
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Figure 6. Principle of an indirect competitive enzyme im-
munoassay (ELISA)

The immobilized hapten corresponds lo a hapten - BSA
conjugate. AB 1 binds to the analyte. AB 2 binds to foreign
anlibodies and is covalently linked to an enzyme.

fluorophores with the highest quantum yields are
extremely hydrophobic, and subject to quenching
by adsorption to vessel walls.

Although they depend on special evaluation
techniques. immunoassays based on signal pro-
duction via chemi- and bioluminescence are
successful [58]. In clinical chemistry, this type
of signal production has already gained accept-
ance. This is, however. not the case in environ-
mental analysis because of the often uncontrolled
interaction of matrix components with the Jumi-
nescence-producing enzyme.

Efforts are being made to improve the sensi-
tivity of immunoassays by using long-lived fluor-
ophore labeling and highly intense light sources
(e.g.. lasers). Labeling with rare earth chelates,
which have fluorescence decay times in the range
600- 1000 us, permits an especially easy sep-
aration of scattered light from the signal
[59]-1[62]. The high cost of UV laser systems is
presently an obstacle to its wider acceptance.
However, the first applications at 780 nm, using
less expensive semiconductor diode lasers, have
already been published [63].

The application of electrically produced time-
resolved luminescence without light source rep-
resents an extremely interesting variant [64].

9.2.4.3.2. Sandwich Immunoassay

This type of noncompetitive heterogeneous im-
munoassay (Fig. 7) is encountered especially in
the case of larger antigens with several epitopes
[65]. The antibody, immobilized on the microtiter
plate in the first step, has the function of binding
the analyte (antigen) or standard in the solution.
After a washing step, the second antibody, which
recognizes the second epitope of the analyte, is
added. After another washing step, a labeled (in
this case with an enzyme) third antibody, which
binds to AB2, is added. Apart from the large
number of steps involved, all of which hinder
reproducibility. problems are also posed by the
necessity of suppressing nonspecific adsorption
in the presence of added reagents. Furthermore,
the color formation is not inversely proportional
to the analyte concentration. Sandwich immuno-
assay is not applicable to environmentally relevant
haptens because it requires an analyte molecule of
a certain minimum size.

9.2.4.3.3. Immunoassays using Immobilized
Affinity Ligands

New immunoassay concepts were described in
which immobilized affinity ligands are used in
unique flow-through systems (flow-injection im-
munoassay, FIIA). These systems are exclusively
heterogeneous. Both immobilization of a specific
antibody or a hapten on the solid support is pos-
sible. In most cases the scheme of the assay used is
based on a sequential competitive enzyme immu-
noassay procedure [66], [67].

9.2.4.3.4. Immunoassays with Biotin and Avidin

Avidin (an egg yolk protein) exhibits an ex-
tremely strong affinity (ca. 10'> L/mol) for biotin
(vitamin H). This irreversible interaction can be
utilized in the design of heterogeneous immuno-
assays  with  biotinylated,  antigen-specific
antibodies [68], [69]. Biotinylation can be per-
formed without interfering with antibody function.
The antibodies are applied in the usual manner in a
competitive immunoassay (Fig. 8). In the last step,
enzyme-labeled avidin is added in excess. Since
there are four possibilities for the binding of avidin
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AB | is a catcher antibody. and binds to the analyte. AB2
should be able to bind a second (identical or different) anti-

genic epitope. AB 3 binds to foreign antibodies (of type
AB 2) and is covalently linked to an enzyme.

to biotin, labeled biotin can also be used to occupy
binding sites of the bound avidin to amplify the
recognition signal reaction. Streptavidin can be
used instead of avidin.

9.2.4.3.5. Magnetic Particle Immunoassay

An especially elegant heterogeneous immuno-
assay format depends on coupling antibodies to
magnetic particles. The assay is carried out in a
test tube. The conjugate of analyte and peroxidase
(tracer) is first added to the sample or standard and
mixed well. An aliquot of an AB —magnetic par-
ticle suspension is then pipetted into the test tube
and again mixed well. After a preselected incuba-
tion time, the particles are precipitated by a mag-
net. After pouring off the supernatant, the AB -
magnetic particles are resuspended and re-precip-
itated (washing step). The depth of color, which is
inversely proportional to the concentration of an-
alyte in sample. is then determined in the usual
manner via an enzyme - substrate reaction. Appli-
cations in the field of pesticide analysis have been
published [70]-[72].
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Instead of the tedious and destructive coupling
of antibodies to magnetic particles, the utilization
of natural bacterial magnetic particles is also
possible [73].

9.2.5. Immunoaffinity Techniques

An immunosorbens represents an excellent
agent for the specific preconcentration of analytes
with the aid of antibodies (immunoextraction).
Until now. this technique has been used mainly
in clinical chemistry. Environmental applications
started in 1994 [74]. The appropriate antibody is
immobilized on a precolumn and. after a concen-
tration phase. subjected to a desorption step. It is
favorable if the eluent used for this purpose is the
same as that employed in the subsequent liquid
chromatographic separation.

The repeated use of the precolumn sometimes
poses problems because desorption must be for-
cibly effected by denaturation of antibody, and is
often reversible. The substantial band broadening
in the desorption step represents another problem.
The bands can be sharpened only if the analyte can
be reconcentrated on a subsequent reversed phase
column with a relatively weak eluent (low propor-
tion of organic solvent).

Alternatively, immunoselective desorption can
be carried out with a “displacer” having a still
higher affinity for the immobilized antibody. In
the subsequent chromatography. however. a re-
duction of the analytical “window” owing to the
structural similarity between the displacer and the
analyte is to be expected.

In recent years, a rather new technique —the
sol-gel technology — was applied for the prepara-
tion of new immunosorbents (Fig. 9). Using this
rather simple method, the antibodies are encapsu-
lated in a silica network. They retain their activity
and, in some cases gain even higher stability, and
can react with ligands that diffuse into the highly
porous matrix. Several papers were reported on the
entrapment of polyclonal and monoclonal anti-
bodies  against  environmental  pollutants
[75]-178].

Preconcentration with immunosorbents. fol-
lowed by quantification with an immunoassay, is
not recommended because no increase in selectiv-
ity is achieved by using the same antibody in the
preconcentration and in the test.

Immunosorbents are of interest in trace analyt-
ical problems which require optimum detection
strength and selectivity.
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Figure 9. Encapsulation of antibodies in silicate glasses prepared by the sol - gel method. TMOS: tetramethoxysilane; IgG:

immunoglobulin G

9.2.6. Immunoassays on Test Strips and

other Planar Structures

Dry tests or test strips (also called lateral flow
devices or immunomigration strips) are popular as

quick tests in clinical chemistry. Immunological
tests are especially interesting because they can
make use of the high selectivity of AB—Ag com-
plex formation [79], [80]. The objetive is to ac-
commodate all the reagents required for a quanti-
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Figure 10. Principle of a test strip using enzyme immuno-
chromatography

fiable test on a simple strip. filter, or capillary. It
should be possible to dip the strip quickly into the
liquid sample or to place a drop of sample on the
carrier, and to determine the analyte concentration
from the resulting depth of color or length of a
colored band. Evaluation can be done visually or
spots can be read-out by a pocket reflectometer.
There should be tremendous possibilities for this
test, especially for on-the-spot environmental
analysis.
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Two main variants are possible:

1) Accommodation of a homogeneous separation-
free immunoassay on a dry matrix. This is
possible for SLFIA and for ARIS. Other pos-
sibilities are labeling with gold particles or
liposomes. The art lies in contact-free accom-
modation of all the reagents on the test strip, in
such a way that no immune reaction takes
place during storage.

2) The enzyme-channeling principle is especially
suited to test strips. The test contains co-immo-
bilized antibody and glucose oxidase. Two test
strips must be used: one contains analyte-spe-
cific antibody, and the other is impregnated
with peroxidase-specific antibody. The strips
are dipped first into the sample solution and
then into a color developer. The color devel-
oper contains a peroxidase tracer, glucose, and
a chromogenic substrate (e.g., 4-chloro-
1-naphthol). Channeling occurs by formation
of H,O, by glucose oxidase; this forms an
insoluble dye on the surface of the test strip
with 4-chloro-1-naphthol and peroxidase. In
the case of the indicator test strip, the depth
of color is influenced by competition with free
analyte in the sample. The reference strip gives
the standard value.

Enzyme immunochromatography (Fig. 10)
represents an especially attractive variant [81]. A
narrow strip of paper has the analyte-specific an-
tibody immobilized on it. The sample is mixed
with the tracer (analyte-labeled peroxidase and
glucose oxidase) and the end of the test strip is
dipped into this mixture. By capillary action, the
solution is sucked up into the strip matrix. The
sample is bound to the immobilized antibody as
it travels up the strip, resulting in competition
between the tracer and the analyte for the limited
binding sites along the strip. A zone is formed
which is proportional to the analyte concentration,
and occupied by tracer molecules. After this mini-
chromatography step, the entire strip is transferred
to a color developing solution which consists of
glucose and the peroxidase substrate, 4-chloro-
1-naphthol.

A strong color is developed, owing to enzyme
channeling only in places where the peroxidase
tracer is bound, in addition to the glucose that is
present everywhere. Thus, the occupied length,
which is proportional to the concentration of an-
alyte, can be visually quantified as in a thermom-
eter.
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Figure 11. Cross section of the rapid immunofiltration test
Hybritech ICON {72]

A) Side view; B) Top view

a) Fluid chamber; b) Absorbent reservoir; ¢) Membrane:
d) Support disk: e) Area of immobilized antibody

Another heterogeneous immunoassay, devel-
oped for field use |82]. [83], employs immunofil-
tration (Fig. 11). Antibodies are immobilized in
the middle of a nylon membrane. The first few
drops placed on this membrane are immediately
sucked down into a reservoir by capillary action. A
few drops of washing buffer are then added. fol-
lowed by AP- (alkaline phosphatase) labeled anti-
body to the analyte and. subsequently, a few drops
of indoxyl substrate. As in the case of the sand-
wich immunoassay, the depth of color of the spot
formed in the middle is linearly proportional to the
analyte concentration; i.e., an ELISA is obtained
for determination of aflatoxin |84], atrazin [85].
[86]. [87], carbaryl [88] or polychlorinated
biphenyls [89].

9.2.7. Characterization and Interference

Immunochemical determination seems to be
especially suited to the screening of large numbers
of samples (e.g., water and soil analyses). lImmu-
noassays are well suited for the analysis of the
smallest sample volumes (e.g., in fog water anal-
ysis) because they allow analysis without sample
preparation in a few microliters [90]. In critical
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Figure 12. Typical calibration curve of a pyrene ELISA [50]
The detection limit DL is calculated from the blank extinc-
tion value plus a three-fold standard deviation: 35 ppt. Test
center point. C=0.583 pg/L; Margin of error: 1A; n=12.

applications. immunoassays do not compete with.
but rather supplement conventional trace analyti-
cal methods.

In contrast to applications in clinical chem-
istry. matrix interference must be expected when
immunoassays are applied to environmental sam-
ples. Disturbances can be caused not only by the
presence of high molecular, organic water compo-
nents (humic acids, lignosulfonic acids). but also
by inorganic ions (AI**, Fe**, other transition me-
als) and oxidizing agents (Cl>, Oz, ClO-. H>05)
used in water treatment.

An exceptional feature of competitive hetero-
geneous tests. which are at present the only tests
that are sufficiently sensitive, is evaluation by
photometrical readout of the microtiter plates.

In multiple determinations, the median is cal-
culated for each calibration point (Fig. 12). The
margins of error correspond to simple standard
deviations. The medians, or the singly determined
values, are fitted to a four-parameter function by a
simplex process; each curve has seven calibration
points. The zero value is not included in the math-
ematical evaluation, but is used only for control
purposes:

where x is the concentration of analyte or hapten
(ng/L); Y the extinction; A the maximal extinction
(upper asymptote); D the minimal extinction
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Figure 13. Calibration curves of an atrazine ELISA as a
function of the incubation time of the tracer

a) 30 min; b) 10 min; ¢) 5 min;

Preincubation of unlabeled hapten: 60 min [91].

(lIower asymptote); C the test center point (u g/L);
and R a curvature parameter.

The curves are normalized with respect to both
A and D:

where Yy approximately corresponds to the signal
B/By normalized to the zero value (B represents
the extinction of the sample and By the blank
reading determined with the plate reader) and en-
forces convergence of all calibration curves for
[analyte] — O and [analyte] — co. This standardi-
zation has the advantage that, unlike B/B,, neither
a zero value (associated with a relatively large
error) nor an excess value (difficult to obtain
owing to solubility or contamination problems)
is required.

in the case of an ELISA, the tracer incubation
time is important, as illustrated in Figure 13 for a
triazine herbicide test [91]. The test center point C
can be lowered by a factor of 25 by reducing the
incubation time from 30 to 1 min; if it is increased
to 40 h, a marked increase in the test center point
C is obtained. Thus, the test covers atrazine con-
centrations of more than five powers of ten by
simple variation of the incubation time. It is not
known whether polyclonality or a kinetic effect
(imbalance between antibody. hapten, and labeled
hapten) is responsible for the observed shift of the
calibration curves.

In immunoassays. antibodies react to a large
number of chemically closely related species with
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Table 2. Concentrations that cause 10 % inhibition of horse-
radish peroxidase (N=12)

Ion Concentration, mg/L (£2 s)
CN° 0.001 £0.0002
SCN~ 0.02 +0.004
Cl0; 0.03 +0.004
N3 0.04 +£0.005
Cl0; 0.02 £0.003
F 0.15 £0.016
cu™ 3540 +4.04
Ni* 8.70 20.96
Co™* 17.30 #2.11
Al 43.10 £2.97
Fe'* 33.10 +4.74
Fe™* 1.30 +0.08
(Fe(CN)eJ* 0.02 +0.002
[Fe(CN)eJ* 0.17 =0.02
Sn?* 18.00 =2.11

varying sensitivity. This cross-sensitivity, also
called cross-reactivity, is an indication of high
structural similarity between haptens. Since cross-
sensitivities cannot be exactly predicted, they must
be experimentally determined for each antibody
and each test design. Crossreactivities CRso are
normally determined by forming ratios of the
50 % values of the substances to be compared.

However, the actual influence of cross-reacting
compounds can depend on their concentrations
and, therefore, a single value for the cross-reactiv-
ity cannot contain all the information. For un-
known samples, the influence of cross-reacting
substances as a function of concentration should
be determined in advance.

Water components can influence either the
tracer (the tracer enzyme in ELISA), or the anti-
body, or the hapten— AB binding. The concentra-
tions of substances that cause a 10 % inhibition of
the horseradish peroxidase normally used as label
in enzyme immunoassays are listed in Table 2.

Strongly oxidizing substances, such as ClO3 or
complexing agents (F, SCN™. CN") exert an in-
hibiting effect. The azide ion, which is used as a
bacteriostatic agent in immunology, can also cause
inhibition. If horseradish peroxidase is used as a
tracer enzyme, NaN3 can be employed only for the
preservation of antibody solutions. No effect is
exerted by the following ions: Hg™*. Cr,07.
Na*, K*, Li*, Sr**. Mg?*, Ba**, Ca™", Ag’, Pb™*,
NHj, CI, NO3, NOs. and SO7™.

In the presence of Ca®, the activity of horse-
radish peroxidase can be increased by up to 40 %,
depending on the contact time and the Ca™
concentration [15].
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Figure 14. Correlation between two different analytical
techniques (GC and ELISA) using atrazine as an example
n=189, r=0.956 [15)

Sample components can interfere with anti-
bodies in diverse ways. Evaluation is possible by
means of calibration curves with the addition of
various potentially interfering substances. Organic
solvents (e.g., acetonitrile, methanol. and ethanol)
in relatively low concentrations can affect the test.
The maximal extinction falls increases on addition
of solvents, the test center point is shifted by up to
two powers of ten in the presence of 10 vol % of
solvent {15]. In the immunological determination
of trace substances (e.g., pesticides). the standard
solutions should also be made up with the cor-
responding solvents.

An extremely important point in process char-
acterization is validation with, e.g.. classical meth-
ods, such as gas chromatography (GC) Fig. 14) or
liquid chromatography. Atrazine in surface waters
was measured by means of ELISA and GC, and
the results compared. The results correlate well,
and confirm the theory that immunological meth-
ods can give reliable values in practice. The results
of both methods are equivalent with a probability
of 95 %. No false negative values were obtained.
The same applies to the use of immunoassays on
soil extracts. In comparison with GC analyses,
ELISA usually gives higher analyte concentra-
tions, which is put down to the effects of humic
acid.

9.2.8. Future Immunological Applications
and Techniques

Apart from the extension of the tests already
available to include analytes measurable only by

expensive and tedious instrumental analytical
techniques. the spectrum of applications is certain
to widen.

Until now, water and body fluid (serum, urine)
represent the most common test matrices. Soil
analysis has already begun to profit tremendously
from immunoassays. Very few applications exist
in air monitoring, even though active and passive
measuring procedures could profit increasingly
from immunological techniques for the monitoring
of diffuse sources.

The further development of immunolocalizing
analytical techniques in conjunction with state-of-
the-art optoelectronics and luminescence micros-
copy also seems worthwhile for the recognition of
colloidal or cell-bound haptens.

In chemical sensors, the adaptation of immu-
nological recognition techniques to optical and
electrochemical transducers has been under inves-
tigation for several years.

An intense discussion presently goes on the
usefulness of miniaturized analytical techniques,
which may be considered part of the emerging
nanotechnology complex. Immunological technol-
ogy, after hyphenation with chromatographic and
electrophoretic techniques, may be transferred to a
chip format. obtaining a complete and very effi-
cient “analytical-lab-on-a-chip”. If a library of an-
tibodies (an antibody array) is available, exhibit-
ing a different pattern of affinity for a series of
structurally related compounds, an appropriate sta-
tistical analysis (multivariate statistical tech-
niques, parametric models) has the power to turn
the problem of cross-reactivity into an advantage
(multianalyte immunoassays). The breakthrough
of this technology will mainly depend on the avail-
ability of improved solid supports and antibodies,
and on the development of more simple instru-
ments [92]-[95].

Increasing activities in validation and stand-
ardization of immunochemical tests, initiated by
federal government and regulatory agencies of
several countries and well-recognized national
and international organizations will lead to more
transparency and uniformity in method devel-
opment and evaluation. This will help that the
assays get rid of their image as “‘dubious biological
tests”, as they are sometimes called by analytical
chemists [96]. Immunological methods cannot be
assessed simply as “good” or “bad” but rather as
suitable for an application or not.
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Abbreviations

a initial slope of the isotherm

C, C,, mobile-phase concentration

C, stationary-phase concentration

dy film thickness

dy particle size (diameter)

D, axial dispersion coefficient

Dy diffusion coefficient, stationary (liquid) phase
D,,  diffusion coefficient. mobile (gas) phase

F phase ratio

F, mobile-phase flow rate

h reduced plate height

H height equivalent to a theoretical plate (HETP)
ko column permeability

k', k'y retention factor

K Henry constant

L column length

M, nth moment of a statistical distribution

N. N, number of plates

p partial pressure

P probability

P° vapor pressure

q Langmuir isotherm

R fraction of sample in the mobile phase; resolution
S. adsorbent surface area

S; detector response tactor

R retention time

" mobile-phase velocity

v reduced velocity
'm volume per plate of the mobile phase

v, volume per plate of the stationary phase
Ve specific retention volume

Vo volume of gas

Vi volume of liquid

Vin mobile-phase volume

VN correlated retention volume

Vi retention volume

o relative retention

37 activity coefficient at infinite dilution
s total packing porosity

7 mobile-phase viscosity

W, iy absolute and central moments

4 fractional loss of efficiency

11 standard deviation

T time variance

10.1. Introduction

Chromatography is the most powerful sep-
aration technique available. For reasons that will
be made clear later, it is easy to implement chro-
matographic techniques with small samples, and
to carry out separations on an analytical scale.
Separated components are usually detected on-
line, and sometimes they are also characterized,
after which they are generally discarded. In pre-
parative applications, the purified components are
collected for further investigation. although new
difficulties may be encountered in an attempt to

scale-up the equipment and operate at high con-
centrations.

Chromatography is a separation method based
on differences in equilibrium constants for the
components of a mixture placed in a diphasic sys-
tem. A chromatographic system is one in which a
fluid mobile phase percolates through a stationary
phase. The stationary phase is often a bed of non-
consolidated particles, but this is not essential. All
that is in fact required is two phases in relative
motion and excellent contact between these phases
so that concentrations in the stationary phase are
always very near their equilibrium values. For
example, a tubular column through which the mo-
bile phase flows and whose walls have been
coated with a layer of stationary phase is a most
suitable implementation of chromatography. In all
cases the mobile phase is responsible for trans-
porting the sample components through the sta-
tionary phase. The velocity of each component,
hence its residence time. depends on the both mo-
bile-phase velocity and the distribution equilibri-
um constant for that component. At least in prin-
ciple, proper choice of the two phases constituting
a chromatographic system permits selective ad-
justment of the relative migration rates of the
mixture components and of the extent of their
eventual separation.

The mobile phase is a fluid. The main criteria
for its selection are:

1) Good solubility for the analytes
2) Low viscosity

All types of fluids have been used, but the
chief types of chromatography are gas, dense-gas
(more commonly called supercritical-fluid), and
liquid chromatography. In gas chromatography
(GC; — Gas Chromatography), a quasi-ideal gas
is used; pressures are kept low, analyte solubility
in the mobile phase depends only on its vapor
pressure, and the role of the mobile phase is almost
purely mechanical, with minor corrections due to
nonideal behavior of the gas phase [1]. Retention
adjustment is accomplished primarily by changing
the temperature. With denser gases. an analyte's
fugacity differs markedly from its vapor pressure,
and analyte solubility depends strongly on the
mobile-phase density as well as the temperature.
Thus, retention adjustment in supercritical-tluid
chromatography can be effected by changing not
only the temperature but also the average pressure.
In both gas and supercritical-fluid chromatog-

' raphy, the selectivity (i.e.. the ability to achieve



a separation) is relatively insensitive to temper-
ature and density. In liguid chromatography (LC),
the mobile phase is a mixture of solvents (— Lig-
uid Chromatography). Retention adjustments and
selectivity changes are accomplished by changing
the mobile-phase composition and introducing a
variety of strong solvents or additives.

The stationary phase may be a solid (i.e.. an
adsorbent, with a relatively large specific surface
area and very accessible pore channels) or a liquid
coated on a solid support (to avoid stripping of the
stationary phase by the streaming action of the
mobile phase). Intermediate systems include im-
mobilized polymers or surface-bonded shorter
chemical species (e.g.. C;3H37) of widely varying
chain length and molecular mass. Gas-solid,
gas — liquid and liquid - solid chromatography are
the most popular chromatographic methods. Ion-
exchange resins in conjunction with ionic solvents,
gels with pores comparable in size to the analyte
molecules. and stationary phases containing suit-
able complexing agents or groups have also served
as the basis for important methods, producing se-
lectivities very different from those observed with
more classical molecular interactions.

Another useful distinction involves the mech-
anism by which the mobile phase is transported
through the stationary phase. The most popular
approach is forced convection by pressurization,
based on cylinders of compressed gases in gas
chromatography, or a mechanical pump in liquid
chromatography. In both cases the stationary
phase is placed inside a tube, the chromatographic
column. Other methods are available as well. For
example. in thin layer chromatography (— Thin
Layer Chromatography) capillary forces suffice
to draw a liquid stream through a dry, porous
bed in the form of a paper sheet or a thin layer
of adsorbent coated on a glass. metal, or plastic
sheet. More recently. electro-osmosis has been
used to force a liquid stream through a column
[2]. Although the method is quite similar to stand-
ard column liquid chromatography, the resulting
separations may be markedly superior.

10.2. Historical Development

It is not possible to review here the entire
history of chromatography and do justice to all
the scientists who have contributed to designing
and developing the dozens of major separation
techniques based on the principle of chromatog-
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raphy. The history of the origin of chromatography
has been recounted by SAKODINSKY [3] and ETTRE
[4]. Numerous other publications recall landmark
contributions in the field.

Although a number of early publications intro-
duced certain ideas related to chromatography, it
15 clear that the method was conceived and devel-
oped by the Russian chemist TSWETT at the begin-
ning of this century {5]—[7]. TSWETT is best de-
scribed as a biophysicist. He had a remarkably
clear understanding of the interactions between
the various phenomena involved in
chromatography —some  thermodynamic  and
others kinetic—and of the technical problems that
would need to be solved to turn the chromato-
graphic principle into a useful group of analytical
methods. Unfortunately, living during the very
early stages of the high-technology age, in a coun-
try soon fo be ravaged by civil war. he was unable
to succeed. His ideas remained untried until a
group of German chemists who were informed
of TswgTT's early work through WILLSTATTER
[3] succeeded in using chromatography for the
extraction and purification of plant pigments.

The original work of TSWETT is most inter-
esting to read—at least the fragments available
in the modern literature [3], [4], [8]. Many of
the modern problems of high-performance liquid
chromatography are already addressed in these
early writings. TSWETT knew that small particles
should be used for optimum performance, but he
had no way to force a mobile-phase stream under
pressure through a column. It is interesting also to
note that the initial difficulties KunN's group had
to solve in developing their analytical schemes
were due to an isomerization of carotenoid deriv-
atives catalyzed by the silica gel used as stationary
phase |3], [4). TSWETT had deliberately used cal-
cium carbonate for these separations. reserving
silica gel for the separation of more stable
compounds [7].

A.J. P. MaRTIN has been associated with sev-
eral critical developments in chromatography. His
Nobel prize paper with SYNGE [9] represents the
origin of both partition and thin layer chromatog-
raphy (TLC). Originally carried out with paper
sheets. TLC evolved later under the leadership
of STAHL in the direction of consolidated layers
of fine particles. Later, MARTIN, GOrDON and
CoNSDEN [10] published the first two-dimensional
chromatograms. Here a sample is introduced at
one corner of a large, square paper sheet. and
two successive developments are conducted in or-
thogonal directions. using two different solvent
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mixtures as mobile phases. This method leads to a
dramatic increase in separation power. Finally, in
cooperation with JAMES, MARTIN invented gas—
liquid chromatography [11], a technique ideally
suited to the incorporation of many developments
in modern instrumentation that occurred at that
time. Gas-liquid chromatography led first to a
major new instrumentation technique, then to the
rejuvenation of conventional liquid chromatog-
raphy. and finally to the more recent development
of capillary-zone electrophoresis.

10.3. Chromatographic Systems

Chromatography is based on phase-equilib-
rium phenomena. The components of the analyte
sample are caused to equilibrate between two
phases, a mobile phase and a stationary phase.
Because the mobile phase percolates through the
stationary phase. rapid mass transfer takes place,
and the mobile phase carries the components
through the column to a detector. The velocity
of this transfer is related to the equilibrium con-
stant. Hence, only compatible combinations of
mobile and stationary phases can be used in prac-
tice.

10.3.1. Phase Systems Used in
Chromatography

The mobile phase must be a fluid: A gas, a
dense gas, or a liquid. where the rate of mass
transfer through the mobile phase, characterized
by the diffusion coefficient. decreases in the order
listed. To compensate for this marked decrease.
finer and finer particles are used as the mobile
phase becomes more dense. The practical lack of
compressibility of liquids supports this trade-off,
since small particles demand higher pressures.
However,viscous liquids (e.g.,glycerol,oligomers,
or concentrated solutions of polymers) are exclud-
ed, because the associated pressure requirements
would be unrealistic.

The stationary phase must be compatible with
the mobile phase. Lack of solubility of the station-
ary phase in the mobile phase and a large inter-
facial area between the two phases are the two
major requirements. Most adsorbents are applica-
ble to any of the three types of mobile phase,
giving rise, for example, to both gas-solid and
liquid —solid chromatography. The specific sur-

face area of the absorbent must be large, not only
to enhance column efficiency but also to ensure
sufficient retention [12]. This surface must be
highly homogeneous as well to avoid the presence
of active sites on which the adsorption energy is
exceptionally high leading to excessive retention,
and a poor band profile. Most of the adsorbents for
chromatography have been developed to such a
point that they display the required properties:
alumina, silica, molecular sieves, and activated
or graphitized carbons are the most popular.

Silica comes in two broad types: Pure or un-
derivatized silicas (all of which have very similar
properties. but among which chromatographers
can recognize more varieties than there are com-
mercial brands) and the chemically bonded silicas
[13]. Virtually every conceivable type of chemical
group—from alkyl derivatives to sugars and
peptides —has been bonded to silica, leading to
a large number of phases, each with its specific
properties and applications. In liquid —solid chro-
matography, two types of systems are distinguish-
ed: Normal-phase systems based on a polar sta-
tionary phase and a nonpolar mobile phase (e.g.,
silica and dichloromethane), and reversed-phase
systems, in which the stationary phase is nonpolar
and the mobile phase polar (e.g., C,g silica and
water —methanol solutions).

Liquids can also be used as the stationary
phase in chromatography. but they must be immis-
cible with the mobile phase. In gas-liquid chro-
matography this means that the stationary phase
must have a low vapor pressure to avoid its pre-
mature depletion by the mobile phase. Convection
would be highly detrimental to the effectiveness of
a separation, and this is avoided by coating the
liquid phase on an inert solid. The support is
usually a pulverulent solid consisting of porous
particles. To avoid significant contributions from
adsorption (i.e., mixed retention mechanisms), the
solid should have a low specific surface area, but it
should also be highly porous to permit the use of a
large amount of liquid. Alternatively, a stationary
liquid can be coated on a nonporous support (e.g..
glass beads. or the inner wall of an empty tube).
Considerable effort has been devoted to the devel-
opment of reproducible methods for coating the
inner wall of a quartz tube with a homogeneous,
stable, thin film of liquid.

While gas - liquid chromatography has become
the preferred implementation of gas chromatog-
raphy because of the excessive adsorption energy
associated with gas—solid equilibria. for most

- compounds but gases, liquid-solid chromatog-



raphy is the preferred implementation of liquid
chromatography. It is difficult to find a stationary
liquid that is insoluble in the liquid mobile phase
but at the same time not so different from this
phase that the partition coefficients are either neg-
ligible or nearly infinite. The stability of a liquid
coated on an inert support is low, and often the
stationary phase is quickly stripped from the sup-
port in the form of a dilute emulsion.

Other important stationary phases for liquid
chromatography are ion-exchange resins (ion-ex-
change chromatography, which uses anionic or
cationic resins) and porous solids that do not ad-
sorb the analytes but instead have pores so small
that access to a fraction of the pore volume by
some of the analyte molecules is more or less re-
stricted depending on molecular size (size-exclu-
sion chromatography).

Finally, chemical groups capable of forming
charge transfer complexes or other types of labile
complexes with specific components of a sample
have also been used successfully as stationary
phases. Affinity chromatography is one implemen-
tation of this concept. in which complex formation
between a specific antibody and one analyte re-
sults in both exceptional selectivity for a particular
component and an inherent lack of flexibility. two
striking characteristics of this method.

10.3.2. Methods of Implementing
Chromatography

There are three methods of implementing chro-
matography: Elution, displacement, and frontal
analysis. An immense majority of analytical ap-
plications are carried out on the basis of elution.
Equilibrium isotherms are often measured using
frontal analysis. Finally. preparative separations,
though most often accomplished by overloaded
elution, also lend themselves to displacement. This
has the advantage of producing more concentrated
fractions, but it requires special development,
choice of an appropriate displacer. and the extra
step of column regeneration between the process-
ing of successtve batches.

In elution, a pulse of sample is injected into the
mobile-phase stream before it enters the column.
Under the linear conditions most often associated
with analytical applications. each pulse of sample
component behaves independently. migrating
along the column at a velocity proportional to
the mobile-phase velocity but dependent also on
the equilibrium coefficient between the two
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phases. If the experimental conditions are properly
chosen, pulses of the mixture components arrive
separately at the column exit, and the chromato-
gram consists of a series of peaks, one for each
component.

In frontal analysis, a stream of a solution of the
sample in the mobile phase is abruptly substituted
for the mobile-phase stream at the beginning of the
experiment. If the components are present at very
low concentrations, the front of each component
“step” moves at the same velocity as the pulses in
an elution experiment. resulting in a “staircase” in
which the profile of each individual step can be
regarded as an error function. However, in most
applications of frontal analysis the component
concentrations are in fact rather high, and the iso-
therms are no longer linear. Accordingly, they are
not independent of each other, but are competitive;
i.e., the concentration a given compound adsorbed
at equilibrium depends on the concentrations of all
the components present. The propagation of the
various component steps results in breakthrough
curves that are steep, and the concentrations of all
the components in the eluent change when any one
of them breaks through. As a consequence, frontal
analysis can be used only to purify the first eluted
component of a mixture. or to measure single-
component or competitive (mainly binary) iso-
therms.

In displacemenr chromatography. a pulse of
mixture is injected. and this is followed by a step
of a single component called a displacer. which is
adsorbed more strongly than any of the mixture
components. After a certain period of time. during
which the profiles of each pulse become reorgan-
ized, an isotachic pulse train is formed. In the
isotachic train, each component forms its own con-
centration “boxcar,” with a height that depends on
the component and displacer isotherms as well as
on the displacer concentration, and a width pro-
portional to the amount of the corresponding com-
ponent in the sample [14]. [15].

10.4. Theory of Linear
Chromatography

One can distinguish between two basic types of
assumption common to all theoretical efforts to
understand chromatography [16]. First, it may be
assumed that the equilibrium isotherm is linear;
alternatively, one might acknowledge that, under
the experimental conditions selected, this isotherm
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is not linear. One can thus study models of either
linear or nonlinear chromatography. Analytical
applications almost always involve small or dilute
samples, and under these conditions any curvature
in the isotherm near the origin can be ignored and
the isotherm can be regarded as linear. In prepar-
ative applications —more generally, in any case of
concentrated solutions—this assumption is no
longer tenable, and it becomes necessary to con-
sider nonlinear chromatography (see Chap. 10.10).

Similarly, a decision must be made whether or
not to take into account the influence on band
profiles of such phenomena as axial dispersion
(dispersion in the direction of the concentration
gradient in the column) and resistance to mass
transfer (i.e.. the fact that equilibration between
mobile and stationary phases is not instantaneous).
These phenomena are responsible for the finite
efficiency of actual columns. Neglecting them
and assuming the column to have infinite effi-
ciency leads to a model of ideal chromatography.
Taking them into account results in one of the
models of nonideal chromatography.

The combination of these two types of consid-
eration leads to four theories of chromatography.
The first, linear, ideal chromatography, is trivial:
each component pulse moves without changes in
its profile, and its motion is independent of other
pulses. In linear. nonideal chromatography one
studies the influence of kinetic phenomena on
band profiles. assuming each component pulse to
move independently of all the others, and at a
constant velocity. The chromatogram of a mixture
in this case is the sum of the chromatograms for
each independent component. This is no longer
true in ideal, nonlinear chromatography. Here
one studies the influence of nonlinear phase-equi-
librium thermodynamics on the band profile. The
result depends on the amount of each component
present in the mixture, and individual elution pro-
files for the various components cannot be ob-
tained independently (see Chap. 10.10). Neverthe-
less, both linear. nonideal and ideal, nonlinear
chromatography provide relatively simple solu-
tions. In nonlinear, nonideal chromatography it
is necessary to take into account both finite col-
umn efficiency and a nonlinear, nonindependent
behavior of the isotherms. and only numerical so-
lutions are possible.

fir)=R

10.4.1. Plate Models

These models assume that the chromatographic
column can be divided into a series of a finite
number of identical plates. Each plate contains
volumes v, and v, of the mobile and stationary
phases, respectively. The sample is introduced as a
solution of known concentration in the mobile
phase used to fill the required number of plates.
Plate models are essentially empirical, and cannot
be related to first principles. Depending upon
whether one assumes continuous or batch opera-
tion, two plate models can be considered: The
Craig model and the Martin and Synge model.

10.4.1.1. The Craig Model

In this model [17], mobile phase is transported
through the column by withdrawing it from the
last plate, moving the remaining mobile phase
from each plate to the next one in succession,
and refilling the first plate. The process is repeated
as often as necessary to elute the material intro-
duced. It is easily shown that the fraction R of the
sample in the mobile phase is expressed by
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where C,, and C; are the equilibrium concentra-
tions in the mobile and stationary phases, respec-
tively. F is the phase ratio, a is the initial slope of
the isotherm, and &'y, is the retention factor. After
the moving process has been repeated r times, the
probability P of finding a molecule in the plate of
rank / is
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and the elution profile (at the exit of the last plate,
of rank N.) is
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When N, exceeds about 50 plates, this profile
cannot be distinguished from a Gaussian profile
with a retention volume

Ve = V(] + k) 4)

where V,,=N_ v, and a standard deviation



10.4.1.2. The Martin- Synge Model

This is a continuous plate model [9]. The mo-
bile phase is transferred from one plate to the next,
and each plate is regarded as a perfect mixer.
Integration of the differential mass balance in
every plate leads to a Poisson distribution inside
the column. and to the elution profile:

N\
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As the plate number N increases, just as in the case
of the Craig model the profile tends rapidly toward
a Gaussian profile:
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with a retention volume and standard deviation
given by

Ve = N{vy +av,) (8a)
0, = (tw +av)VN (8b)

Note that, although both models lead to the
same profile, the resulting relationships between
number of plates in the column and standard de-
viation differ. The conventional plate number as
defined in chromatography is equal to N for the
Martin and Synge model, and to N (1 +k'p)/k for
the Craig model. In any discussion of column
efficiency it is convenient to consider the height
equivalent to a theoretical plate (or HETP).

H=

L )
N 9

This concept is developed further in Chapter 10.7.

10.4.2. Statistical Models

The random walk model has been used by
GIDDINGS to relate various individual contribu-
tions in the mechanism of band broadening to
the column effictency [18]. This leads directly to
a Gaussian band profile. The contributions of in-
dividual sources of band broadening to changes in
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the profile are additive. Thus, the column HETP is
obtained as the sum of individual contributions

H=>"h (10)

which can be calculated for each identifiable
source of band broadening.

GIDDINGS and EYRING [19] have introduced a
more sophisticated. stochastic model that treats the
chromatographic process as a Poisson distribution
process. Assuming molecules undergo a series of
random adsorption and desorption steps during
their migration along the column, it is possible
to derive a distribution for the residence times of
the molecules injected in a pulse. This model has
been extended by MCQUARRIE to the case of
mixed mechanisms [20]. More recent investiga-
tions by DONDI et al. confirm that the model can
account for both axial dispersion and mass-trans-
fer resistance [21]. When the column efficiency is
not too low, the resulting band profile tends to-
ward a Gaussian distribution.

10.4.3. Mass-Balance Models

These models involve writing and integrating a
differential mass-balance equation. The basic as-
sumptions associated with writing such an equa-
tion are discussed in the literature [16]. There are
two important models of this type, the equilibri-
um —dispersive mode) [22] and the lumped kinetic
models. in addition to the general rate model. The
differential mass balance equation is
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where C and ¢ are the mobile and stationary phase
concentrations, respectively, F is the phase ratio
[F=(1—e&p)er. with e the total packing porosi-
ty]. u is the mobile-phase velocity, and D, is the
axial dispersion coefficient. The first two terms on
the left of this equation are the accumulation
terms, the third is the convective term. The term
on the right is the dispersive term. This equation
contains two functions of the time (¢) and space (z)
coordinates, C and g. These must be related by a
second equation to fully determine the problem.

10.4.3.1. The Equilibrium - Dispersive Model

In this model, one assumes that any departure
from equilibrium between the two phases of the
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chromatographic system is very small, and the
stationary-phase concentration g is given practi-
cally everywhere by the equilibrium isotherm:

g =f1C) (12

For theoretical discussions, the Langmuir isotherm
g=aC/(1+bC) is convenient. For a review of
isotherms used in liquid chromatography, see [23].
With D, =0 this assumption would be equivalent
to assuming that the column efficiency is infinite.
However, the finite efficiency of an actual column
can be taken into account by including in the axial
dispersion coefficient the influences on band pro-
files due to both axial dispersion and the kinetics

of mass transfer:
Hu Lu
Da = -

- (13)

where H is the column HEPT and L is the column

length.
With a linear isotherm, Equation 11 becomes
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where k'y is the retention factor. Solving this equa-
tion requires a choice of initial and boundary
conditions [22]. In analytical chromatography.
the initial condition is an empty column. Three
types of boundary conditions have been studied:

1) An infinitely long column stretching from
7=—x to 2=+

2) An infinitely long column stretching from ;=0
to z=+cC

3) A finite column from z=0to z=L

Depending on the boundary condition chosen,
different solutions are obtained [16]. In practice,
for values of N exceeding 30— 50 plates there are
no noticeable differences between the profiles.
The first and second moments of these profiles are

D (144w and F(0+ 2)
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with tg=(1 +Kk'p) fo, and ry=L /u.The differences
relative to a Gaussian curve become rapidly neg-
ligible as N increases. ultimately reaching the
values commonly achieved.

10.4.3.2. Lumped Kinetic Models

These models recognize that equilibrium be-
tween the mobile and stationary phases can never
actually be achieved, and use a kinetic equation to
relate Dg/0t, the partial differential of g with re-
spect to time, and the local concentrations. ¢ and
C. Several different kinetic models are possible
depending on which step is assumed to be rate
controlling. All are called “lumped kinetic” mod-
els because, for the sake of simplicity, the contri-
butions of all other steps are lumped together with
the one considered to be most important. These
models are discussed and compared in detail in
[24]. All such models are equivalent in linear
chromatography, but not when the equilibrium
isotherm is nonlinear [16]. The kinetic equation
can be written as:

W ki ) (15)
where C; is the stationary-phase concentration in
equilibrium with the mobile-phase concentration
C (and the isotherm is C;=a C). A general solu-
tion of these models has been given by LAPIDUS
and AMUNDSON [25]. Van DEEMTER et al. [26]
have shown that the solution can be simplified
considerably if one assumes reasonably rapid
mass-transfer kinetics. The profile then becomes
Gaussian, and the column HETP is given by:
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H:—£+2<*°> d (16)

u 1+ ko) kokm

This is the well-known Van Deemter equation.

10.4.3.3. The Golay Equation

In the particular case of a cylindrical column
the wall of which is coated with a layer of station-
ary phase, the system of partial differential equa-
tions of a simplified kinetic model can be solved
analytically [27]. For a noncompressible mobile
phase, GoLAY derived the following equation:

2Dy ] + 6k, + 11k§ udy N ky ud?
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where d,, is the particle size. dy is the thickness of
the liquid film, Dy, is the diffusion coefficient in
the carrier gas, and D, is the diffusion coefficient
in the liquid phase.



This equation is in excellent agreement with all
experimental results so far reported.

10.4.4. The General Rate Model

In this model, each step of the chromato-
graphic process is analyzed in detail [16]. Separate
mass-balance equations are written for the mobile
phase that flows through the bed and for the stag-
nant mobile phase inside the particles. Separate
kinetic equations are then written for the Kinetics
of adsorption/desorption and for mass transfer.
Again, if these kinetics are not unduly slow, the
band profile tends toward a Gaussian shape (in
which case a simpler model is actually more suit-
able).

10.4.5. Moment Analysis

The moments of a statistical distribution pro-
vide a convenient description of this distribution.
Since a band profile is the distribution of residence
times for molecules injected into a chromato-
graphic system, the use of moments to character-
ize these profiles is a natural approach. Further-
more, analytical solutions of the general rate
model can be obtained in the Laplace domain.
The inverse transform to the time domain is im-
possible to solve in closed form. but the moments
of the solution can easily be calculated. Equations
are available for the first five moments [28], [29].

The nth moment of a distribution is

< 3

M,= | CO"dr (18)

It is more practical to use normalized distributions,
so the absolute moments, ,,, 7 > I, and the central
moments, f,, n>/ are most com-monly em-
ployed:
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These moments have been used to study band
profiles. Interpretations are straightforward for
the zeroth (peak area), first (retention of the peak
mass center), and second (H=[i; L /;tf) moments.
Higher moments are related to deviations of the
band profile from a Gaussian profile [30]. The use
of such moments is limited, however, in large part
because the accuracy of determination decreases
rapidly with increasing order of a moment. Use of
the first moment rather than the retention time of a
band maximum has been suggested as a way of
relating chromatographic and thermodynamic data
for an unsymmetrical peak [30], but this is justi-
fied only with slow mass-transfer kinetics.

10.4.6. Sources of Band Asymmetry and
Tailing in Linear Chromatography

The theory of chromatography shows that there
should be no noticeable difference between a re-
corded peak shape and a Gaussian profile so long
as the number of theoretical plates of the column
exceeds 100 [16]. The difference is small even for
25 plates, and careful experiments would be
needed to demonstrate that difference. However.
it is common to experience in practice peak pro-
files that are not truly Gaussian.

There are basically four possible causes of un-
symmetrical band profiles in chromatography.
First, the injection profile may exhibit some tail-
ing. Second. the column may be overloaded such
that the isotherm of equilibrium between the two
phases is no longer linear. Third, the stationary
phase may be inhomogeneous, or mixed retention
mechanisms may be operative. Finally, the column
packing may not be homogeneous. Slow mass
transfer is uswvally not responsible. contrary to
common wisdom, because this would lead to an
efficiency much lower than that actually observed.

Injections are rarely carried out under exper-
imental conditions that permit the achievement of
narrow, rectangular sample pulses. More often, the
injection profile tails markedly. If the length of
this tail is significant compared to the standard
deviation of the band. the result is tailing of the
analytical band. For an exponential injection pro-
file with a time constant 7, the ratio /o should be
< 0.10 [31]. Such tailing is usually restricted to
high-efficiency bands eluted early, often as a re-
sult of poorly designed injection ports or connect-
ing tubes, or an insufficiently high injection-port
temperature in gas chromatography. Direct con-
nection of the injection system to the detector
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permits assessment of this particular source of
tailing [32].

When the sample size is too large, the cor-
responding isotherm can no longer be considered
identical to its initial tangent. If the isotherm is
convex upward, the retention time decreases with
increasing concentration, and the peak tails. Iso-
therms in gas chromatography are usually convex
downward, and peaks from large samples tend to
“front.” However, peaks eluted early tend to have
very sharp fronts and some tail. This is caused by a
sorption effect. since the partial molar volume of
the vapor is much larger than that of the dissolved
solute [33].

In most cases, peak tailing can be explained by
heterogeneity of the surface of the stationary phase
[16]. Strongly adsorbing sites saturate before weak
ones, and they have a much smaller saturation
capacity. The efficiency increases when the sam-
ple size 1s reduced, but this observation is often of
limited use, because detection limits establish a
minimum for the acceptable sample size.

10.5. Flow Rate of the Mobile Phase

The velocity of the mobile phase is related to
the pressure gradient, the mobile phase viscosity 7,
and the column permeability &, by the Darcy law
[34]:

ko d]7
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The minus sign here indicates that the flow is
directed from high to low pressure. The differen-
tial equation can be integrated provided the rela-
tionship is known between local volume and pres-
sure. Two equations of state can be used, one for
gases (Boyle —Mariotte law), the other for liquids.
For dense gases. the equation of state is far more
complex [35].

Liquids can be considered as noncompressible
for purposes of calculating a pressure gradient. In
this case u is constant along the column, and the
difference between the inlet and outlet pressures is

L
Ap = tnk 2n
ko

The retention time for an inert tracer is

L

h = - (22)
u

In gas chromatography the carrier gas behaves
as an ideal gas from the standpoint of compress-
ibility, so pu=pouy. and the integration of Equa-
tion 20 gives

kopo | >
Hy = m(p' - 1) (23)

Because of gas-phase compressibility, the average
gas velocity 7 is lower than the outlet velocity. It
can be calculated that

3IpP 1)

m 1y (24)

it = juy =

where j is the James and Martin compressibility
factor [11]. The retention time for an inert tracer in
this case is

anl? (p* —
0 = 7 (/? I:o) (25)
3ko(pt —r5)

10.5.1. Permeability and Porosity of the
Packing

10.5.1.1. Column Porosity

There are three different porosities that must
be considered: The interparticle or external poros-
ity, the intra particle or internal porosity, and the
total porosity. The external porosity is the fraction
of the overall geometrical volume of the column
available to mobile phase that flows between the
particles. Chromatographers always strive to
achieve a dense column packing as the only
known practical way of packing reproducible, sta-
ble. and efficient columns, so this porosity tends to
be similar for all columns. with a value close to
0.41.

The internal porosity depends on the nature
and structure of the particles used to pack the
column. It varies considerably from one stationary
phase to another, ranging from zero (nonporous
beads) to ca. 60 % for certain porous silicas.

The total porosity is the fraction of the bed
accessible to the mobile phase: i.e., it is the sum
of the internal and external porosities,

10.5.1.2. Column Permeability

The permeability of a column depends on the
characteristics of the particular packing material
used. and especially on the column external po-



rosity, but it is the same regardless of whether the
mobile phase is a gas, a Jiquid. or a dense gas. This
permeability is inversely proportional to the
square of the particle diameter:

ko = (26)

N
YRS

For packed columns the numerical coefficient @ is
of the order of 1000, with reported values ranging
between 500 and 1200. It tends to be smaller for
spherical than for irregular particles. For empty
cylindrical tubes, such as those used for open tu-
bular columns. it is equal to 32.

10.5.2. Viscosity of the Mobile Phase

The viscous properties of gases and liquids
differ significantly [36].

10.5.2.1. Viscosity of Gases

The viscosity of a gas increases slowly with
increasing temperature, and is nearly independent
of the pressure below 2 MPa. It is approximately
proportional to T The rare gases (He, Ar) have
higher viscosities than diatomic gases (N>, H-)
and polyatomic molecules. Hydrogen has the low-
est viscosity of all possible carrier gases, and is
often selected for this reason. The viscosity of the
sample vapor is unlikely to exceed that of the
carrier gas.

10.5.2.2. Viscosity of Liquids

The viscosity of a liquid decreases with in-
creasing temperature. following an Antoine-type
equation:

logn;,y =A + % (27)
In most cases. however, C is negligible, and if T'is
expressed in kelvins B is of the order of 1 to
3x107>. For example, the viscosity of benzene
decreases by one-half with an increase in temper-
ature of 120 °C. The viscosity increases slowly and
linearly with increasing pressure below 200 MPa,
and may increase by 10-25 % when the pressure
rises from O to 20 MPa. The viscosity of a liquid
also increases with the complexity of the molecule
and its ability to engage in hydrogen bonding. The
viscosity of a sample may be much higher than
that of the corresponding mobile phase. which
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presents a serious potential problem in preparative
chromatography [37].

10.6. The Thermodynamics of Phase
Equilibria and Retention

Chromatography separates substances on the
basis of their equilibrium distributions between
the two phases constituting the system. Without
retention there can be no separation. Retention
data are directly related to the nature of the phase
equilibrium and to its isotherm. Although the de-
tails depend very much on the nature of the mobile
and stationary phases used. a few generalizations
are possible.

10.6.1. Retention Data

It is easy to relate retention times to the ther-
modynamics of phase equilibria. In practice, how-
ever, it is difficult to measure many of the relevant
thermodynamic parameters with sufficient accura-
cy, while retention times can be measured with
great precision. Furthermore, it should be empha-
sized at the outset that even though very precise
measurements can  indeed be made in
chromatography [38}, the available stationary
phases are often so poorly reproducible that such
precision is unwarranted. Column-to-column re-
producibility for silica-based phases is reasonable
only for columns packed with material from a
given supplier. For this reason, chromatographers
prefer whenever possible to use relative retention
data.

10.6.1.1. Absolute Data

The experimental data acquired directly in
chromatography are retention time, column tem-
perature, and the mobile-phase flow rate. All other
data are derived from these primary parameters.
The retention time is inversely proportional to the
flow rate, so it is often preferable instead to report
the retention volume and the retention factor (both
of which are independent of the flow rate).

The retention factor k" is the ratio of the frac-
tion of component molecules in the stationary
phase n to the fraction in the mobile phase ny
at equilibrium. The retention factor is thus
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. ", 1 - R
k = = —— 28
i R (28)

This also corresponds to the ratio of the average
times spent by a typical molecule in the two
phases:

R =1

=2 29)
o

Accordingly, k' is proportional to the thermody-
namic constant for the phase equilibrium at infi-
nite dilution.

The retention volume Vg (see Eq.4) is the
volume of mobile phase required to elute a com-
ponent peak. For compressible phases it must be
referred to a standard pressure:

Ve = ieFf(P) (30)

where F. is the mobile-phase flow rate and f (P)
is derived from the equation of state for the mobile
phase. For the ideal gases used in GC,

iy s 3PP
fpy=j = S -
(Eq. 24); for liquids, f (P)=1: for dense gases it is
a complex function [35].

10.6.1.2. Relative Data

Because absolute retention data depend on so
many controlled (temperature, pressure) and un-
controllable (activity of the stationary phase) fac-
tors, and because their quantitication requires in-
dependent determinations that are time-consum-
ing (e.g.. density of the stationary liquid phase in
the case of GC) or not very accurate (flow-rate
measurements), and also because chromato-
graphers are more often concerned with practical
separation problems than with phase thermody-
namics, it is more convenient to work with relative
retention data. The parameter of choice is the rel-
ative retention o, which is also the separation
factor:

(31)

Relative retention data are more convenient than
absolute data, but the choice of an appropriate
reference may prove difficult. An ideal reference
compound

1) Should not be present in mixtures subject to
routine analysis

2) Should be introduced into the sample as a
standard (though it might also be used as an
external standard in quantitative analysis)

3) Should be nontoxic and inexpensive

4) Should elute near the middle of the chromato-
gram so the relative retention data will be
neither too large nor too small

5) Should have chemical properties similar to
those of most of the components in the sample
mixture, thereby ensuring that relative reten-
tion volumes will be insensitive to changes in
the level of activation of the stationary phase

For complex mixtures, especially those an-
alyzed with temperature programming (in GC)
or gradient elution (in LC). it is impossible to
select a single reference compound. The Kovats
retention-index system [39], based on homologous
series of reference compounds, provides an ele-
gant solution in GC, one which has been widely
accepted. In LC, the absence of suitable homolo-
gous series, and the fact that retention depends
more than in the case of GC on the polarities of
compounds and less on molecular weight makes
the use of an index system impractical.

Finally. because of its definition. the separation
factor for two compounds is related to the differ-
ence between the corresponding Gibbs free ener-
gies of transfer from one phase to the other:

RT Inx = A (AGY) (32)

When « is close to unity [40],

A{AG")

— 1 =
¥ RT

10.6.2. Partition Coefficients and
Isotherms

From Equation 29 it can be shown that for
gas—liquid chromatography:
RTp W i

K = = =K (33
TEPOM Vg Vg By

where PP is the vapor pressure of the analyte. 7 is
the activity coefficient at infinite dilution, p is the
density, and K is the thermodynamic equilibrium
constant. or the initial slope of the isotherm. Al-
ternately, the constant K can be derived from



measurement of the specitic retention volume. The
retention volume. Vg = F,.1x. is the volume of car-
rier gas required to elute a particular component
peak. The corrected retention volume Vy is the
retention volume corrected for gas compressibility
(see Eq. 24) and for the hold-up time in the mobile
phase:

Vn =j(tR — 0)F. =jktF, (34)

The specific retention volume is the corrected re-
tention volume under STP conditions, reported for
a unit mass of liquid phase:

Vw273py K273
©

A m, T, P, B 7.

{35)
where T, is the column temperature. In practice,
derivation of the constant K from &', V|_, and Vg or
from V, requires the same measurements, and the
accuracy and precision are the same.

Since V, is proportional to a thermodynamic
constant of equilibrium, it varies with the temper-
ature according to

d(nV,)  AHs
a1y~ R (36)

Since the molar enthalpy of vaporization of solute
AHs from an infinitely dilute solution is negative,
retention volumes decrease with increasing tem-
perature.

In liquid - liquid chromatography the retention
volume depends on the ratio of activities of the
component in the two phases at equilibrium: i.e.,
on the ratio of the activity coefficients at infinite
dilution. As liquid-liquid chromatography has
been little used so far (because of instability of
the chromatographic system). and activity coeffi-
cients are not easily accessible. this relationship
has not been extensively explored.

10.6.3. Gas—Solid Adsorption Equilibria

Gas —solid chromatograhy is used mainly for
the separation of gases. In spite of major advan-
tages. such as a high degree of selectivity for geo-
metrical isomers and the high thermal stability of
many adsorbents, it is not used for the analysis of
organic mixtures.

Two conditions are required for successful
analysis by gas—solid chromatography: The iso-
therm must be close to its initial tangent so that
peaks migrate under conditions of linear equilib-
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rium, and the surface of the adsorbent must be
highly homogeneous. Gases are analyzed at tem-
peratures much above their boiling points, so their
partial pressures relative to their vapor pressures
are very low, and equilibrium isotherms deviate
little from their initial tangents. This is impractical
with heavier organic vapors that decompose ther-
mally at moderate temperatures. Graphitized car-
bon black, with a highly homogeneous surface,
has been used successfully for the separation of
many terpenes and sesquiterpenes, especially
closely related geometrical isomers [41]. A
number of adsorbents developed recently for re-
versed-phase LC have never been tried in gas
chromatography despite their apparent potential
advantages.

At low partial pressure (more precisely: low
values of the ratio p/P® of the partial pressure of
the analyte 1o its vapor pressure) the amount of a
substance adsorbed on a surface at equilibrium
with the vapor is proportional to the partial pres-
sure:

m = Knp (37

where the constant K}y is the Henry constant [41].
Retention data are sometimes reported in terms of
mass of adsorbent in the column, analogous to the
specific retention volume, although the adsorbent
mass itself is not actually related to the adsorption
equilibrium. Retention data should rather be re-
ported as a function of area S, of adsorbent:
Vi

Ku = 38
HE S {38)

However, the determination of S, is complex and
relatively inaccurate. The Henry constant of ad-
sorption depends on the geometrical structure of
the adsorbent as well as on the interaction energy
between the surface and chemical groups in the
adsorbate molecule. The Henry constant of ad-
sorption decreases rapidly with increasing temper-
ature. Equation 36 applies in gas—solid chroma-
tography as well.

10.6.4. Liguid - Solid Adsorption
Equilibria

Liquid—solid chromatography is the most
widely applied method of liquid chromatography.
Other modes such as hydrophobic-interaction
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chromatography are in fact variants of liquid—
solid chromatography based on adsorption from
complex solutions. The two most important meth-
ods in liquid-solid chromatography are normal
phase, which uses a polar adsorbent (e.g.. silica)
and a low-polarity mobile phase (e.g.. methylene
chloride), and reversed phase. which uses a non-
polar adsorbent (e.g.. chemically bonded C,z sili-
ca) and a polar eluent (e.g., methanol - water mix-
tures).

10.6.4.1. Normal-Phase Chromatography

Retention volumes in normal-phase chroma-
tography depend much on the polarity and polariz-
ability of the analyte molecules. and little on their
molecular masses [42]. Thus, all alkyl benzenes, or
all alkyl esters, will be eluted in a narrow range of
retention volumes. On the other hand, structural
changes affecting the polarity of a molecule are
easily seen. The amount of water adsorbed by the
stationary phase controls its activity, hence the
resolution between analytes, and this is in turn a
sensitive function of water dissolved in the mobile
phase. Thus, control of the water content of the
eluent is a primary concern. The influence of the
composition of the mobile phase on retention has
been discussed by SNYDER, who introduced the
concept of eluotropic strength [42].

Strong solvents (i.e., those that are retained in a
pure weak solvent) compete with components of
the sample for adsorption. For this reason, a pulse
of a weak solvent generates as many peaks as there
are components in the mobile phase [43]), [44].
These peaks are called system peaks [44]. This
property has been used for detecting compounds
that themselves produce no response from the de-
tector. Thus, if a compound that does produce a
response with the detector is introduced at a con-
stant concentration in the mobile phase. injection
of a sample is equivalent to injection of a negative
amount of the background compound, leading to a
negative peak in the chromatogram.

10.6.4.2. Reversed-Phase Chromatography

In reversed-phase chromatography the reten-
tion volume depends very much on the molecular
mass of the analyte. Methylene selectivity (i.e., the
relative retention of two successive homologues)
varies over a much wider range in reversed-phase
LC than in GC, and can be quite large [45].

Water is the weakest of all solvents in re-
versed-phase chromatography. The mechanism

by which a strong solvent reduces the retention
volume of an analyte is quite different in reversed-
phase chromatography from that in normal-phase
mode. In reversed-phase mode there is no compe-
tition. Methanol, acetonitrile, and other organic
solvents miscible in water are poorly retained on
reversed-phase columns eluted with pure water.
Addition of organic solvent instead increases an-
alyte solubility in the mobile phase, thereby de-
creasing retention. The phenomenon of system
peaks is nearly negligible.

10.7. Band Broadening

As discussed previously (Chap. 10.4), the band
profile in linear chromatography is Gaussian. The
relative standard deviation of this Gaussian profile
is used as a way of characterizing column efficien-
cy. By definition

t 5 ! 1
N= 2 —aln2 X =564 %

o, Wik w2

(39)

where w, is the peak width at the fraction 1/k of
its height, and L is the length of the column. The
experimental height equivalent to a theoretical
plate is

oL
H=5 (40)
where N and H depend on the experimental con-
ditions. Experimental conditions must be so estab-
lished that NV is at a maximum and H at a minimum
to ensure that the peaks are as narrow as possible,
thereby maximizing the resolution between suc-
cessive bands.

10.7.1. Sources of Band Broadening

Various phenomena contribute to the broad-
ening of peaks during their migration along a
column [18]. The most important are:

1) Axial diffusion along the concentration gra-
dient of the band profile

2) Dispersion due to inhomogeneous flow distri-
bution between the packing particles

3) Resistance to mass transfer back and forth
from the mobile phase stream passing between
the particles to the stagnant mobile phase in-
side the particles



4) Resistance to mass transfer through pores in-
side the particles

5) The kinetics of the retention mechanism (e.g.,
of adsorption —desorption)

Calculations of the contributions from these
several phenomena have been accomplished by
integration of the mass-balance equation (e.g.,
Eq. 17), or by a statistical approach.

The simplest approach involves the random-
walk model, derived first for the study of Brown-
ian motion. The trajectory of a given molecule
through the column can be represented as a suc-
cession of steps in which the molecule either
moves forward at the mobile-phase velocity (u)
or stays in the stationary phase, where it is immo-
bile (i.e., it moves backward with respect to the
mass-center of the peak, which moves at the ve-
locity Ru). 1If one can identify the nature of the
steps made by the molecule, and then calculate
their average length / and number n, it is possible
to derive the contribution to the variance from this
particular source of band broadening; the result is
in fact n1° [18].

10.7.2. The Plate-Height Equation

Because the plate number is related to particle
size, and contributions from axial dispersion and
resistance to mass transfer in the mobile phase are
related to both the velocity of this phase and the
molecular diffusion coefficient, it is convenient to
express plate height on the basis of reduced, di-
mensionless parameters, in the form of a reduced
plate height, h = H/d, together with a reduced ve-
locity, v=udy/D,, [46].

Contributions from all the various sources of
band broadening listed in the previous section
have been calculated [18]. If we assume that these
sources are independent, the band variance is the
sum of each contribution to the variance, and the
column HETP is given by the equation [46]

B ;
h==+4a0""7 +Cv (41)
1t

where the coefficients A, B, and C are dimension-
less functions of the experimental conditions, but
velocity independent. The use of reduced plate
height and reduced velocity has become standard
practice in LC, but not in GC, probably because
the concept arose only in the mid 1970s-—al-
though this is not a valid reason for ignoring it.
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Depending on the type of chromatography
under consideration. the plate-height coefficients
are obtained from different relationships. The Go-
lay equation [27] is typical. This describes the
plate height for an open tubular column. It is
characterized by A=0 and C a simple function
of k. In a packed GC column, anastomosis of
the flow channels causes the axial dispersion to
be more complex, and results in the A v contri-
bution in Equation 41 as well as a more compli-
cated equation for the C coefficient than in the
Golay equation. It is striking, however, that GC
produces h=f (v) (i.e., HETP versus velocity)
curves that are quite similar to those from LC.
with minimum values of & between 2 and 3. and
corresponding values of v between 3 and 5. These
values are excellent approximations for order-of-
magnitude calculations. The only marked differ-
ence between experimental results reflects the dis-
tinction between open-tubular and packed col-
umns. For the former, A=0, and the curve is a
hyperbola. For the latter, the curve has an inflec-
tion point; a tangent drawn from the origin has its
contact point at a finite velocity.

Identifying those sources of band broadening
that contribute significantly to increased peak
width, and then calculating their contributions,
makes it possible to derive the value of the local
plate height; i.e., the coefficient relating an incre-
mental increase in band variance to an incremental
distance of migration [12]:

d{c®) = Hdz (42)

The apparent plate height, H, given by Equa-
tion 40, is the column length average of the local
plate heights

Hd:

De—

(43)
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This equation can be used to calculate apparent
HETPs in both GC and TLC, which are types of
chromatography in which the mobile-phase veloc-
ity varies quite markedly during the course of peak
migration [47].

10.7.3. Resolution Between Peaks

The resolution (R) between two successive
Gaussian bands is defined as
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_n R2 —Ir) (44)
Wy + wo ’
Assuming the two bands are close (since otherwise
the concept of resolution loses most of its rel-
evance), the relationship fr>+1g)~ 21g2 TEp-
resents a good approximation, and

:\‘/IXI*]._"Y_ (45)
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This equation [48] shows, in the first place, that
there is no separation if there is no retention. Sep-
arations become very difficult when &" tends to-
ward O even if « is large. A case in point is the
separation of nitrogen from argon by gas chroma-
tography on molecular sieves (0.5 nm) at room
temperature.

Furthermore. solving Equation (45) for N gives
the column efficiency required for separating two
compounds with a given degree of resolution. This
shows that the required column length increases
rapidly as « approaches 1. With a 100-plate col-
umn it is possible to separate with unit resolution
two compounds with «=2 and Ai'=3: a
1000000-plate column is required to separate
two compounds with «=1.005.

10.7.4. Optimization of Experimental
Conditions

It is quite easy to find the conditions cor-
responding to maximum column efficiency. The
column must be operated at the velocity producing
the minimum plate height, and if the efficiency is
still insufficient, a longer column must be pre-
pared. In practice, certain constraints are applica-
ble, however. First, there is a maximum pressure at
which any column can be operated, a pressure that
depends on the equipment available. Furthermore,
analysts are often more interested in performing
separations rapidly than in achieving the highest
possible resolution. It should be emphasized that
the less time a band spends in a column, the nar-
rower it will be, hence the higher its maximum
concentration and the lower the detection limit.
Optimization for minimum analysis time becomes
an important constderation. It is easily shown that
minimum analysis time is achieved by operating a
column at the reduced velocity for which the ratio
hfv is a minimum, with a particle size such that
this velocity is achieved at the maximum accept-
able column inlet pressure [49]-[51].

A considerable amount of work has been pub-
lished on optimizing the experimental conditions
for minimum analysis time under various
constraints [52]. One complication arises from
the definition of reduced mobile-phase velocity.
The actual mobile-phase velocity depends largely
on the molecular-diffusion coefficient of the an-
alyte. Thus. very small particles can be used for
the apalysis of high molecular mass compounds,
which have low D,, values. The actual flow rate
required will remain compatible with pressure
constraints despite the resulting high pneumatic
or hydraulic resistance. Detailed results obviously
depend greatly on the mode of chromatography
used.

10.7.5. Instrumental Requirements

A column alone cannot give the information
the analyst requires. A complete instrument is
needed, one with a mobile-phase delivery system,
an injection device, a detector, and a data station.
At all stages the requirements and properties of the
modules force the analyst to accept compromises
and lose resolution. Contributions of the injector
and detector to band broadening should be of spe-
cial concern. The lucid analysis of these problems
with respect to GC by STERNBERG[53] has become
a classic. Most of the conclusions are easily ex-
tended to LC.

Band broadening in the equipment results from
axial dispersion in valves and connecting tubes, as
well as from time delays associated with injection
of the sample and detection of the separated peaks.
The contributions to band broadening from these
sources can be expressed as additional terms in the
equation for apparent column HETP:

S
H = ——— (46)
(1 +kYL
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where 77 is the time variance caused by any of the
band-broadening sources indicated above.

10.7.5.1. Injection Systems

There is a dearth of data regarding actual in-
jection profiles for every type of column chroma-
tography. Dependence of the instrument variance
on the mobile-phase flow velocity has been stud-
ied in liquid chromatography {32]. Probably in part
because of the onset of eddy turbulence at various



flow rates in different parts of the instrument, this
variation is not always simple.

If accurate efficiency data are required, the
variance of the injection profile should be meas-
ured as a function of the flow rate, with a correc-
tion applied by subtracting the first moment of the
injection profile from the peak retention time and
the variance of the injection profile from the band
variance. In actual analytical practice it is often
sufficient to minimize this contribution by making
sure that the volume of the injection device is
much smaller than the volume of the column. that
the device is properly swept by the mobile phase,
and that actual injection is rapid. The use of a
bypass at the column inlet permits a higher flow
rate through the injection device than through the
column, effectively reducing the band-broadening
contribution of the injection system.

10.7.5.2. Connecting Tubes

STERNBERG [53] and GoLAy and ATwoob[32].
[54] have studied this particular contribution,
showing that for short tubes it is smaller than
predicted by application of the Golay equation
(Eq. 17) to an empty tube. On the other hand, dead
volumes, spaces unswept by the mobile-phase
stream but to which the analytes have access by
diffusion. act as mixing chambers, and they may
have a highly detrimental effect on efficiency. The
relative importance of the problem increases with
decreasing column diameter.

10.7.5.3. Detectors

The detector is a concentration sensor appro-
priate to the analysis in question. As in the case of
all sensors, detectors do not react immediately. but
instead have a time constant. Thus, they contribute
to band broadening through both their cell volume
and their response time. The cell-volume contri-
bution can be handled in the same way as the
volume of the injection device. The response-time
contribution is given by Equation 46, and it is
proportional to the square of the mobile-phase
velocity. The response time should be less than
one-tenth of the standard deviation of a Gaussian
peak in order to have a negligible effect on the
retention time and profile of the peak [31].

10.7.5.4. Instrument Specifications

If a fractional loss of efficiency equal to @ is
acceptable. it follows that:
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where ogq and o2, are the variance contributions
of the equipment and the column, respectively.
Application of this relationship permits easy der-
ivation of equipment specifications as a function
of the particular system used and the analysis of
interest [52].

10.8. Qualitative Analysis

Although chromatography is a most powerful
method of separation. it affords few clues regard-
ing the identity of the separated eluates. Only a
retention time, volume, or factor is available for
each peak. and the method cannot even establish
whether a given peak corresponds to a pure com-
pound or to a mixture. Supplying information that
is both meager and not very accurate, chromatog-
raphy alone is poorly suited to the identification of
single components. although previously identified
patterns simplify the matter (e.g.. alkane series in
petroleum derivatives, or phytane—pristane in
crude oils). Innumerable attempts at processing
retention data for identification purposes have
been reported. including the use of the most re-
fined chemometric methods, but success has been
limited. In practice, a combination of chromato-
graphic separation and spectrometric identifica-
tion has become the preferred method of identifi-
cation for unknown chemicals.

10.8.1. Comparisons of Retention Data

The most efficient identification procedure in-
volves the determination in rapid succession of
retention data (retention volumes, or preferably
relention factors) for the components of a mixture
and a series of authentic compounds. This method
permits straightforward identification of compo-
nents known to be present in the mixture, and it
can also rule out the presence of other possible
components. However, it cannot positively iden-
tify the presence of a given, isolated component. It
is recommended that such determinations be car-
ried out using similar amounts of compounds, and
that a number of spike analyses be performed.
where small amounts of authentic compounds
are added to the mixture in order to approximately
double the sizes of unknown peaks. Comparison of
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the efficiencies of an unknown peak in the original
sample and in the spiked mixtures increases the
probability of recognizing differences between the
analyte and an authentic compound.

GIDDINGS and Davis [55] have shown that, for
complex mixtures, analyte retention data tend to
reflect a Poisson distribution. This result permits a
simple calculation of the probability of finding a
certain number of singlets, doublets. and higher-
order multiplets in the course of analyzing a mix-
ture of m components on a column with a peak
capacity n. If the ratio m/n is not small, the prob-
ability is low. This confirms that there is little
chance of separating a complex mixture on the
first phase selected [56]. Method development is
a long and onerous process because the probability
of random success is low.

In practice, qualitative analysis is made easier
by the use of retention indices / [39]:

log (frx —1f0) — log {trp. — t0)

I =100z +
log (rR.P:+l - fo)

(48)

where f;_x is the retention time of component X,
and P_ is the n-alkane containing z carbon atoms.
The retention index varies little with temperature,
usually following an Antoine-type equation. The
retention index increment

Al =17 — 14 (49)

is the difference between the retention indices for
a compound on two stationary phases: A polar
phase. P, and a nonpolar phase, A. Squalane, Apie-
zon L (a heavy hydrocarbon grease), and various
polymethyl siloxanes have been used as nonpolar
phases. Kovats and WEHRLI [57] have shown that
the retention index increment for a compound can
be related to its structure.

10.8.2. Precision and Accuracy in the
Measurement of Retention Data

The precision of retention data can be quite
high [38], [58]. This is related to the precision
with which the peak maximum can be located: i.e..
it depends on column efficiency and on the signal-
to-noise ratio. Reproducibility depends on the sta-
bility of the experimental parameters (i.e., the mo-
bile-phase flow rate and the temperature). Repro-
ducibility also depends on the stability of the sta-
tionary phase, which is. unfortunately, much less
satisfactory than often assumed. In gas-liquid

chromatography, the stationary liquid phase tends
to oxidize, decompose, and become more polar
unless extreme precautions are taken to avoid ox-
gen, which diffuses into the carrier gas through
septa and flow-rate controller membranes. In lig-
uid —solid chromatography, impurities in the mo-
bile phase (e.g.. water in the case of normal phase
LC) are adsorbed, and these slowly modify the
activity of the stationary phase: alternatively, the
aqueous mobile phase may slowly react with a
chemically bonded phase and hydrolyze it.

The accuracy of retention data is still more
questionable than their reproducibility. Poor
batch-to-batch reproducibility for silica-based
phases has plagued LC for a generation. For this
reason, retention data cannot be compiled in the
same way as spectra. Such data collections have
limited usefulness, providing orders of magnitude
for relative retention rather than accurate infor-
mation on which an analyst can rely for the iden-
tification of unknowns. Precision and accuracy
with respect to absolute and relative retention data
have been discussed in great detail [58].

10.8.3. Retention and Chemical
Properties

Considerable effort has been invested in elu-
cidating the relationships between chemical struc-
ture and retention data in all forms of chromatog-
raphy. A wide compendium of results has been
published in the literature. These studies are much
more detailed for GC than LC, probably because
work was begun earlier in the former case. before
the sterility of the approach for purposes of qual-
itative analysis was recognized.

A plot of the logarithm of the retention vol-
umes for homologous compounds versus the
number of carbon atoms in their chains produces
a nearly straight line. Exceptions are found for the
first few members of a series and in other rare
cases. Over a wide range of carbon-atom numbers,
it also appears that such a plot exhibits definite
curvature [59]. This result has been observed in all
modes of chromatography capable of separating
homologues. It should be noted, however, that
the approximate linearity of the plots depends on
a proper estimate of the hold-up volume. which is
not readily defined in liquid chromatography [60].
Lines observed for different functional groups are
parallel, or nearly so.

More generally, the Gibbs free energy of re-
tention can be written as a sum of group



contributions [61], and increments can be ascribed
to different groups or substituents. This permits
the approximate calculation of retention data from
tables of increments. Unfortunately, multifunc-
tional compounds are subject to interactions be-
tween the respective groups, and interaction coef-
ficients must be introduced, so the system rapidly
becomes too complex for practical application.

In GC, the retention volumes of nonpolar or
slightly polar compounds obey the following
correlation [62]:
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where My is the molecular mass of the stationary
phase, k& is Trouton's constant (ca. 88 J mol™ K™,
and Tgy, is the boiling point of the compound.
More detailed relationships linking retention-in-
dex increments in gas chromatography with the
structures of the corresponding components have
been suggested [57]. These correlations apply well
within groups of related, monofunctional com-
pounds, but difficulties arise in the attempt to
extend the relations to multifunctional com-
pounds. However, the identification of complex
compounds is the only real challenge remaining
in this area. Applying such relationships to a series
of standards has facilitated the classification of
gas-chromatographic stationary phases [63].

10.8.4. Selective Detectors

The use of selective detectors is the most
promising route to the identification of unknown
components in a complex mixture. Chromatog-
raphy can separate complex mixtures into individ-
val components, but it cannot positively identify
them. Most spectrometric methods, on the other
hand, supply sufficient information to identify
complex compounds, but only if they are so pure
that all the spectral clues can be ascribed safely to
the same compound. Among the possible combi-
nations, coupling with mass spectrometry, and to a
lesser degree IR spectrometry, have been the most
fruitful, because the amount of sample easily han-
dled in classical chromatography is well suited to
these techniques. Less sophisticated detectors
have also been used to advantage.
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10.8.4.1. Simple Selective Detectors

Paradoxically. the gas-density detector, which
can supply the molecular mass of an unknown, can
be considered to be a selective detector in gas
chromatography [58]. This comment effectively
illustrates the dearth of convenient selective detec-
tors. At best such detectors help to identify com-
pounds that contain halogen atoms (electron-cap-
ture or thermoionic detectors). sulfur, nitrogen, or
phosphorus (flame-photometric or thermoionic de-
tectors). Physiological detectors have also been
used in certain rare cases (insects that react to
sexual pheromones, for example, or the chemist's
nose, a dangerous and hazardous application).

The choice of selective detectors in liquid
chromatography is still more limited. Electro-
chemical detectors and the UV-spectrophotomet-
ric detector can provide clues, but many types of
compounds resist oxidation or reduction in an
electrochemical cell, and the paucity of clues pro-
vided by a UV spectrum has been a source of
disappointment to many chromatographers.

Selective detectors are much more useful for
the selective quantitation of a small number of
chemicals known to be present in a complex ma-
trix than they are for identification purposes. The
use of on-line chemical reactions can be very se-
lective for certain chemical families (e.g., amino
acids, sugars). This technique has become wide-
spread in column chromatography. both gas and
liquid, and is even the principle underlying many
detection schemes in thin layer chromatography
[64]. The identification of an unknown presup-
poses methods supplying far more information
and consistent with the ready association of ele-
ments of this information with structural details of
the corresponding compound.

10.8.4.2. Chromatography — Mass
Spectrometry (— Mass Spectrometry)

The coupling of gas chromatography and mass
spectrometry (GC/MS) was developed during the
1970s, and it has become the generally accepted
method for identifying the components of complex
mixtures. Its use has considerably influenced the
development of modern environmental, clinical,
pharmacological, and toxicological analysis. Pref-
erably implemented with open tubular columns
and associated with selective derivatization of
the sample components, gas chromatography per-
mits the separation and elution of all compounds
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that have significant vapor pressures at 400 °C and
do not decompose, or have derivatives fulfilling
these conditions. Study of the resulting mass spec-
tra in conjunction with a rapid computer search in
a large spectrum library permits the identification
of separated compounds. Quantitation can be ac-
complished with the aid of the total ion current.
currents for selected masses, or the signal from an
associated chromatographic detector.

The coupling of liquid chromatography with
mass spectrometry (LC/MS) has also been inten-
sively investigated since the early 1980s. but so far
without complete success. The new ionization
techniques, especially ion spray. made the cou-
pling of HPLC with MS to a routine technique.
The decreasing prices(e.g. of ion trap MS instru-
ments open the use of these instruments in routine
HPLC analysis. For more details see - Mass Spec-
trometry. In GC/MS it is relatively easy to remove
the mobile phase, or to limit and control its effects
on the ionization source, but this has proven to be
much more difficult in LC/MS. A variety of inter-
faces has been developed for that purpose:

1) A direct liquid interface, where the mobile
phase is nebulized into the source, vaporized,
and condensed onto a cold surface

2) Thermo-spray, in which the mobile phase is
rapidly heated and vaporized into a spray of
fast-moving droplets passing the mass spec-
trometer inlet. which allows ions to enter the
analyzer, but not the unionized solvent

3) Various spraying methods

4) Fast-atom bombardment of liquid flowing out
of the column

5) Electro-spray

The variety of these methods, as well as the
fact that they produce widely differing spectra and
that, for reasons still unclear. one method often
appears better suited to a particular group of chem-
icals, demonstrates that the method is still not a
fully developed analytical technique. It neverthe-
less holds great promise, and has already proven
quite useful despite difficulties more serious than
those encountered in GC/MS.

10.8.4.3. Chromatography - IR Spectrometry
(— Infrared and Raman Spectroscopy)

Infrared (IR) spectrometry is less sensitive than
MS, and it therefore requires cells with a long
optical path length. but IR spectrometry has also
proven quite useful as an identification method in

chromatography. Fourier-transform IR (FTIR)
spectrometry has become the method of choice
because of its sensitivity and the possibility of
subtracting most of the contributions due to sol-
vent (in liquid chromatography). It is possible to
obtain useful spectra with as little as a few nano-
grams of a compound, provided it has been chro-
matographically separated from interfering com-
ponents. The only remaining source of technical
difficulty in coupling a chromatographic sep-
aration with an FTIR spectrometer is the size of
the sample cell. which is generally excessively
large relative to the volume of a band. As a con-
sequence, the resolution between separated com-
ponents must be greater than in the case of cou-
pling to a mass spectrometer. Columns wider than
the conventional 4.6 mm 1id.. packed columns
could be used with advantage.

10.9. Quantitative Analysis

Once a mixture has been separated into its
components it becomes possible to determine the
amount of each [58]. This requires a determination
of the size of the concentration profile. Two pos-
sible methods are available: Use of either the peak
height or the peak area. The former is more sen-
sitive in the case of GC to fluctuations in details of
the injection procedure and the column temper-
ature. and in the mobile-phase composition and
column temperature in LC. Peak areas are more
sensitive to flow-rate fluctvations in both GC and
LC. at least so long as the detector is concentration
sensitive. In practice. however, only the peak-area
method has been implemented in data packages
currently available for chromatographic comput-
ers.

With respect to the most frequent case of a
concentration sensitive detector, the mass of a
particular compound (/) eluted from a chromato-
graphic column is given by [5§]

n n
m; = [OC,dV ~ [}',S,F‘- dr ~ F.S; J)‘, dt (S1a)
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where +; and f; are the initial and final times be-
tween which integration of the detector profile,
¥ (1), is calculated. and S; is the appropriate re-
sponse factor. Thus, the peak arca L" v;dr is in-
versely proportional to the mobile-phase flow rate.
For a mass-flow sensitive detector (e.g.. mass



spectrometer, flame-ionization detector), the result
is simpler:

o Iy K]
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and the area is independent of the flow rate.

The main problems encountered in quantitative
analysis are associated with sampling and sample
introduction, and with measurement of the peak
area and the calibration factors [58]. Chromato-
graphic measurements are usually carried out with
a precision of a few percent, but can be much more
precise when the sources of error are properly
recognized and controlled [65].

10.9.1. Sampling Problems in
Chromatography

As in all analytical techniques. the accuracy of
a chromatographic analysis depends on the quality
of the sample studied. The techniques involved in
ensuring that a representative sample is selected
from the system under investigation are discussed
elsewhere (— Sampling). The sample is usually
introduced into the mobile-phase stream ahead
of the column through a sampling valve, or with
a syringe into an injection port. Calibration of the
volume of sample injected is difficult, so most
analytical work is accomplished by determining
only relative concentrations from the actual exper-
imental chromatograms. with internal standards
added to permit absolute determinations. A dis-
cussion of the repeatability associated with sam-
pling valves can be found in[58]. The approximate
volume of an injected sample is most easily meas-
ured by injecting a standard acid solution into a
flask with the value to be calibrated and titrating.

10.9.2. Measurement of Peak Area

Peak areas are now measured with the aid of
automatic integrators or appropriately pro-
grammed computers. These devices incorporate
A/D converters and noise filters, and make logical
decisions based on the value of the observed sig-
nal. One of the major problems is the fact that the
devices are closed, and often not transparent to the
end user. They are typically programmed by elec-
tronic engineers or programmers, who are often
poorly informed with respect to the analysts’ prob-
lems. It is necessary that chemists always have
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access to raw data when needed. and they should
demand that. The nature of the algorithms used to
correct for baseline drift. to detect the beginning
and end of a peak. and to allocate peak areas
between incompletely resolved bands should be
clearly indicated. and it should be easy to select
the particular algorithm required. Various methods
used in automatic integration of chromatographic
signals and the related problems have been dis-
cussed in detail in [58].

Of special concern is the algorithm used for
peak-area allocation when two or more bands are
not sufficiently well resolved [58]. In most cases,
and if the two peaks are comparable in size. a
vertical line is dropped from the bottom of the
valley between the peaks. This may cause an error
ranging from one to a few percent. When the rel-
ative concentration is very different from unity, as
in the case of trace analysis, and if the minor
component is eluted second in the tail of a major
component, an artificial baseline is assumed by
establishing a tangent to the major-component
profile before and after the minor peak, or the
profile of the tail may be interpolated and sub-
tracted on the assumption of an exponential decay.
Such a procedure can never be as satisfactory as
achieving complete resolution of the peaks. and
can in fact cause quite significant errors [58].

10.9.3. Calibration Techniques

Quantitative analysis requires the determina-
tion of individual response factors for the various
components of interest in the analyzed mixture
[58]. No detector gives the same response factor
for two different compounds unless they are enan-
tiomers. In practice, quantitative analysis requires
that the detector be calibrated by injection of mix-
tures of known compositions containing one or
two internal standards. Response factors with re-
spect to the internal standards are then determined
in the concentration range expected for the an-
alytes. Response factors should never be extrap-
olated, even if there are good reasons to believe
that the detector provides a linear response. The
concentration of the analyte C,, is

Aun

Can = Cl.\sun,'ls A—
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where S, is the relative response factor for the
analyte and A,, and A are the observed peak areas
for analyte and internal standard. The need to cal-
ibrate the detector means that no quantitative anal-
ysis is possible for compounds that have not been
identified. If no source of authentic compound of
sufficient purity is available, calibration becomes
difficult, but it is not impossible [58].

Use of an external standard, injected separately
from the sample after a predetermined delay se-
lected so as to avoid interferences between peaks
of the standard and those of the mixture compo-
nents., represents an extremely useful calibration
tool, and it also serves as a control for monitoring
proper performance of the analytical instrument,
especially in process-control analysis [58], [66).
The peak area of the external, deferred standard
should remain constant for as long as the chro-
matograph is in good working order.

10.9.4. Sources of Error in
Chromatography

Any fluctuation of an operating parameter of
the chromatograph, including those that control
the retention times and band widths of peaks and
those that determine response factors, constitutes a
source of error in chromatographic analysis [58].
Such parameters include the column temperature
and the mobile-phase flow rate, as well as various
detector settings [67].

10.10. Theory of Nonlinear
Chromatography

Equilibrium isotherms are not linear as they
are assumed to be in classical treatments of ana-
lytical chromatography. In the low concentration
range used for analysis. observed band profiles are
in good agreement with predictions made on the
basis of replacing an isotherm by its initial tan-
gent. When large samples are used, however, and
the concentrations of mixture components are
high. the nonlinear character of the thermodynam-
ics of phase equilibria causes band profiles to
deviate significantly from the classical Gaussian
shape. Furthermore, the equilibrium composition
of the stationary phase at high concentrations de-
pends on the concentrations of all the components.
In other words, the concentration of one particular
compound in the stationary phase at equilibrium is

a function of the mobile-phase concentrations of
all the components. Thus, the elution profiles in-
teract. In preparative chromatography. unlike an-
alytical chromatography, the chromatogram ob-
tained for a mixture is not simply the sum of those
obtained when equivalent amounts of each com-
ponent are injected separately [23].

The prediction of such band profiles requires
the solution of several problems:

1) How does the nonlinear behavior of isotherms
influence band profiles?

2) How do bands of incompletely resolved com-
ponents interact ?

3) What is the relative importance of thermody-
namic effects compared to the kinetic sources
of band broadening already known to exist
from studies in linear chromatography ?

4) How should one model competitive isotherms ?

The answers to all these questions are now well
known. The ideal model of chromatography re-
sponds to the first and second questions [68].
The equilibrium —dispersive model speaks to the
tirst three questions, at least so long as the column
efficiency under linear conditions exceeds 30 -50
plates [22]. The last question is outside the scope
of this review, but has been abundantly discussed
in the literature [23].

Band protiles in chromatography are obtained
as solutions to the differential mass-balance equa-
tions for the mixture components (Eq. 11). The
models differ in the way such balance equations
are simplified and solved.

10.10.1. The Ideal Model of
Chromatography

In this model we assume that the column has
infinite efficiency [69]. Thus, this model makes it
possible to investigate the influence of the non-
linear thermodynamics of phase equilibria inde-
pendently of the blurring, dispersive effects of
axial dispersion and the finite rate of mass trans-
fer. Neglecting one of the two major phenomena
controlling band profiles in chromatography, it is
as “theoretical” as linear chromatography. The
results must be convoluted with those of linear
chromatography to lead to a realistic description
of actual chromatograms. Note that in linear, ideal
chromatography. band profiles are identical to in-
jection profiles, and the bands move at the same
velocity as in linear chromatography.
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Figure 1. Solution of the ideal model for the elution of a
narrow rectangular pulse of a binary mixture
Component }: — Component 2

For single-component bands it can be shown
that, in the ideal model, a particular migration
velocity can be associated with each
concentration [22], [69]. However. this assigned
velocity is a function of the concentration. There-
fore, each concentration leads to a well-defined
retention time, which is a linear function of the
differential of the isotherm g:

dg .
! = l +F— 53
R.C f0< + dC> (53)

where F is the phase ratio [see Eq. (11)].

If the isotherm is convex upward, as in most
cases found in liquid chromatography, the reten-
tion time decreases with increasing concentration.
High concentrations cannot pass lower ones, how-
ever, as there can be only one concentration at a
time at any given point. The concentrations thus
pile up at the front, creating a concentration dis-
continuity or shock. This shock migrates at its own
velocity, which is a function of its height. It can be
shown [22] that the maximum concentration of the
shock is the solution of the equation

_ N (54)
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The retention time is obtained by introducing the
maximum concentration into Equation 53.

In gas chromatography the isotherms, and
especially the gas-liquid isotherms, tend to be
convex downward. In this case the concentration
shock forms at the rear of the band, which appears
to be fronting [33]. However, another effect be-
comes important. The partial molar volumes of the
sample components in the two phases, which are
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nearly equal in LC, are very different in GC. A
sorption effect arises from the much higher veloc-
ity of the mobile phase in the band, where the
component vapor adds to the mobile phase, rel-
ative to the region outside the band {33]. The
higher the partial pressure of the vapor, the faster
the band travels. Thus, bands eluted early display a
front shock, later ones a rear shock. An intermedi-
ate band has a shock on both sides [70].

In the case of a binary mixture, an analytical
solution exists only if the competitive equilibrium
behavior is accounted for by the Langmuir iso-
therm

a;C;

— (55)
VF+5,C) +5:C;

qi =

where a; and b; are numerical coefficients charac-
terizing the phase system and the compound.

This solution has been discussed in detail [71].
An example is provided in Figure 1. Character-
istics of this solution include:

1) The existence of two concentration shocks at
tr.; and tg», one for each of the two compo-
nents

2) The fact that the positive shock of the second
component concentration is accompanied by a
partial, negative shock from the first compo-
nent concentration (at rg>)

3) A concentration plateau of length At for the
second component following the end of the
elution profile of the first component

4) The fact that the profile for the end of the
second component is the same as the profile
of a pure band of that compound

The front of the second component displaces the
first component (displacement effect), while the
tail of the first component drags forward the front
part of the second-component profile (tag-along
effect). These effects have important consequences
in preparative chromatography (221, [23].

10.10.2. The Equilibrium - Dispersive
Model

In this model, constant equilibrium is still as-
sumed between the two phases of the system, but
finite column efficiency is accounted for by intro-
ducing a dispersion term in the mass-balance
equation [22]. This term remains independent of
the concentration. Solutions of the model must be
obtained by numerical calculation. Several possi-
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ble algorithms have been discussed. Excellent
agreement has been reported between such solu-
tions and experimental band profiles [72].

The solutions of the equilibrium —dispersive
model exhibit the same features as those of the
ideal model at high concentrations, where thermo-
dynamic effects are dominant and dispersion due
to finite column efficiency merely smoothes the
edges. When concentrations decrease. the solu-
tions tend toward the Gaussian profiles of linear
chromatography.

10.10.3. Moderate Column Overloading

At moderate sample sizes, band profiles de-
pend on the initial curvature of the isotherm, while
retention times are functions of both initial slope
and curvature [73]. Accordingly, retention varies
linearly with increasing sample size [74]. The
widespread belief that there is a range of sample
sizes over which retention time is independent of
sample size is erroneous. What happens is simply
that, below a certain size, variation in the retention
time is less than the precision of measurement. As
the retention time decreases the band front or tail
becomes steeper and the band becomes unsym-
metrical.

If an isotherm can be reduced to the first two
terms of a power expansion (i.e., to a parabolic
isotherm), an approximate solution can be ob-
tained by the method of HAARHOFF and VAN
DER LINDE [75] in the case of a single-component
band.

10.10.4. Preparative Chromatography

Preparative chromatography consists in using
chromatography to purify a substance, or to extract
one component from a mixture. Unlike analytical
chromatography it is not devoted to the direct
collection of information. This differcnce in ob-
jective results in marked differences in operation
[23]. Production of finite amounts of purified com-
pounds requires the injection of large samples,
hence column operation under overloaded con-
ditions. Resolution between individual bands in
the chromatogram is no longer necessary provided
mixed bands between the components are narrow.
Instead. product recovery is the goal. demanding
efficient condensers in the case of GC and rotary
evaporators for LC. However. equivalent column
performance is required in both analytical and

preparative applications, and the packing materials
must be of comparable quality.

10.11. Reference Material
10.11.1. Journals

The literature of chromatography is enormous.
Several journals are dedicated entirely to this field,
including the Journal of Chromatography, Journal
of Chromatographic Sciences, and Chromato-
graphia, while a larger number specialize in var-
ious subfields of chromatography (e.g., Journal of
L iquid Chromatography, Journal of Planar Chro-
matography, Journal of Microcolumn Separation,
High Resolution Chromatography). Several other
journals publish one or several papers on chroma-
tography in every issue. Important papers on chro-
matography are found in journals important in
other scientific fields as well. ranging from Bio-
chemistry Journal to Chemical Engineering
Science.

One journal provides only abstracts of chro-
matographic papers appearing in other journals:
Chromatography Abstracts, published by Elsevier
for the Chromatographic Society. Chemical Ab-
stracts also issues several CA Selects dedicated
to specific aspects of chromatography.

10.11.2. Books

Probably the oldest general reference book still
available is Theoretische Grundiagen der Chro-
matographie by G. ScHAy [76]. In the theoretical
area, Dvnamics of Chromatography by J.C.
GIDDINGS [12] is still a mine of useful discussions,
comments, and ideas. A number of excellent
books have been written about gas chromatog-
raphy.  Gas  Chromatography by  A.B.
LirrLewoop [77], though obsolete in many re-
spects. contains excellent fundamental discussions
on GC and GC detectors. More practical. The
Practice of Gas Chromatography by L. S. ETTRE
and A. ZLATKIS [78] supplies much valuable infor-
mation. Similarly, Modern Practice of Liquid
Chromatography by J.J. KiRKLAND and L.R.
SNYDER [79] has long been the primary reference
book for LC.

Among recent books, the latest editions of
Chromatography, edited by E. HEFTman [80],
and Chromatography Todav by POOLE and



PooLE [81] contain excellent practical discussions.
covering almost all aspects of implementing chro-
matographic separations. However, two important
areas were virtuaily ignored: quantitative measure-
ment and preparative separations. With respect to
the former, Quantitative Gas Chromatography
[58] is the only book that discusses in detail the
sources of errors, their control. and problems of
data acquisition and handling, which should not be
left exclusively in the hands of computer special-
ists. For the latter, Fundamentuls of Preparative
and Nonlinear Chromatography [82) presents all
aspects of the theory of chromatography, and dis-
cusses the optimization of preparative separations.
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Abbreviations

AED atomic emission detection
CGC capillary gas chromatography

Cl chemical ionization

CpSi  cyanopropylsilicone

dy film thickness

Dy diffusion coefficient of the mobile phase
d, particle diameter

ECD electron capture detector

El electron ionization

ELCD Hall eletrolytic conductivity detector
EPC electronic pressure control

FFAP free fatty acid phase

FID  flame ionization detector

FPD flame photometric detector

FSOT fused silica open tubular

GALP good automated Jaboratory practice
GLC gas-liquid chromatography

GLP  good laboratory practice

GSC  gas-solid chromatography

H column efficiency. plate height
HPLC high performance liquid chromatography
HS  head space

id. internal diameter
K Kelvin temperature
k retention factor

L column length

MAOT maximum allowable operating temperature
MDCGC multidimensional capillary chromatography
MeSi  methylsilicone

MIiAOT minimum allowable operating temperature
N plate number

NPD nitrogen phosphorus detector

PCGC packed column gas chromatography

PID  photoionization detector

PLOT porous layer open tubular

PT purge and trap

PTV  programmed-temperature vaporization

r column radius

RCD redox chemiluminescence detector

R, peak resolution

SFC  supercritical fluid chromatography

SFE  supercritical fluid extruction

SIM  selected ion monitoring

TCD thermal conductivity detector

TD  thermal desorption

TEA thermal energy analyzer

TID  thermionic detector

m retention time of solvent
I retention time of analyte
i mobile phase velocity
WCOT wali-coated open tubular
b separation factor

11.1. Introduction

Gas chromatography (GC) is the separation
technique that is based on the multiplicative dis-
tribution of the compounds to be separated be-
tween the two-phase system solid or liquid (sta-

tionary phase) and gas (mobile phase). Gas chro-
matography by definition thus comprises all sep-
aration methods in which the moving phase is
gaseous. Contrary to the other chromatographic
techniques, i.e., high-performance liquid chroma-
tography (HPLC) and supercritical fluid chroma-
tography (SFC), the role of the gaseous mobile
phase —quasi-ideal inert gases such as nitrogen,
helium. or hydrogen —is purely mechanical: they
just serve for the transport of solutes along the
column axis. The residence time (retention) of
solutes is affected only by their vapor pressure,
which depends on the temperature and on the in-
termolecular interaction between the solutes and
the stationary phase.

Currently. gas chromatography is one of the
most important and definitely the most economic
of all separation methods. Its applicability ranges
from the analysis of permanent gases and natural
gas to heavy petroleum products (up to 130 carbon
atoms, simulated distillation), oligosaccharides. li-
pids. etc. Moreover, as far as chromatographic
efficiency and GC system selectivity is concerned,
no other separation technique can compete with
gas chromatography. The dictum “If the sep-
aration problem can be solved by gas chromatog-
raphy. no other technique has to be tried out™ is
now generally accepted. As illustration, more than
80 % of the priority pollutants on the lists of the
EC and of the EPA in the United States, are ame-
nable to GC analysis.

Gas chromatography was developed in the
early 1950s [8]. Tens of thousands of publications
and more than 250 textbooks on theory and prac-
tice have been published. The purpose of this ar-
ticle is not to write a new textbook on GC but
rather to help newcomers in the field to find their
way in the present state of the art of modern GC.
For the basic aspects of GC. see — Basic Princi-
ples of Chromatography. Fundamental equations
are given or repeated only to clarify some impor-
tant statements. The terms, symbols, and nomen-
clature used are those that have been advised by
IUPAC [9].

At the end of the references, some general and
specialized textbooks are listed, together with the
most important journals dealing with gas chroma-
tography. The reader is advised to consult these
books and journals for a more detailed study.
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Figure 1. Basic components of a modern GC system
a) Carrier gas supply: b) Injector; ¢) Column; d) Column
oven: e) Detector: ) Controller: g) Recorder

11.2. Instrumental Modules

A schematic drawing of a modern gas chro-
matographic system is shown in Figure 1. The
basic parts are the carrier gas supply (a), the in-
jector (b), the column (c), and the detector (e). The
dashed lines indicate thermostatted regions. The
carrier gas is usually supplied from a high-pres-
sure cylinder equipped with a two-stage pressure
regulator. Via the controller of the GC instrument
(). the gas flow can be fine-tuned. and preheated
carrier gas is delivered to the column in the con-
stant-pressure, constant-flow, or pressure-pro-
grammed mode. The sample is introduced into
the carrier gas streamn via the injector, and the
vaporized components are transported into the col-
umn, the heart of the system. where separation
occurs. The column is placed in an oven, the tem-
perature of which can be kept constant (isothermal
operation) or programmed (temperature-pro-
grammed operation). Some applications are per-
formed at subambient temperature and instruments
can be equipped with cryogenic units. After sep-
aration, the component bands leave the column
and are recorded (g) as a function of time (chro-
matogram) by a detection device (e). The chro-
matogram provides two types of data. The res-
idence time or retention time of the components
in the column is characteristic for the solute - sta-
tionary phase interaction and can be used for qual-
itative interpretation or component identification.
The detector’s response is proportional to the
amount of separated sample component and gives
quantitative information on the composition of the
mixture.
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11.3. The Separation System
11.3.1. Modes of Gas Chromatography

Two types of gas chromatography exist: gas—
liquid chromatography (GLC) and gas-solid
chromatography (GSC). Other classification
schemes such as GSC, GLC plus capillary gas
chromatography (CGC) are outdated because
nowadays GLC and GSC can be performed both
in packed columns and in capillary or open tubular
columns.

11.3.1.1. Gas-Liquid Chromatography

In GLC the stationary phase is a liquid acting
as a solvent for the substances (solutes) to be sep-
arated. The liquid can be distributed in the form of
a thin film on the surface of a solid support, which
is then packed in a tube (packed column GC,
PCGC) or on the wall of an open tube or capillary
column (capillary GC, CGC). The term WCOT
(wall-coated open tubular) is used only for cap-
illary columns coated with a thin film of a liquid.
In GLC the separation is based on partition of the
components between the two phases, the station-
ary phase and the mobile phase, hence the term
partition chromatography. This mode of GC is the
most popular and most powerful one.

11.3.1.2. Gas-Solid Chromatography

Gas —solid chromatography comprises the
techniques with an active solid as the stationary
phase. Separation depends on differences in ad-
sorption of the sample components on inorganic
adsorbents (i.e., silica, alumina, carbon black) or
on organic adsorbents such as styrene—divi-
nylbenzene copolymers. Separation can also occur
by a size exclusion mechanism. such as the sep-
aration of gases on synthetic zeolites or molecular
steves. GSC is performed on packed columns or
on open tubular columns on the walls of which a
thin layer of the porous material is deposited [ po-
rous laver open tubular (PLOT) columnsj. GSC
nowadays is used only for special separation prob-
lems. and GSC columns are, therefore, referred to
as tailor-made columns.

11.3.2. Selection of the Carrier Gas

Common carrier gases are nitrogen, helium,
and hydrogen. The choice of carrier gas depends
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Figure 2. Experimental H—u curves as function of carrier
gas

on the column and the detector used but, above all,
on the required speed of analysis and detectability.
The influence of the mobile-phase velocity u on
column efficiency H has been detailed in — Basic
Principles of Chromatography. The relation H—u
was derived for packed column GC by VaN
DEEMTER. ZUIDERWEG, and KLINKENBERG [10]
and adapted to capillary columns by Goray [11].
Practical consequences of the carrier gas selection
in capillary GC have been described in [12]. [13].
Due to the relatively high density of nitrogen com-
pared to helium and hydrogen. longitudinal diffu-
stonal spreading of the solutes in nitrogen is small,
but the resistance to mass transfer in the mobile
phase is high. In contrast, for low-density gases
such as helium and especially hydrogen, longitu-
dinal diffusional spreading is large but resistance
to mass transfer small. For columns with small
amounts of stationary phases, the resistance to
mass transfer in the stationary phase can be neg-
lected. and the minimum plate height H;, is
nearly independent of the nature of the carrier gas.
The optimum mobile-phase velocity ugp. cor-
responding to H,,;, is proportional to the diffusion

coefticient of the mobile phase Dy 1 is 10 cm/s
for nitrogen, 25 cm/s for helium. and 40 cm/s for
hydrogen. In practical GC on thin-film columns,
hydrogen is the best choice because the analysis
time is reduced by a factor of 4 compared to
nitrogen. while the detectability is increased by
the same order. Some experimental H—u curves
for a capillary column 20 min length and 0.27 mm
internal diameter (i.d.) coated with a 0.22-um film
of methylsilicone (MeSi) are shown in Figure 2.
The experimental data fit the theory perfectly. The
fact that the slope (i.e., the increase of plate height
with velocity) for nitrogen is much steeper than for
the two other gases is noteworthy. Working close
10 Uy iS, therefore, a must with nitrogen. whereas
for helium and hydrogen the velocity can be in-
creased to values greater than u,, without losing
too much resolution power. For thin-film columns,
hydrogen is definitely the best choice. When hy-
drogen is not allowed for safety reasons—most
GC systems nowadays are equipped with hy-
drogen sensors—helium should be chosen. Be-
cause of the important contribution of the resist-
ance to mass transfer in thick-film columns. this
situation is more complicated. The selection de-
pends on what is considered most important, effi-
ciency or speed. This is dictated by the separation
problem at hand. For a given column. the selection
of carrier gas and optimum flow rate is best de-
termined experimentally by making H—u plots.
This is not difficult and can be carried out in
3—4 h in the following way:

1) A solution of a hydrocarbon (i.e., tridecane) in
a highly volatile solvent (i.e.. hexane) is in-
jected at an inlet pressure P, of carrier gas A
and a column temperature is selected to give a
retention factor k of ca. 5.

2) The plate number N is calculated according to

N = 5.54 (1g/wp)" (3.1)

where t is the retention time of the hydrocar-
bon and wy, is the peak width at half height.
3) The H value is calculated from

H =L/N (3.2)

where L denotes the column length.

4) The corresponding « value is given by

~

u=1L/ty (3.3)
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Figure 3. Making a H - u plot

where fy; is the retention time of the solvent;
for thick-film columns, methane is injected
instead of hexane to give 1y.

5) The H and « values corresponding to P, of
carrier gas A are marked in a H-u plot
(Fig. 3).

6) The inlet pressure P is set at values P\.’z. P,\.’z,
P, P PP, and the corresponding
H and u values are drawn in the plot.

7) Hyin and u,p, are deduced from the plot.

8) The same procedure is repeated for carrier
gases B and C.

High-purity gases should be used in GC. Most gas
suppliers have special GC-grade gases. If lower-
quality carrier gases are used, purification through
a molecular sieve trap to remove moisture and low
molecular mass hydrocarbons and through an oxy-
trap to remove oxygen is recommended.

11.3.3. Selection of the Gas
Chromatographic Column

Two column types are in use, the packed and
the capillary column. The selection is often dic-
tated by the nature and complexity of the sample.
The present trend is to replace PCGC by CGC
whenever possible, because data obtained with
the latter technique are much more reliable. The
fundamental difference between the two methods
is reflected in the resolution equation, the key
equation for separation optimization :

VNa~1 &k

Ri= -2 __° 3.4
STA  k+d (34)
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Anything that increases the column efficiency N,
the column selectivity a, or the retention factor k
will enhance the separation power of the column.
Packed columns are characterized by low plate
numbers and PCGC is therefore a low-resolution
technique. The lower efficiency is compensated by
the high selectivity « of the stationary phase, and
this is the main reason why so many different
stationary phases have been developed for PCGC.
Capillary columns on the other hand have very
high plate numbers and, therefore, the number of
stationary phases can be restricted because the
selectivity is less important. In fact. most sep-
aration problems can be handled with four basic
stationary phases and half a dozen tailor-made
stationary phases. Other important features of cap-
illary columns are their inertness and compatibility
with spectroscopic detectors. In the framework of
this discussion. empbhasis is, therefore, on capillary
columns.

11.3.3.1. Packed Columns

A packed column is defined by the material of
which the tube is made. by its length L and internal
diameter i.d.. by the nature and diameter d,, of the
particles, and of course by the film thickness d;
and the nature of the stationary phase. The latter is
most important because the stationary phase con-
trols column selectivity (see Section 11.3.4). All
other column parameters represent column effi-
ciency. In packed column GC, H,;, is controlled
mainly by the particle diameter and is always
>2d,,. A column I m long filled with particles of
100 - 120 mesh (150 - 125 pm) can never generate
more than 3000 plates. Because of the packed bed.
the resistance to the mobile flow is high, and col-
umns longer than 3 m exhibit low permeability
and are not practical. This means that a total plate
number of 10000 is the maximum that can be
reached with packed columns. Most of the col-
umns for routine analysis in fact have only 3000
to 5000 plates. The column efficiency is indepen-
dent of column diameter. The column tube can be
made of copper. stainless steel, nickel, glass. and
polytetrafluoroethylene. Glass and polytetrafluo-
roethylene are the most inert materials and are
preferred for the analysis of polar and thermolabile
compounds. In gas-liguid chromatography, the
support material has a silicium oxide network,
such as diatomaceous earth, synthetic spherical
silica, or glass beads. The support materials are
purified by acid washing and deactivated by silan-
ization, which caps the active sites. However, even
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the most highly deactivated surface will still ex-
hibit adsorption of polar compounds such as or-
ganic acids and bases. A variety of support mate-
rials are available commercially. the catalogues of
the column manufacturers (Agilent, Chrompack,
Supelco, Alltech, etc.) should be consulted for
detailed information. The stationary-phase film
is homogeneously coated on the particles by dis-
solving the phase in a suitable solvent and adding
the support material to the mixture. The solvent is
then removed on a rotavapor (rotary evaporator).
and after complete drying under a purified ni-
trogen flow. the column is packed tightly with
the coated support. In PCGC, the contents of lig-
uid coatings are expressed as a percentage of the
support material: 1, 3, 5, and 10 wt% are com-
monly used.

The dimensions of columns used in gas — solid
chromatography are very similar to those of gas—
liquid chromatography. Packing matenals (silica,
alumina, carbon blacks, zeolites, porous polymers)
in proper mesh size are available commercially to
fill the columns. GSC columns give lower piate
numbers than GLC columns but possess very high
selectivities for some typical applications. Pre-
packed GLC and GSC columns can be purchased
commercially and are ready to be installed in the
GC instrument.

11.3.3.2. Capillary Columns

Major progress in gas chromatography, partic-
ularly in the area of applications, has been made
by the introduction of capillary columns. Invented
by M. GoLay in 1957 [11]. the real breakthrough
came only in 1979 with the development of flex-
ible fused silica as tubing material for capillary
columns [14] (fused silica open tubular columns,
FSOT). The inherent strength and flexibility of
fused silica made use of capillary GC easy. com-
pared to the glass capillary columns generally used
previously. In addition, no other column material
can offer the same inertness. A capillary column is
characterized by its dimensions (L, i.d.) and by the
nature of the stationary phase. For GLC. a rel-
atively thin stationary (liquid) phase film. with
film thickness dy. is coated directly on the inner
wall (WCOT columns). The film thickness con-
trols the retention factor k and the sample capacity
of a capillary column. In the case of GSC, the
adsorbent with particle diameter d,, is deposited
in a thin layer o), on the capillary wall (PLOT
columns). The main advantage of PLOT columns
compared to packed GSC columns is the speed of

analysis (see Section 11.3.4.2). Most of the appli-
cations (>90 %) in capillary GC are performed on
WCOT columns. These columns can be sub-
divided in three types according to their internal
diameter. Columns with i.d. of 0.18-0.32 mm are
called conventional capillary columns because this
is the column type most often used for the analysis
of complex samples. Columns with an id of
0.53 mm are known as widebore or megabore col-
umns. They have been introduced as an alternative
to packed columns for the analysis of less complex
mixtures. Narrowbore columns with i.d.'s ranging
from 0.1 to 0.05 mm provide very high efficien-
cies or short analysis times. This column type is
not often used nowadays, but this situation is ex-
pected to change in the next few years (see Sec-
tion 11.10.1).

The selection of a capillary column depends on
the complexity of the sample to be analyzed. The
column length, the internal diameter, the station-
ary phase. and its film thickness determine the
separation power (resolution), the sample capaci-
ty. the speed of analysis, and the detectability or
sensitivity. Theoretical considerations [12], [13]
indicate that for capillary columns with thin films
(<1 um), the H,,;, value is roughly equal to the
column diameter. This is illustrated in Figure 4,
which shows experimental H—u curves for col-
umns varying in internal diameter. H was calcu-
lated for dodecane at 100°C with hydrogen as
carrier gas. H,,, measured experimentally is in-
deed very close to H,,;,, deduced theoretically. By
knowing this. the maximum plate number that a
capillary column can provide may be calculated
without performing any analysis:

N = L/’H = L/Hmin - L/dc US)

The H,,;, values, the maximum number of plates
per meter, and the minimum column length
needed for 100000 plates for different id.'s of
commercially available FSOT columns are listed
in Table 1. In contrast to packed columns. the
length of a capillary column is not restricted be-
cause the permeability of an open tube is very
high. To a great extent. the length and internal
diameter of a capillary column define the efficien-
cy. The selection of the film thickness for a given
stationary phase is also of upmost importance. The
resolution equation (Eq. 3.4) shows that low &
values result in poor resolution. For the same col-
umn efficiency N and selectivity =, increasing the
k value from 0.25 to 5 corresponds to a resolution
gain of 378 % (R, increases from 0.37 to 1.40).



Table 1. Characteristics of FSOT columns coated with thin
films

d.. Hon - N.m™ L for
mm mm 100000
plates, m

0.05 0.05 20000 5

0.10 0.10 10000 10

0.18 0.18 5556 18

0.22 0.22 4545 22

0.25 0.25 4000 25

0.32 0.32 3125 32

0.53 0.53 1 887 53

Increasing the retention factor can be accom-
plished by increasing the film thickness

K 2d;

Fe

k= (3.6)

For a fixed column radius (. =constant), the re-
tention factor of a solute at a given temperature
(K =constant), doubles when the film thickness is
increased by a factor of 2. Guidelines for the se-
lection of film thickness for the stationary phase
methylsilicone are listed below (values depend on
column length and stationary phase):

x0.1 pm  high molecular mass compounds 500 - 1500
202 pum M, x 300-500

203 pm M, x> 150-400

205 pm M, x 50-200

2| pum M. = 30-150

2-5um  widebore —high-capacity

narrowbore — high volatiles

Conventional Capillary Columns. Capillary col-
umns with i.d.'s of 0.18-0.32 mm and lengths of
1060 m are the “workhorses” for high-resolution
separation. Long columns are preferred for the
analysis of very complex samples. The less com-
plex the sample. the shorter the column can be.
Figure 5 shows the analysis of the oxygen fraction
of the essential oil of black pepper [15]. The pro-
file is extremely complex (more than 300 com-
pounds). and the column efficiency must be high
to unravel all solutes. Long columns. of course,
imply long analysis times. Figure 6 shows the car-
bon number separation of the neutral lipids in
palm oil. The separation is less challenging and
the column length can be reduced to 5 m. which
results in an analysis time of only 3 min [16]. For
samples of unknown complexity. column Jengths
of 25-30m offer a good compromise. Column
dimensions are often adapted to the requirements
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Figure 4. Experimental H—u curves for columns with dif-
ferent i.d.'s

) 0.88 mm: b) 0.70 mm: ¢) 0.512 mm: d) 0.27 mm:

e) .18 mm

of pre- or postcolumn devices. As an example, for
the combination with mass spectroscopy, an inter-
nal diameter of 0.18-0.25 mm is preferred be-
cause in this case the flow of the mobile phase
is of the order of | mL/min. This flow rate fits well
with the pump capacity of the spectrometer so that
special interfacing is not required.

Widebore Capillary Columns. FSOT capillary
columns with i.d.'s of 0.53 mm were introduced as
alternatives to packed columns, with the inertness
of fused silica as their main advantage. Widebore
or megabore columns have higher sample capac-
ities and are applicable for simple packed column-
like separations. A serious limitation of small i.d.
capillary columns indeed is the low sample capac-
ity (25 m Lx0.25 mm i.d.; d;=0.2 pm results in a
capacity of roughly 20 ng per compound). Sample
capacity is the ability of a column to tolerate high
concentrations of solutes. It the capacity is ex-
ceeded. the chromatographic performance is de-
graded as evidenced by leading (overloaded)
peaks. Sample capacity is related to the film thick-
ness and column radius. A column of
10 mx0.53 mm. dy=1 um, has a sample capacity
>200 ng per compound. Simple inlet devices can
be used with widebore columns in the low-res-
olution mode. In this mode, the carrier gas velocity
is far above optimum values (flows of 812 mL/
min). and a 10-m column generates only
5000 - 8000 plates. For simple mixtures, these ef-
ficiencies are sufficient. Megabore columns are
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Figure 5. Analysis of oxygen-containing compounds of essential oi} of pepper
Column: 40 m Lx0.25 mm i.d.: 0.25 pm d; high molecular mass poly(ethylene glycol); temperature as indicated : split injection

1/50 carrier gas hydrogen at 15 psi (x 1 bar); FID
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Figure 6. Fast separation of palm oil

Column: S m Lx0.25 mm i.d.: 0.1 pm d; methylsilicone ;
temperature : 290 - 350 °C at 30 °C/min: cool on-column in-
jection: carrier gas hydrogen at 15 psi (x ] bar): FIDPeaks:
32 -36 diglycerides, 46— 56 triglycerides

also available in lengths of 30 —-60 m. At optimum
velocities (flows of 1-3 mL/min) they offer
50000 and 100000 plates, respectively. which is
considered high-resolution GC.

Narrowbore Capillary Columns. Narrowbore
columns offer very high efficiencies (100 m
Lx0.1 mm i.d.=1000000 plates) or ultrahigh
speed at 100 000 plates but at the expense of sam-
ple capacity. This 1s illustrated in Figure 7 for the
analysis of fatty acid methyl esters on a 10m
Lx0.1 mm id., dr 0.1 pm, column of cyanopro-
pylsilicone (CpSi). Total analysis time is only
90 5. Sample injection is critical because the sam-
ple capacity is <1 ng. This is the reason for the
slow acceptance of narrowbore columns. Normal
sample size injection is expected to be possible
with the development of new sample inlets such
as programmed temperature vaporization in the
solvent venting mode.

11.3.4. Stationary Phases in Gas
Chromatography

11.3.4.1. General Considerations

The importance of the stationary phase in GC
can, once again, be deduced from the resolution
equation (Eq. 3.4). In Figure 8, the influence of the
plate number N, the separation or selectivity factor
a., and the retention factor k& on peak resolution R,
is represented graphically. The peak resolution of
two solutes (k=5) with x=}.05 on a column with
a plate number of 20000 (e.g., 10 mx0.5 mm
coated with 0.2 um methylsilicone) is 1.4. This
value. the crossing point of the curves, is taken
as reference. The curves are obtained by changing
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Figure 7. Fast separation of fatty acid methyl esters
Column: 10 m Lx0.1 mm id.: 0.1 ym d; cyanopropylsili-
cone ; temperature: 180 °C; split injection 1/500: carrier gas
hydrogen at 60 psi (= 4 bar): FID

Peaks: as indicated (the figure before the colon denotes the
number of carbon atoms : that after the colon. the number of
double bonds per molecule)

one of the variables while the other two remain
constant. From the curves, the following conclu-
sions can be drawn:

Plate Number N. Peak resolution is propor-
tional to the square root of the plate number. In-
creasing the plate number by a factor of 2
(N=20000 to N=40000) improves peak res-
olution by only 1.4 (v/2 gives R,=1.40 — 1.96).

Retention Factor k. For values >5, the in-
fluence of k on R, is small. Increasing & from 5
to 20 increases resolution by only 14% (R,=1.40
— 1.60).

Separation Factor &. Optimization of the sep-
aration factor has the most important impact on
peak resolution. Increasing « from 1.05 to 1.10
nearly doubles the peak resolution (R,=1.40
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Figure 8. Effect of N, a. and k on R,

— 2.68), while a slight decrease (x=1.03) causes
a drastic loss of resolution (R,=1.40 — 0.86). The
selection of a “liquid phase™ that maximizes the
relative retention of solutes is thus of upmost im-
portance. The x-scales in Figure 8 have not been
selected arbitrarily. Varying plate number and re-
tention factor, respectively. from N=20000 to
40000 and from k=5 to 20 is not so difficult to
realize. In contrast, increasing the separation fac-
tor is not easy to achieve, especially in gas chro-
matography. First of all. as already mentioned. the
mobile phase is an inert gas and its role is purely
mechanical. Second. optimization of the selectiv-
ity of the stationary phase for a particular sample
means that the nature of the solutes must be
known. Optimization then requires good chemical
insight and intuition. Several separations have
been achieved more by luck than by skill. In 1991
a book was published with very detailed discus-
sion of practically every stationary phase used
since the inception of gas chromatography [17].
The reader is referred to this book for more infor-
mation.

The selectivity of a stationary phase is com-
monly expressed in terms of the relative retention
of a compound pair:

oA = I(;//\'( (37)

The thermodynamic description of Equation (3.7)
18

x=pa/paya/i: (3.8)

where p° refers to the saturated vapor pressure of
the analyte and 7° is the activity of the analyte at
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Table 2. Resolution R, for different o values

o R,

GC CGC
1.2 29 12.5
1.1 1.6 6.8
1.05 0.8 3.6
1.02 15
1.01 0.8

other stationary J
phase

other stationary phase
or increase of
column length

infinite dilution in the stationary phase. Equa-
tion (3.8) is split in two contributions: the first term
is related to the solutes and depends only on tem-
perature, whereas the second term depends on the
selective properties of the stationary phases. Sol-
ute — stationary phase interactions are very complex
and may include nonspecific interactions (disper-
sion interactions): specific interactions such as di-
pole —dipole, dipole — induced dipole, and hydrogen
bonds: and chemical interactions such as acid—
base, proton donor - proton acceptor, electron do-
nor —electron acceptor, and inclusion. The terms
selectivity and polarity are commonly used to de-
scribe a stationary phase. A polarity and selectiv-
ity scale of more than 200 stationary phases has
been established by McREYNOLDs [18]. The Kov-
ats retention indices (see Chap. 11.7) of benzene,
butanol, 2-pentanone, nitropropane, and pyridine
on phase X are measured, and the differences in
indices in phase X, relative to the stationary phase
squalane as typical apolar phase, are listed individ-
ually (selectivity) and as a sum (polarity). Al-
though the polarity scale is discussed in all text-
books on GC, it has little practical value. The
following are by far the most common methods
used for selection of a stationary phase: trying a
phase with good chromatographic properties.
looking for a similar application that has already
been published, or asking a colleague with expe-
rience (trial and error) for advice. At this stage the
difference between PCGC and CGC should be
restressed. Consider a packed column and a cap-
illary column coated with the same stationary
phase of the following characteristics : packed col-
umn, 2m Lx4d mmid.. packed with 100-120
mesh diatomaceous earth particles. 3 % methylsili-
cone, plate number 5000; capillary column,
25 m Lx0.25 mmid., coated with 0.25pum
methylsilicone, plate number 100 000. By neglect-

ing the k contribution in the resolution equation,
the resolution for two solutes with different x
values can be calculated (Table 2). For an o value
of 1.03, the resolution on the packed column is
insufficient and another stationary phase must be
selected. On the capillary column for the same
solute — stationary phase interaction the resolution
is still 3.6 because of the very high efficiency of a
capillary column. Even for o values of 1.02. base-
line separation is obtained. In the case of o value
1.01, the resolution is only 0.8, but due to the high
permeability of a capillary column, its length can
be increased to provide the required plate number
N,eq on the same stationary phase. From the res-
olution equation follows:

Nuq = 16R? (2/2 — 1)° = 160000 plates (3.9)

and as N=L/d., the required length for R,=1 is
40 m. The analysis of a fatty acid methy! ester
mixture on a packed column with a highly selec-
tive phase for these solutes (ethylene glycol suc-
cinate) is shown in Figure 9; several peaks are
incompletely separated. The same analysis was
performed on a capillary column coated with
poly(ethylene glycol), a stationary phase with no
particular selectivity for the solutes (Fig. 10): all
peaks are baseline separated.

11.3.4.2. Solid Phases

For certain applications, GSC enjoys some ad-
vantages over GLC. Adsorbents are stable over
awide temperature range, and column bleed is vir-
tually nonexistent especially for inorganic adsor-
bents and molecular sieves. Silica and alumina
adsorbents give excellent separation of saturated
and unsaturated hydrocarbons with low molar
mass. Medium-polarity and polar solutes interact
too strongly with the highly adsorptive surface of
these adsorbents. Graphitized carbon blacks are
well suited for separation of structural and geo-
metric isomers. The disadvantage of carbon blacks
is that their retention characteristics differ from
batch to batch and they seem difficult to prepare
in a reproducible way. Inorganic adsorption col-
umns can be modified by coating the material with
a small amount of nonvolatile liquid or inorganic
salt. The most adsorptive sites will bind preferen-
tially to these modifiers. As a result, the sites are
unavailable to participate in retention. and reten-
tion times generally decrease with increased re-
producibility. Molecular sieves (zeolites) arc alu-
minosilicates of alkali metals. The most common
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Figure 9. Isothermal analysis (200 °C) of futty acid methyl esters on a packed column with stationary phase ethylene glycol

succinate (EGS-X)

1. Cle:0:2. Cie:1:3. Cp7:0:4. Cpyg:0:5. Crg:1:6. Cig:2:7. Crg:3:8. Copr0:9. Cap: 1110, Cap:di 11 Cyyy0 52
12, Co2:0: 13, Can 114, Ca3: 0015, Can:6:16. Coy: 0017, Coy i 1

types for GC are molecular sieves SA and 13X.
Separation is based mainly on the size of the sol-
utes and the porous structure of the molecular
sieve, although adsorptive interactions inside and
outside the pores may also contribute. Molecular
sieves are used primarily for the separation of
permanent and inert gases including low molar
mass hydrocarbons. Porous polymer beads of dif-
ferent properties have found many applications in
the analysis of volatile inorganic and organic com-
pounds. The properties of the commercially avail-
able materials vary by chemical composition, pore
structure, and surface area. Compared to inorganic
adsorbents, polymer beads are stable to water in-
jections, and on some of the materials, polar sol-
utes give perfect peak shapes in reasonable anal-
ysis times. The best-known adsorbents are the Po-
rapak series, the Chromosorb 101-108 series, and
Tenax. The range of applications on those
polymers can be found in catalogues of the column
and instrument manufacturers. Tenax (a linear
polymer of para-2.6-diphenylphenylene oxide) is
somewhat unique because of its thermal stability
up to 380 °C. Relatively high molecular mass po-
lar compounds such as diols, phenols, or ethanol-
amines can be analyzed successfully. Some doubt
exists as to the mechanism of retention on Tenax.
At low temperature, adsorption appears to be the
principal retention mechanism. but at higher tem-
perature the surface structure becomes liquid-like
and partitioning does occur.

Solid Phases for PLOT Columns. At the mo-
ment. GSC is enjoying a revival because of the
introduction and commercialization of PLOT col-

umns. The advantages of these columns are higher
efficiency, speed of analysis, and better stability
and reproducibility over time [19]. To date. PLOT
columns are available in different lengths and in-
ternal diameters, with aluminum oxide — KCl for
the separation of saturated and unsaturated hydro-
carbons including low-volatile aromatics; with
molecular sieve 5A for the analysis of permanent
and inert gases; with porous polymers of the Po-
rapak-type (Q.S.U) (PoraPlot columns) for the
analysis of polar solutes and water; and with car-
bon black (CarboPlot columns) for volatile apolar
solutes in petroleum products and environmental
samples. Figure |11 shows the determination of
benzene and toluene in natural gas on an
Al,0;-KC1 PLOT column. The elution of ben-
zene from the Ce group and of toluene from the C,
group illustrates the high selectivity.

11.3.4.3. Liquid Phases

In the past, numerous phases were used in
PCGC. leading to what has been called “stationa-
ry-phase pollution™ [20]. In the beginning, the
many phases were a blessing : later. a curse. Today
most separations are performed on a dozen pre-
ferred phases, which are all specially synthesized
for GLC purposes. Some popular PCGC phases.
listed according to increasing polarity, are

Methylsilicone (gum)
Methylsilicone (fluid)
Methylphenyl(5 %)silicone
Methylphenyl(50 %)silicone
Methyltrifluoropropyl(50 %)silicone
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Figure 10. Isothermal analysis (200 °C) of fatty acid methy! esters on a capillary column with high-M, poly(ethylene glycol) as

stationary phase (for designation of peaks. see Fig. 9)

Methylphenyl(25 %)cyanopropyl(25 %)silicone
Poly(ethylene glycol). M, >40000
Cyanopropyl(50 %)phenylsilicone
Poly(ethylene glycol) esterified with 2-nitrote-
rephthalic acid

Diethylene glycol succinate

Cyanopropy!(100 %)silicone

Ethylene glycol succinate
1.2,3-Tris(2-cyanoethoxy)propane

Of this list. by far the most important group are the
silicones. The reasons can be summarized as fol-
lows: Their diffusion coefficients are high, and
thus resistance to mass transfer is low, silicones
have a high thermal stability (methylsilicone gum
up to 400 °C) and are liquids or gums at low tem-
perature, the structure is well defined, and the
polymers are very pure. For practical GC this re-
sults in a broad temperature range. which is de-
fined by the minimum allowable operating tem-
perature range (MiAOT) and by the maximum
allowable operating temperature range (MAOT).

and low column bleeding. Poly(ethylene glycol)
with high molecular mass, which has a unique
selectivity, is a solid below 60°C (MiA-
OT=60°C) and bleeds at 240-250°C as a result
of the higher vapor pressure compared to silicones.

11.3.4.3.1. Basic Phases for Capillary GC

As already mentioned, the number of phases in
CGC can be reduced further due to the high effi-
ciency those columns offer. STARK et al. [21] stud-
ied stationary-phase characteristics in depth and
concluded that the order of optimized phases for
CGC. all higher molecular mass crosslinkable
gums, is

Methylsilicone
Methylphenyl(50 - 70 %)silicone
Methylcyanopropylsilicones  with
(25-50%) and high (70-90 %)
content

medium
cyanopropyl
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Benzene

Toluene

Column: 25 m £x0.25 mm i.d.: Al;0;-KCI; temperature: 75 - 200 °C at 3 °C/min: split injection : carrier gas nitrogen at 5 psi

2 3.5x10" Pa): FID

Methyltrifluoropropylsilicone

High molecular mass poly(ethylene glycol) or a
silicone substitute having the same polarity and
selectivity

The functionalities in those phases are the methyl,
phenyl, cyano, trifluoro, and hydroxy —ether
group, respectively. The similarity with HPLC
phases is remarkable. Based on the above, SANDRA
et al. [22] proposed five basic phases for capillary
GC. The formulas are given in Figure 12. For the
majority of high-resolution separations, these sta-
tionary phases provide more than adequate per-
formance. For some applications, the functionali-
ties are combined on the same siloxane backbone,
or columns are coupled (selectivity tuning). Func-
tionalities can also be modified to provide specific
interactions. Optical phases and liquid crystals
complete the set of preferred CGC phases. These
tailor-made phases are discussed in Section
11.3.43.3.

The most important phase is methvisilicone.
Separations occur according to the boiling point
differences of the solutes. A typical chromatogram
is shown in Figure 13. Fatty acid methy] esters are
separated according to their boiling point or molar
mass. Hardly any separation occurs among oleic
(Cyg: 1 cis), elaidic (Cyg: 1 trans). linoleic (Cjx:
2) and linolenic (Cy: 3) acids. Methyviphenylsili-
cone 1s the second most widely used stationary
phase. Selectivity is increased due to the polariza-
ble phenyl group. Methyitrifluoropropyisilicone
possess rather unique selectivity for electron donor

solutes such as ketones and nitro groups. Incorpo-
rating the cyano group with its large dipole mo-
ment into the silicone backbone provides strong
interactions with dipolar solutes and unsaturated
bonds. Cyano phases are widely used for the sep-
aration of unsaturated fatty acid methylesters and
for the resolution of dioxins and furans. Figure 14
represents the analysis of a sample whose com-
position is very similar to that in Figure 13. Sep-
aration according to the number of double bonds
in the alkyl chains is due to m-nx interactions.
Methyl oleate (cis Cjg: 1) and methyl elaidate
(trans Cy: 1) differing only in configuration are
baseline separated as well. High molecular mass
polv(ethylene glvcol) has a unique selectivity and
polarity for the separation of medium-polarity and
polar compounds. The most popular of these
phases is Carbowax 20M with average M, of
20000.

11.3.4.3.2. Selectivity Tuning

A solvent with a selectivity intermediate to the
selectivities of the five basic phases can. for some
applications, offer a better separation or a shorter
analysis time. This is illustrated by the following
example. On stationary phase X, compounds A
and B can be separated from C, but they cannot
be separated from each other. On another station-
ary phase Y. A and B are separated. but one of
them coelutes with C. By using a chromatographic
system with selectivity between X and Y. an opti-
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Figure 12. Structures of the basic phases for capillary GC

mum can be found to separate the three com-
pounds. Intermediate selectivities and polarities
can be obtained by selectivity tuning [23]. Selec-
tivity tuning means that the selectivity is adapted
to the analytical need by creating a selectivity
between two (or more) extreme (basic phase) se-
lectivities. In principle. this can be performed in
three different ways: (1) by synthesizing a tuned
phase with predetermined amounts of monomers
containing the required functional groups: (2) by
mixing, in different ratios, two or three basic
phases in one column; and (3) by coupling two
or more columns of extreme selectivities. Ap-
proach (1) and (2) have been commercially used,
and columns are available for specific applica-
tions. Columns tuned for the analysis of classes
of priority pollutants are best known. Method (3)
is detailed in Section 11.8.1.

11.3.4.3.3. Tailor-Made Phases

The most widely used tailor-made phases are
the free fatty acid phase (FFAP). liquid crystals,
and the optical phases Chirasil-Val and derivatized
cyclodextrins. FFAP is produced by condensing
2-nitroterephthalic acid with Carbowax 20M.
The phase is recommended for the analysis of
acidic compounds such as organic acids and phe-
nols. The phase is not suitable for the analysis of
alkaline compounds and aldehydes with which it
reacts. Liguid crystals can separate isomers as a
function of the solute length-to-breadth ratios.
High selectivities have been noted for the sep-
aration of polycyclic aromatic compounds and
dioxin isomers [24]. The most powerful involves
the use of a liquid-crystal column as second col-
umn in a multidimensional CGC system. Optical
isomers (enantiomers) can be separated principally
by two different approaches. Enantiomeric mix-
tures containing a reactive group can be deriva-
tized with an optically pure reagent to produce a
mixture of diastereomers that can be separated on
nonoptically active stationary phases such as
methylsilicone. The direct separation on optically
active stationary phases is, however. the current
method of choice because it has certain advan-
tages. Derivatization agents of 100 % enantiomeric
purity are not needed, and the method can be
applied to enantiomers lacking reactive functional
groups. In Chirasil-Val a diamide is incorporated
into a silicone backbone, and separation occurs via
a triple hydrogen interaction. A number of deriva-
tized a-, f-, and y-cyclodextrin stationary phases
have recently been introduced for the separation of
enantiomeric pairs. Separation is based on the for-
mation of inclusion complexes with the chiral cav-
ity of the cyclodextrins. However, none of the
phases is universally applicable, and enantiomer
separation is still based on trial and error. The
separation of y- and §-lactones on a 2.3-O-acetyl-
6-tert-butyldimethylsilyl-B-cyclodextrin  station-
ary phase is shown in Figure 15. Full details on
the separation of enantiomers by capillary GC can
be found in [25], [26].

11.4. Choice of Conditions of Analysis

Under isothermal and constant-flow con-
ditions, for a homologous series of hydrocarbons.
an exponential correlation exists between the res-
idence time in the stationary phase (adjusted re-
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Figure 13. Analysis of fatty acid methyl esters on methylsilicone
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Column: 25 m Lx0.25 mm i.d.: 0.25 pm dy MeSi; temperature: 100-220°C at 3 °C/min: split injection 1/100; carrier gas

hydrogen at 8 psi (= 5.6x10% Pa): FID

(For designation of peaks. see Fig. 7)

tention time) and the solute vapor pressure. boiling
point, or number of methylene groups (carbon
number).

logiy = aCy + b .1
where 1’5 is the adjusted retention time ; C,, is the
number of carbons in the individual homologues;
and a, b are constants. For a mixture with boiling
point range of the solutes less than 100°C, an
optimum isothermal temperature can be selected.
For samples in which the boiling point difference
of the solutes exceeds ca. 100 °C, working in the
isothermal mode is impractical. Usually, early
eluting peaks will show poor resolution (low &
values), whereas late eluting peaks will be broad
when a compromise temperature has been chosen.
The problem can be solved by temperature or flow
programming.

11.4.1. Temperature-Programmed
Analysis

In temperature-programmed analysis, a con-
trolled change of the column temperature occurs

as a function of time. The initial temperature,
heating rate, and terminal temperature must be
adjusted to the particular separation problem.
The initial temperature is chosen so that the low-
boiling compounds are optimally separated (k
value >3). Selection of the program rate depends
on the nature of the solutes and the complexity of
the sample. The final temperature is adjusted to
give reasonable total analysis times. Temperature
programming has been applied since the beginning
of gas chromatography (1960), but only since the
end of the 1980s have the possibilities been fully
exploited. This might be, in part, because of the
time-consuming nature of temperature optimiza-
tion by trial and error, but above all because of
ignorance of the importance of the temperature
programming rate to selectivity. This is especially
so for polar columns where Arg/AT is much more
pronounced than on apolar columns. Today, soft-
ware is available to optimize a temperature pro-
gram for a particular separation on the basis of
only two experimental programmed runs. The
theory of temperature-programmed optimization
is treated in detail in [27], [28]. Figure 16 shows
the computer predicted (A) and experimental (B)
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Figure 14. Analysis of fatty acid methy] esters on a cyano-
propylsilicone

Column: 25 m Lx0.25 mm i.d.; 0.25 pm d; CPSi: temper-
ature: 187 °C; split injection 1/100: carrier gas hydrogen at
8 psi (x 5.6x10” Pa): FID

chromatograms for a complex fatty acid methyl
ester mixture (Table 3) at a programmed temper-
ature increase of 40 °C/min [29]. The column was
55 m in length. and a remarkably good separation
was achieved in < 8 min. Without the aid of com-
puter simulation, such fast programming rates
would never have been considered for this sep-
aration.

11.4.2. Constant Pressure, Constant Flow,
and Pressure Programming

Flow programming offers advantages such as
reduced separation time, less column bleed, and
lower eluting temperature for labile compounds
but has not been widely used in gas chromatog-
raphy because temperature programming is exper-
imentally easier to perform. In 1990, electronic
pressure control (EPC) [30] was developed, which
allows operation in the constant-pressure, con-
stant-flow, and pressure-programming modes.
Whether temperature programming will be re-

placed by flow programming is questionable. al-
though the features of EPC open new perspectives.
Gases play a vital role in GC and are even more
important in CGC. The carrier gas is the force
moving the solutes through the column, and its
velocity or flow controls the chromatographic
band broadening and thus the efficiency. Keeping
the velocity or flow under control is a prerequisite
for good GC practice. Besides this, the carrier gas
is often the transport medium of solutes from in-
jection devices such as split. splitless, pro-
grammed-temperature vaporizing inlets, purge
and trap, thermal desorption units, and pyrolysis
units. Often the flows required in the precolumn
devices do not correspond to the optimal carrier
gas flows, and compromises must be accepted
(i.e., split in purge and trap, long residence times
of solutes in a splitless liner). On the other hand.
optimization of total GC performance also re-
quires precise control of the flows of the detector
gases responsible for detector sensitivity and base-
line stability. The quality of data generated by the
hyphenated spectroscopic methods (see Sec-
tion 11.6.4) also depends strongly on the stability
of the flows of reagent gases (e.g., in chemical
ionization mass spectroscopy and atomic emission
detection). In the past, very little attention was
paid to the mode of operation of the different gases
in a GC system, and all gas supplies werc more or
less operated in the constant-pressure mode. In the
constant-flow mode, all parts of a GC system run
under optimum conditions. EPC is likely to be-
come a standard mode of operation in the near
future. The CGC applications with EPC published
until now all show improved chromatographic per-
formance going from reduced discrimination and
large volume introduction in splitless injection by
a pressure pulse shortening the residence time in
the inlet. to increased sensitivity by EPC control of
detector gases independently or in concert with the
carrier gas tlow. These are just a few examples,
and more features are detailed in [31]. Yet more is
to be expected because the possibilities of EPC
have not yet been fully evaluated and exploited.
A typical example can be found in multidimen-
sional CGC (see Section 11.8.1). One of the rea-
sons for slow acceptance of this extremely pow-
erful technique is the necessary adjustment of the
midpoint pressures, which can require several days
of fine tuning with conventional pressure control
devices. Flow control at the midpoint should solve
this shortcoming. Nevertheless, EPC introduces a
new era in good laboratory practice (GLP) and
good automated laboratory practice (GALP). An-
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Figure 15. Enantioselective separation of y- and d-lactones on 2,3-O-acetyl-6-rert-butyldimethylsilyl-B-cyclodextrin

Column: 25 m Lx0.25 mm i.d.: 0.25 pm dy: temperature: 150 185 °C at 1 °C/min; split injection 1/100: carrier gas nitrogen at
18 psi (=~ 1.3 bar); FID

Peaks: y (6-11) and 5 (8- 12) lactones

Table 3. Retention times (n=5) in initial runs, and predicted and experimental retention times at the optimum programming rate

Compound Symbol Initial runs Optimized program
No.  Name 1°C/min. min 12 °C/mi- Predicted. Experimental,
n, min min min
1 Methy! butanoate Cy:0 295 2.49 2.07 221
2 Methy! hexanoate Ce:0 6.30 374 2.50 273
3 Methy! octadecanoate Cg: 0 14.65 5.38 3.01 332
4 Methyl decanoate Cio:0 28.64 7.09 3.52 2.88
5 Methyl dodecanoate Cp2:0 45.02 8.69 4.00 3.41
6 Methyl phenylacetate LS. * 49.51 9.68 4.37 4.85
7 Methyl tetradecanoate Cyy:0 61.15 10.14 4.44 4.88
8 Methy! hexadecanoate Cie:0 76.20 11.45 4.83 5.32
9 Methyl cis-9-hexadecanoate Cip: 1 cis 9 79.38 11.85 4.96 5.47
10 Methy] octadecanoate Ci: 0 90.08 12.65 519 5.72
1] Methyl cis-9-octadecanoate Cigilcis 9 92.43 12.97 5.31 5.85
12 Methyl ¢is-9,12-octadecadienoate Cig:2 97.23 13.47 5.48 6.04
13 Methyl ¢is-6.9.12-octadecatrienoate Cig:3y 100.56 13.82 5.6] 6.19
14 Methyl eicosanoate Cs:0 102.95 13.75 5.55 6.11
15 Methyl ¢is-9.12.15-0c- Ci:3 2 102.95 14.03 5.68 6.27
tadecatrienoate
16 Methyl docosanoate Cs-:0 114.64 14,77 5.92 6.49
17 Methyl ¢is-5.8.11,14-ei- Cyp:d 114.90 15.10 6.11 6.71
cosatetraenoate
18 Methyl Ca: 5 120.20 15.64 6.39 6.89
¢is-4.7,10,13.16-eicosa-pentaenoate
19 Methy! tetracosanoate Cy:0 126.08 15.72 6.34 6.97
20 Methyl] c¢is-4.7.10.13.16.19-docosa- Caai6 133.60 16.83 7.15 7.64
hexaenoate

* .S, =Internal standard.

alytical methods can now be stored completely. 11.5. Sample Inlet Systems
providing exactly the same flow characteristics

of all gases and tremendously enhancing repeat- 11.5.1. General Considerations
ability and accuracy.
“If the column is described as the heart of
chromatography, then sample introduction may,
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Figure 16, Predicted (A) and experimental (B) chromatograms for fatty acid methyl ester mixture with temperature-programmed

analysis at 40 °C/min

with some justification, be referred to as the
Achilles heel.” This statement [32] clearly illus-
trates that sample introduction is of primary im-
portance in GC and especially capillary GC. The
performance of the sample introduction system is
crucial for overall chromatographic performance
of the complete system. Much progress has been
made in recent years, and the understanding of
injection phenomena has increased tremendously.
Because of the diversity of samples that can be
analyzed with modern GC (wide range of compo-
nent concentrations: from highly volatile to less
volatile components; different thermal stabilities :
etc.), several injection methods have been devel-
oped. A final universal answer to sample introduc-
tion, however, has not been provided yet, and
whether such an answer can be provided at all is
questionable: “There does not now and probably
never will exist injector hardware or methodology
that is suitable for all samples, under all
conditions” [33]. “There is still no such thing as
a universal injection system and there probably
never will be™ [34]. This does not mean that pre-
cise and accurate results cannot be generated with
the different injection systems that have been op-
timized over the years. The possibilities and the
limitations of available systems, however, must be
known exactly. In combination with a sufficient
knowledge of the composition of the sample to be

analyzed, proper injector choice will guarantee
good results.

A qualitative and quantitative analysis means
that the chromatographically determined composi-
tion of the sample corresponds to its real composi-
tion. Possible difficulties encountered in obtaining
such data have to be attributed to the sampling
technique, various column effects. or a combina-
tion of both. A sample introduction system can be
“discriminative,” meaning that certain compo-
nents are not introduced quantitatively into the
column. However, the column itself can also act
to discriminate (reversible and/or irreversible ad-
sorption). the degree of which can, moreover, be
injection dependent. The characteristics of the col-
umn in use, therefore, must be well established
before any conclusion can be drawn with regard
to the sampling system.

The basic prerequisite of a sampling system for
gas chromatography is that the sample musi be
introduced into the column as a narrow band,
whose composition is identical to the original
composition of the sample. The width of the inlet
band must be such that its variance does not con-
tribute significantly, or contributes only slightly.
to the chromatographic broadening process. The
total measured variance G,q, is the sum of all
contributions to the peak variance:



Figure 17. Schematic of a packed column injector
a) Septum : b) Glass wool ; ¢) Packing ; d) Nut: e) Ferrule
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With modern GC instrumentation, the extra
peak variance contribution (electrometer, data sys-
tem, recording) approaches zero. Because of the
occurrence of the squared variances in this equa-
tion, the contribution of the initial bandwidth to
the total peak bandwidth is less dramatic than
might be expected. at least for GC on packed
columns. For capillary columns, injection band-
widths can be too large compared to the chromato-
graphic band broadening. and narrow initial bands
have to be obtained by :

1) Introducing very small sample volumes
(1-50nL) into the column. A sample stream
splitting device (splitter) accomplishes this
task. The sample vapor. formed on injection
at elevated temperature, is split into two sam-
ple streams of different flow rates.

2) The entire sample is introduced into the col-
umn, but the broad initial band is immediately
focused into a narrow initial band by sharp-
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ening mechanisms such as solvent, thermal,
or stationary-phase focusing. In practice, these
effects are used with great advantage to focus
the solute bandwidths produced by splitless
and on-column injection.

In subsequent sections. the most important
sample introduction systems will be discussed in
some detail with emphasis on capillary inlets. Be-
cause of the much larger Geopmn in packed col-
umns, injection is less stringent. Inlets are also
divided into universal and selective inlets. The
aim of universal injection is introduction of the
complete sample into the column, whereas selec-
tive injection means that only a well-defined frac-
tion enters the column.

11.5.2. Universal Inlets
11.5.2.1. Packed Column Inlets

Packed column inlets are simple to design and
use [35]. Injection is performed directly in the
column “on-column™ (Fig. 17) or in an in-sert
placed before the head of the column. Different
inserts are used, depending on the type of packed
column (1/8"=0.32cm or 1/4"=0.63 cm). Polar
and thermolabile compounds are most effectively
analyzed by on-column injection on a glass col-
umn. The injector zone is heated. and upon manual
or automated injection, usually with a microliter
syringe, hot mobile-phase gas carries the vapor-
ized sample down to the packing material. Packed
column inlets are vaporizing so they can cause
sample degradation and needle discrimination.
This is discussed in detail for split injection. Sam-
pling valves are often used to sample gases or
volatile liquids in constant-flowing streams. The
valve is substituted for the syringe and can be used
both with packed and with capiliary columns. The
construction of GC valves is similar to HPLC
valves.

11.5.2.2. Capillary Column Inlets

In the context of this contribution. it is impos-
sible to treat every aspect of sample introduction
in capillary GC in depth. Full details on the dif-
ferent sampling methods can be found in[36],[37].
A survey of sampling systems is also given in [34],
138]).
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11.5.2.2.1. Split Injection

Split sampling was the first sample introduc-
tion system developed for capillary GC [39]. The
conventional split injector is a flash vaporization
device. The liquid plug, introduced with a syringe,
is volatilized immediately. and a small fraction
enters the column, while the major portion is
vented to waste. This technique guarantees narrow
inlet bands. A schematic diagram of a split injector
is shown in Figure 18. Preheated carrier gas enters
the injector and the flow is divided in two streams.
One stream of carrier gas flows upward and purges
the septum (a). The septum purge flow is con-
trolled by a needle valve (b). Septum purge flow
rates are usually between 3 and 5 mL/min. A high
flow of carrier gas enters the vaporization chamber
(c). which is a glass or quartz liner, where the
vaporized sample is mixed with carrier gas. The
mixed stream is split at the column inlet, and only
a small fraction enters the column (d). A needle
valve controls the split ratio. Split ratios (i.e., col-
umn flow : inlet flow) range typically from 1:50 to
1:500 for conventional capillary columns
(0.22-0.32 mm i.d.). Lower split ratios can be
used in combination with focusing effects. For
columns with a high sample capacity such as
widebore or thick-film columns, low split ratios
(1:5-1:50) are common. In high-speed capillary
gas chromatography, applying 0.1 to 0.05 mm i.d.
columns, split ratios can exceed |:1000. In split
injection, initial bandwidths are only milliseconds.
Because split injection is a flash vaporization tech-
nique, sample discrimination is difficult to avoid.
This is especially the case if the sample contains
components in different concentrations and with
different volatilities and polarities. Sample dis-
crimination in split injection is caused by inlet-re-
lated parameters as well as by operational param-
eters such as syringe handling. Inlet-related dis-
crimination is often referred to as nonlinearity of
the splitter device. Linearity in this respect means
that the split ratio at the point of splitting is equal
to the preset split ratio and equal for all the com-
ponents in the sample. Linear splitting against
varying sample components. be it in concentra-
tion, volatility, or polarity, is impossible to
achieve, even when a sample is introduced in a
nondiscriminative manner into the vaporization
chamber. Different mechanisms can cause nonlin-
ear splitting : different diffusion speed of the sam-
ple components. incomplete evaporation. and
fluctuating split ratio. The different mechanisms
and their respective contribution are discussed in

[36]. Nonlinearity can be minimized by complete
vaporization of the sample, followed by homoge-
neous mixing with the carrier gas before the sam-
ple enters the column. As evident as this may
seem, the sample introduced by split injection of-
ten arrives at the point of splitting as a mixture of
vapor and a nonuniform mist of droplets. Two
approaches can be used to minimize this phenome-
non: (1) increased injection temperature and
(2) optimization of the inlet configuration and
glass liners. Different glass liners have been pro-
posed (i.e., empty tube. short glass-wool plug in
the splitting region, long and tight glass-wool
plug. packing with chromatographic support or
glass beads. deformation of cross section, Jennings
tube. etc.) with the aim of enhancing efficient heat
transfer to the injected sample and thoroughly
mixing the vaporized sample. Still, whereas such
modifications demonstrate an improvement in lin-
earity for some applications, the same setup may
give bad results for others. As a general rule.
packed liners should not be used unless bad results
have been obtained with an open liner. When dis-
cussing nonlinearity, it was taken for granted that
sample introduction with a syringe into the vapor-
ization chamber occurs without any alteration to
the sample — in other words, no discrimination is
caused by the syringe introduction. However, most
of the discrimination problems encountered with
vaporizing injectors are related to syringe needle
effects. Upon introducing the syringe needle
through the septum, volatiles immediately start
to evaporate inside the needle itself, which is
heated by the injector. Also after pushing down
the plunger, solvent and volatile solutes are evap-
orated more readily than high-boiling solute mate-
rial. which partly remains on the needle wall. On
removing the needle from the injector body. the
nonvolatile components are taken out of the vapor-
ization chamber as well, resulting in a mass dis-
crimination according to volatility. Different
methods of syringe manipulation have been stud-
ied (e.g.. filled needle, cold needle, hot needle,
solvent flush, air flush, sandwich method) in com-
bination with fast or slow injection. These differ-
ent procedures are not discussed here. but rather
the best method-—“‘manual hot-needle. fast-sam-
ple introduction”—is described. This method
guarantees minimal syringe discrimination. al-
though complete avoidance is impossible when
dealing with solutes having a large volatility dif-
ference. In the hot-needle method, the sample is
taken into the syringe barrel. for example up to the
5-uL mark when a 10-puL syringe is used, without



Figure 18. Schematic of a split injector
a) Septum ; b) Needle valve: c) Vaporization chamber;
d) Capillary column

leaving an air plug between sample and plunger.
After insertion into the injection zone, the needle
is allowed to heat up for 3-5s. This time is suf-
ficient for the needle to be heated to the injector
temperature. The sample is then injected by rap-
idly pushing the plunger down (fast injection),
after which the needle is withdrawn from the in-
jector within 1 s. Syringe discrimination is related
to the warming up of the needle in the vaporization
chamber. Systems can be worked out in which
syringe discrimination is reduced or avoided.
The best technique is very fast injection. A pre-
requisite here is automated cold-needle sample
introduction since all steps of the injection
sequence are identical for each injection. The ob-
jective of very fast injection is to get the needle
into the injection port, inject the sample, and with-
draw the needle so quickly that it has no time to
warm up. in this way avoiding selective sample
evaporation. Fast injection. moreover, implies that
the delivered volume of sample equals the preset
volume. The effect of the needle dwell time in the
injection port on sample discrimination has been
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Figure 19. Effect of needle dwell time on sample discrimi-
nation

studied [40]. Dwell time is defined as the interval
between the needle tip piercing the septum on the
way in and reaching the same point on the way
out. Figure 19 shows a plot of Cx: Cy area ratios
(X=10-40) as a function of C-number for difter-
ent dwell times, with hexane as the solvent. Al-
though these data have been obtained for direct
injection, they are also valid for split injection. A
dwell time of 500 ms or less shows no noticeable
fractionation. Modern autosamplers inject in
100 ms. The previous discussion indicates that
obtaining quantitative data by using a split injector
can be problematical, but not impossible. For sam-
ples in which the solutes do not differ too much in
volatility, precision and accuracy can be accepta-
ble if the injection technique has been optimized.
Some summarizing guidelines are given. In quan-
titative analysis. the standard addition or the inter-
nal standard method is preferred for manual injec-
tions. External standardization in which absolute
peak areas are compared can be applied only with
fast automated injection. Reproducibility will be
enhanced by not varying the injected volume,
which typically should be 0.5-2 pL. Injector tem-
perature should be adapted to the problem at hand
(i.e., close to the boiling point of the last eluting
compound). Excessively high injector temper-
atures should be avoided. The hot-needle, fast-in-
jection method is preferred for manual injection.
The use of highly volatile solvents should be
avoided whenever possible. If an open liner does
not do the job. lose packing with deactivated glass
wool or glass beads can provide a solution. How-
ever, adsorption and decomposition can occur.
One of the main problems associated with split
injection is syringe handling. The application of
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an autosampling system can overcome this diffi-
culty. enhancing both precision and repeatability.
For several applications, however, split injection
will not give high guantitative accuracy.

11.5.2.2.2. Splitless Injection

In splitless injection a conventional split injec-
tor is operated in a nonsplitting mode by closing
the split valve during injection. The sample is
flash vaporized in the vaporizing chamber from
which the sample vapors are carried to the column
by the flow of the mobile phase. Since this transfer
takes several tens of seconds, broad initial band-
widths would be anticipated. However, through
optimal use of focusing effects, such as solvent,
thermal, and stationary-phase focusing. initial
peak broadening can be suppressed. The main
feature of splitless injection lies in the fact that
the total injected sample is introduced in the col-
umn, thus resulting in much higher sensitivity
compared to split injection. For a long time, split-
less injection was the only sample introduction
technique in capillary GC for trace analysis. The
pneumatic configuration is similar to the classical
split injector (see Fig. 18). The septum is purged
continuously (flow rate 2 mL/min) to maintain the
system free of contamination. while a flow of
20-50 mL/min passes the split outlet. Prior to
injection, a solenoid valve is activated, so that
the splitline is closed off while the septum purge
is maintained. After waiting a sufficient time for
the solvent —solute vapor to be transferred onto the
column (i.e., 30-80 s). the solenoid valve is deac-
tivated. Residual vapors in the vaporizing chamber
are vented to waste via the split line. For this
reason, in splitless injection the split line is often
referred to as the purge line. The time interval
between the point of injection and the activation
of the split (purge) line is a function of the char-
acteristics of solvent and solutes, the volume of
the vaporizing chamber, the sample size, the in-
jection speed. and the carrier gas velocity. The
sample transfer from the vaporizing chamber into
the column is a slow process. Solvent vapors espe-
cially tend to remain in the inlet for a long time.
Purging the insert after injection removes the last
traces of vapor from the vaporizing chamber. An
important aspect in the design of a splitless injec-
tor is the dimension of the vaporizing chamber.
Long and narrow inserts are preferred to obtain
minimal sample dilution. Internal volumes vary
between 0.5 and 1 mL. The column is installed

0.5cm in the insert, and syringes with long
needles are used. creating a distance of 1-1.5cm
between the needle tip and the column inlet. Over-
filling of the vaporizing chamber is suppressed,
and fast sample transfer is achieved. If sample
volumes larger than 2 pL are injected, a widebore
liner should be used. Because of the relatively
long residence time of the solutes in the vaporizing
chamber, lower injection temperatures can be used
compared to split injection. This can be helpful in
minimizing sample degradation. For the same rea-
son, the use of packed inserts should be avoided in
splitless injection. An illustration of the effect of
glass or fused silica wool in the liner is presented
in Figure 20. The organochloropesticide endrin
(peak 1) tends to decompose into endrin aldehyde
(peak 2) and endrin ketone (peak 3) when active
sites are present in the liner. The first chromato-
gram shows that with an empty liner, 92 % of the
endrin is detected, compared to cool on-column
injection, which provides 100% elution. Filling
the liner with a 1-cm plug of glass wool or fused
silica wool results in the elution of only 83 % and
48 % endrin, respectively. Taking into account the
fact that endrin is not the most thermolabile com-
pound, what will happen if polar compounds (i.e.,
carbamates, barbiturates, etc.) are injected with
filled liners can easily be imagined. Recently.
electronic pressure conirol was introduced to re-
duce the residence time of the solutes in the liner.
With EPC, the carrier gas pressure or flow can be
programmed. During injection a very high flow
rate is applied. which speeds up the transfer liner —
column. After injection, the flow is reset to the
optimal value for the column in use {41]. Syringe
discrimination, which is one of the largest sources
of error when applying split injection, also occurs
for splitiess injection because both are vaporizing
inlets. The performance of a splitless injector for a
particular application depends on the optimization
of experimental variables, the most important of
which are sample size, injection speed, purge time.
injection temperature, initial column temperature.
carrier gas selectton, and flow rate. General guide-
lines cannot be advanced. and some of the vari-
ables can be only tuned by trial and error. What-
ever the application, however, refocusing of the
solutes in the inlet scction of the capillary column
is necessary. In splitless injection, the initial band-
widths are broadencd by two mechanisms: band
broadening in time and band broadening in space.
Band broadening in time is caused by the slow
transfer from the vaporizing chamber to the col-
umn inlet section, which takes several tens of sec-
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Figure 20. Decomposition of endrin on different splitless liners
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onds. Upon their arrival in the column, the solutes
spread over a certain column length, mainly by
flooding of the sample liquid, thus causing band
broadening in space. The fundamental difference
between band broadening in time and band broad-
ening in space is that. in the first case, solutes are
spread equally with respect to gas chromato-
graphic retention time, whereas in the second case.
solutes are spread equally with respect to column
length. Both phenomena cause distorted elution
profiles if the solutes are not refocused before
starting the chromatographic distribution process.

Solvent Focusing, Thermal Focusing, and Sta-
tionary-Phase Focusing. Splitless injection most
often is combined with column temperature pro-
gramming, starting with an oven temperature
25-30°C below the boiling point of the solvent.
Upon condensation of solvent and solutes. the
droplet formed becomes too thick to be stable.
The carrier gas pushes the plug further into the
column, creating a “flooded zone” (Fig. 21). The
solutes now are spread over the full length of the
flooded zone. thus creating a solute bandwidth that
equals the length of the flooded zone. For I-pL
injections. the length of the flooded zone roughly
1s 20 cm. provided the stationary phase is perfectly
wettable by the solvent [i.e.. isooctane solutions on
apolar methylsilicone phases. ethyl acetate solu-
tions on poly(ethylene glycol) phases]. On con-
ventional capillary columns. 25-30 m in length,
i.d. 0.32 mm. band broadening will hardly be ob-
served for sample volumes of | pL. Only for sam-
ple sizes larger than 2-3 plL will peak defor-
mation be noted. On the other hand. for polar
solvents on apolar stationary phases. the length
of the flooded zone can be as large as 1 m, result-
ing in distorted peaks. Stationary phase focusing

then becomes necessary. After creation of the
flooded zone. the temperature is increased and
the solvent starts to evaporate from the rear of
the flooded zone (Fig. 22). Highly volatile solutes
evaporate as well and the last traces of solvent act
as a barrier since the residual solvent behaves as a
thick stationary-phase film for those solutes. High
volatiles are thus focused by the solvent effect. The
low-volatility solutes are cold trapped since the
column temperature is still too low to evaporate
them. They are thermally focused over the length
of the flooded zone. When the temperature is high
enough to evaporate the low-volatility solutes,
they start the chromatographic process at different
points. If the tlooded zone is homogeneous and
short. peak distortion is hardly observed, but when
the flooded zone is inhomogeneous and long,
which is the case when polar solvents are injected
on apolar capillary columns, broad distorted peaks
are detected. The only reason for this is that the
chromatographic process starts with the solutes
distributed over the length of the flooded zone.
This can be avoided by removing the stationary
phase over the length of the flooded zone or. in
other words. by creating a retention gap. Band
broadening in space can thus be suppressed by
stationarv-phase focusing via a retention gap
(Fig. 23). A retention gap is a definite length of
the separation system that is uncoated. All solutes
that are spread over the flooded zone are carried
with no retention onto the stationary phase where
they are retained. In practice, a retention gap is a
separate piece of deactivated fused silica, con-
nected to the analytical column through a coupling
device such as a press fit connector. The length of
the retention gap is a function of the length of the
flooded zone. and depends on the sample volume
and the nature of the solvent in use. Typical
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Figure 22, The solvent and thermal focusing effect
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lengths are 0.5—1 m for injections of 1 to 2 pL.
Longer lengths, however, do not harm the sep-
aration, and pieces of 3 m are standard and com-
mercially available. Band broadening in space and
the use of a retention gap are also required for cool
on-column injection (see Section 11.5.2.2.3). In
recent years, splitless injection has been overshad-
owed by cool on-column injection. Without any
doubt, the most accurate and precise data are now
provided with on-column injection. Notwithstand-
ing this, splitless injection is still used for many
routine determinations (i.e., in environmental
analysis, pesticide monitoring, drug screening.
etc.). In these fields, sample preparation is of pri-
mary concern, and cleaning up a sample to such an
extent that it is accessible to on-column injection
is not always possible or economically justifiable.
Traces of nonvolatile or high-boiling components
often remain in the sample. Splitless injection is an
casy solution to such problems. The “dirty” com-
ponents remain mainly in the vaporizing inlet,
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Figure 23. Stationary-phase focusing and the principle of a
retention gap
® =Low-volatile solute

which is easily accessible for cleaning. An illus-
tration of the determination of polychlorinated bi-
phenyls (PCBs) in waste oil via splitless injection
is shown in Figure 24. 5 pL of an isooctane solu-
tion of the PCBs extracted from waste oil, was
injected in the splitless mode on an apolar column
equipped with a retention gap of 5 m. A pressure
pulse was applied to minimize the residence time
of the solutes in the liner [42]. Without a retention
gap the flooded zone wou